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SUMMARY

Title: “Voice analysis as a method for preoperatively predicting a difficult 
airway based on machine learning algorithms”

Introduction: The occurrence of an unanticipated difficult airway is one 
of the greatest challenges faced by anesthesiologists as it can lead to 
severe complications. Its incidence ranges from 1.5-13.5%. An adequate 
preoperative assessment of the airway is a key factor in reducing the 
incidence of airway-related complications and should be routinely 
performed before any surgical procedure. Traditionally, airway evaluation 
has consisted of conducting screening tests based on anthropometric 
features of the patient as part of their physical examination. However, their 
clinical usefulness, accuracy and benefit remains unclear. For this reason, 
new methods of assessing the airway have been proposed with the aim of 
better assessing it such as the appearance of the voice as a new approach 
for the detection of a difficult airway and the emergence of artificial 
intelligence (AI) as a promising tool for clinical applications. Due to this, 
our study proposes the investigation of the voice for the prediction of a 
difficult airway using predictive algorithms based on machine learning.

Methods: The present study is observational, prospective, descriptive and 
multicentered. A total of N= 594 patients were enrolled in both Centro 
Medico Teknon and Institut Universitari Dexeus during the years 2019-
2022. The study was approved by the ethics committee of Quironsalud 
group with the reference number: 62/2019. Two sub studies were 
performed including N=594 and N=313 patients for both the Mallampati 
and Cormack studies respectively. The inclusive criteria were adults over 
18 years ASA physical status I-IV scheduled for a surgical procedure 
in need of orotracheal intubation by direct laryngoscopy. During the 
preanesthetic visit, variables regarding the clinical features of the patient 
and the traditional predictive tests were collected, as well as the voice 
recording. The headphones New Bee H360 were used for the recording. 



Patients were asked to articulate the vocals “A, E, I, O, U“ for 3 seconds 
in normal, flexion and extension positions. Then, the day of the surgery 
the Cormack grade was assessed by the anesthesiologist. For the data 
analysis the KNIMEÒ analytical platform version 4.7 was used. Data was 
introduced into the classification algorithms and split into two groups: 
70% training/validation and 30% testing for both the Cormack and the 
Mallampati study. To assess the model’s performance, ROC curve values 
and other metrics were evaluated for all the different parameters and 
vocal combinations.

Results: For the Mallampati study, the combination harmonics + 
descriptive data with different combinations of the vocals E, I normal 
position and O flexion position vs extension positions only analyzing 
Mallampati I and IV cases, achieved a mean AUC of 0.97. In the Cormack 
study, two combinations generated the best results: first; harmonics + 
descriptive data all + vocal A in all positions only analyzing Cormack 
I and IV cases secured an AUC of 0.91; and second, voice parameters 
(including shimmer, jitter, HNR and others) + descriptive data + different 
combinations of vocals such as I flexion position, O normal position and 
O vocal all positions, only analyzing the Cormack I and IV cases, obtained 
a mean AUC of 0.90.

Conclusion: Acoustic parameters of the voice together with the clinical 
characteristics of the patients, when introduced into classification 
algorithms based on machine learning show promising signs of being 
able to predict a difficult intubation. Therefore, these algorithms have 
the potential to be used as a tool for the prediction of a difficult airway.



RESUMEN

Título: “Análisis de la voz como método de predicción preoperatorio de 
una vía aérea difícil mediante algoritmos de machine learning”. 

Introducción:  la aparición de una vía aérea difícil no anticipada es uno 
de los mayores desafíos a los que se enfrenta un anestesiólogo, ya que 
puede conllevar complicaciones graves. Su incidencia varía entre 1,5% 
y 13.5%. Una evaluación preoperatoria adecuada de la vía aérea es un 
factor clave para reducir la incidencia de complicaciones relacionadas 
con la vía aérea y se debe realizar de manera rutinaria antes de cualquier 
procedimiento quirúrgico. Tradicionalmente, la evaluación de la vía aérea 
ha consistido en realizar test de screening basados en características 
antropométricas de los pacientes como parte de la exploración física de 
la evaluación anestésica preoperatoria. Sin embargo, su utilidad clínica, 
precisión y beneficio han sido cuestionados. Por este motivo, se han 
propuesto nuevos métodos de evaluación de la vía aérea con el objetivo 
de mejorar dicha evaluación. Concretamente, la voz ha surgido como un 
nuevo método para la detección de una vía aérea difícil. En los últimos 
años, la inteligencia artificial (IA) ha surgido como una herramienta 
prometedora para aplicaciones clínicas. En este estudio, proponemos 
investigar el uso de la voz para predecir una vía aérea difícil mediante 
algoritmos predictivos basados en machine learning. 

Métodos: Se presenta un estudio observacional, prospectivo, descriptivo 
y multicéntrico en donde se incluyeron un total de N= 594 pacientes en 
el Centro Médico Teknon y el Institut Universitari Dexeus durante los años 
2019-2022. El estudio fue aprobado por el comité de ética del grupo 
Quironsalud con el número de referencia: 62/2019. Se realizaron dos sub-
estudios que incluyeron N= 594 y N=313 pacientes para los estudios de 
Mallampati y Cormack respectivamente. Los criterios de inclusión fueron: 
adultos mayores de 18 años, clasificados como ASA I-IV, programados para 
un procedimiento quirúrgico que requiriera de intubación orotraqueal 



mediante laringoscopia directa. Durante la visita preanestésica, se 
recopilaron variables relacionadas con las características clínicas del 
paciente y los test predictivos tradicionales, así como la grabación de la 
voz. Para ello, se utilizaron los auriculares New Bee H360. Se pidió a los 
pacientes que pronunciaran las vocales “A, E, I, O, U” durante 3 segundos 
en posición normal, flexión y extensión. Posteriormente, en el día de la 
cirugía el grado de Cormack fue evaluado por el anestesiólogo. Para el 
análisis de datos se utilizó la plataforma analítica KNIME versión 4.7. Los 
datos se introdujeron en algoritmos de clasificación y se dividieron en 
dos grupos: 70% training/validación y 30% test para ambos estudios. 
Para la evaluación del rendimiento del modelo, se evaluaron los valores 
de la Curva ROC y otras métricas para los diferentes parámetros y 
combinaciones de vocales. 

Resultados: Para el estudio de Mallampati, la combinación de armónicos 
+ datos descriptivos de los pacientes con diferentes combinaciones de las 
vocales E, I en posición normal y O en posición flexión versus extensión, 
analizando únicamente los casos de Mallampati I y IV, se obtuvo una AUC 
de 0.97%. En el estudio de Cormack, dos combinaciones generaron 
los mejores resultados. Primero, armónicos+ datos descriptivos de los 
pacientes+ vocal A en todas las posiciones, analizando únicamente los 
casos Cormack I y IV, obtuvo una AUC de 0.91. Además, la combinación 
de parámetros de la voz (incluyendo Shimmer, Jitter, HNR y otros) + datos 
descriptivos de los pacientes + diferentes combinaciones de vocales 
como I en flexión, O posición normal y O todas las posiciones, analizando 
únicamente los casos Cormack I y IV, obtuvo una AUC de 0.90%.

Conclusión: Los parámetros acústicos de la voz junto con las características 
clínicas de los pacientes, cuando se introducen en algoritmos de 
clasificación basados en machine learning muestran signos prometedores 
de ser capaces de predecir una intubación difícil. Por lo tanto, estos 
algoritmos tienen el potencial de ser utilizados como herramienta para 
dicha predicción de manera preoperatoria. 



PREFACE

Since beginning my journey in anesthesiology, having completed my 
residency just a few years ago, I have been confronted with increasingly 
complex and demanding scenarios. The dynamic nature of the field requires 
constant adaptation and learning as each patient presents a unique set of 
circumstances and considerations. As a young professional the magnitude 
of the challenges I face during my daily clinical practice can be both 
overwhelming and exhilarating. However, it is within these challenges that I 
discover the opportunity for growth and innovation.

In my time to date as a dedicated anesthesiologist, one particular area 
that has captured my interest and proved to be especially demanding 
is the management of difficult airways. Despite the significant advances 
in knowledge, development of new airway devices and predictive tools, 
combined with standardized guidelines from major global anesthesia 
societies, dealing with difficult airways remains a formidable challenge for an 
anesthesiologist.

The low prevalence of difficult airways adds to this complexity, making 
it a rare but critical situation that requires prompt recognition and effective 
management as otherwise the consequences can be severe or even life-
threatening.

The main motivation for undertaking this doctoral thesis on the prediction 
of a difficult airway stems from a genuine concern for patient safety and a 
drive to improve clinical outcomes in the field of anesthesiology and airway 
management. As a doctor, I have always been fascinated by the potential 
of emerging technologies to improve healthcare outcomes. This interest 
led me to participate in the “Exponential Medicine Program” presented 
by Singularity University in San Diego, USA in 2017 during my first year of 
residency in anesthesiology. This university is a global community with a 
mission to educate, inspire and empower leaders to apply exponential 
technologies to help solve humanity’s great challenges. 



Annually, the world’s experts in healthcare, technology, biopharma and 
innovative startup companies come together in this conference to explore 
and leverage the synergistic effects of rapidly advancing technologies in 
the transformative revolution of healthcare and medicine. It was during this 
conference where I found the inspiration to undertake this project as I had 
the privilege of attending a presentation done by a group of psychiatrists 
who had shared their groundbreaking work on voice analysis and its ability to 
predict episodes of depression and schizophrenia. They had developed an 
innovative phone application which showcased how the human voice could 
serve as a powerful diagnostic tool, capable of offering valuable insights into 
an individual’s mental health status.

The profound impact of their research left a lasting impression on me 
and triggered a cascade of ideas regarding the potential application of 
voice in my field. Drawing from the strides made in voice-based predictive 
applications in psychiatry and upon realizing the evidence that the voice 
contains valuable diagnostic information, I contemplated the possibility that 
it could also provide insights into the anatomy of the upper airway. With 
this in mind, I became captivated by the possibility that voice analysis could 
potentially identify patients who are prone to difficult intubations. The idea 
of leveraging the unique characteristics of an individual’s voice to detect 
potential difficult airways presented an exciting opportunity of research. This 
revelation inspired me to embark on this doctoral journey aiming to explore 
the predictive capabilities of voice analysis of a difficult airway.

The main objective of this thesis is to develop a predictive model based 
on the voice that could accurately identify patterns associated with a difficult 
intubation. By harnessing the advancements in data analysis such as those 
made with machine learning algorithms, this research seeks to pave the way 
for a non-invasive and straightforward approach for a preoperative detection 
of a difficult airway.

Throughout this thesis I will delve into the theoretical foundations of voice 
analysis and explore the relationship between voice characteristics and 
a difficult intubation. The methodology will encompass the collection and 
analysis of voice recordings from patients with varying degrees of airway 



difficulty, with the aim of establishing meaningful correlations. Additionally, 
it will investigate the potential challenges and limitations of this approach 
while proposing strategies to overcome them.

It is with great enthusiasm and determination that I present this research 
and I would like to express my gratitude to my advisors, colleagues and 
mentors who have supported and guided me through this study. I am truly 
indebted to the psychiatrists whose work served as the catalyst for this thesis 
as well as all the patients who serve as the driving force that pushes us to 
continue improving.
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CHAPTER 1. ANESTHESIA

1.1. ANESTHESIA MANAGEMENT

The perioperative process is defined as the time lapse surrounding the 
surgical act. It is subdivided into three stages: preoperative, intra-operatory 
and postoperative period, which are part of the surgical process. Furthermore, 
during this surgical process there is a comprehensive approach to the 
patient in which the relationship in each surgeon-anesthesiologist dyad is 
perhaps the most critical element of overall team performance (1). For this 
reason, the anesthesiologist is also a key component of the perioperative 
team which is responsible for patient safety and comfort throughout the 
surgical process.

During the preoperative phase, the anesthesiologist evaluates the 
patient’s medical history and performs the physical examination as well as 
the necessary laboratory tests based on the preexisting medical conditions 
to determine the most appropriate anesthesia plan. Therefore, preanesthetic 
evaluation is considered a basic element of anesthesia care (2). 

It is important to highlight the importance of the preoperative evaluation 
as not only does it allow the physician to assess the patient’s overall 
health, but it also evaluates any potential risks for the anesthesia. For this 
reason, in certain patients it might be necessary to run evaluations and 
tests, which could be beneficial to the patient as its potential benefits may 
include a change in the content or timing of anesthetic management or a 
perioperative resource use that may improve the safety and effectiveness of 
the anesthetic processes (2).

Several studies have highlighted the importance of preoperative visits 
in reducing perioperative complications including anxiety, pain, hospital 
readmissions and even postponing the surgical procedure. Until the 
patient is optimized in order to face the surgery in their best conditions due 
to the fact that it provides the environment to detect certain conditions of 
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the patient which might have a negative effect in the postoperative period. 
For example, assessing the nutritional status of the patient at diagnosis as a 
nutritional supplement is known to have a positive effect on perioperative 
outcomes (3). 

For this reason, the preoperative visit plays a vital role in supporting 
a successful surgical outcome and it should always be included in the 
preoperative surgical process. Moreover, another basic function of 
preanesthetic evaluation is to inform the patient of the procedure and to 
comply with the legal medical requirements regarding the signing of the 
informed consent. To elaborate further, during the intraoperative phase, 
the anesthesiologist administers and monitors the anesthesia to maintain 
the patient’s physiological stability and emotional comfort. Furthermore, 
it is precisely in this phase when the anesthesiologist also fulfills a crucial 
function which is the compliance with the surgical security checklist before 
the beginning of the surgical incision as well as to ensure that all the 
information contained on it is correct.  Finally, once the surgery is finished, the 
anesthesiologist continues to evaluate the patient for potential postoperative 
complications related to the anesthesia or the surgical procedure (4). 

Overall, the perioperative surgical process is carefully tailored to each 
individual and the preanesthetic phase is crucial in order to ensure a safe and 
successful surgical outcome as it allows prehabilitation and preparation for 
the surgical procedure.  In detail, it aims to augment physiological reserves 
and enhance functional capacity before surgery with nutritional, physical and 
psychosocial strategies to prepare patients to withstand the surgical stress 
response (5), as well as a faster return to the patient’s daily life under the 
same conditions and maximised well-being.

1.1.1. Airway management

Airway management is a critical component of the surgical process, and 
it is essential for ensuring patient safety and optimal outcomes. In order to 
perform the surgical procedure without the patient experiencing discomfort 
during the procedure and in conditions of maximum safety for both the patient 
and the clinicians, the administration of the anesthesia and other medications 
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is often necessary. As a result, these drugs cause hypnosis, analgesia and 
neuromuscular relaxation and include agents such as opioids, inhaled 
anesthetic gases, propofol or neuromuscular blocking agents. However, the 
administration of the anesthesia and these other forms of medication may 
increase the risk of airway obstruction or respiratory depression. Therefore, it 
is crucial to carefully monitor the patient’s airway and breathing throughout 
the procedure. For this reason, intubation to secure the airway might be 
needed in some cases. Specific indications for intubation include respiratory 
failure (Hypoxic or hypercapnic), apnea and a reduced level of consciousness 
among others (6).  In particular the process of intubation consists of inserting 
a flexible plastic tube through a patient’s nose or mouth and into their 
trachea. Its purpose, is to maintain an open airway and allow for the delivery 
of oxygen to the lungs either through mechanical ventilation or to prevent 
asphyxiation as well as airway obstruction.  Precisely, the physician caring for 
the patient who decides to intubate is likely the person with the appropriate 
training to lead the team towards a successful intubation (7). Generally, in the 
operating room setting the intubation is carried out by the anesthesiologist. 

Comprehensively, the process of intubation typically involves a number 
of steps including airway evaluation, position preparation, premedication, 
preoxygenation, face mask ventilation, induction of the anesthesia and the 
laryngoscopy to visualize the vocal cords as well as the confirmation of the 
tube placement using various methods such as auscultation or capnography. 
Once the tube is in place, the patient’s airway is managed by adjusting the 
ventilation and monitoring for any signs of complications such as hypoxia, 
hypercapnia or airway obstruction (7). 

Furthermore, the first step is to perform an airway evaluation, which should 
be typically done in the preanesthetic visit prior to the surgery. In detail, the 
pre-operative evaluation of adults undergoing elective noncardiac surgery 
updated guidelines recommends that screening for a difficult intubation 
should be carried out in all patients potentially requiring airway management 
for anesthesia or in the ICU (8). Furthermore, in the event that factors for a 
difficult airway management exist, there should be a primary plan and backup 
plans in the event of failure of securing the airway. Specifically, these include 
extra equipment preparation which consist of devices specially designed to 
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approach a difficult airway such as fiberscopes or videolaryngoscope due to 
the fact that the use of videolaryngoscopes reduce rates of failed intubation 
and result in higher rates of successful intubation on the first attempt with 
improved glottic views (9). 

Moreover, there should be a designated team which is prepared and 
trained to manage a difficult airway with established roles and responsibilities 
during the procedure. On top of that, a stepwise algorithmic approach can 
be used to manage these situations, ensuring interventions are carried out 
in a systematic manner with appropriate backup plans in place if the initial 
attempt is unsuccessful. Moreover, in anesthetic practice, cognitive aids 
enhance performance and their use has been recommended in elective 
airway management (10). Once the airway evaluation has been performed 
the following step is the preparation of all the equipment that is required 
for intubation. This process involves gathering and setting up various tools 
and devices that are necessary for successfully performing an intubation 
procedure. Furthermore, this preparation is essential for ensuring that 
everything is in place and ready to be used when needed as otherwise, 
studies have shown that the lack of patient preparation, equipment checks 
or protocol deviations occur in up to half of critical incidents (11).

The next necessary step before administering sedative and paralytic 
medications is to ensure that the patient undergoes a pre-oxygenation phase 
with a face mask. The purpose of pre-oxygenation is to increase the amount 
of oxygen in the alveoli while reducing the concentration of nitrogen, which 
is achieved by using a high fraction of inspired oxygen (FiO2). Particularly, 
this is an essential step to reduce the rate of decline of the oxyhemoglobin 
during apnea, which is the moment in which the patient is not breathing on 
their own before the insertion of the endotracheal tube. It is important to 
highlight that performing an effective pre-oxygenation is crucial as it saves 
time for the anesthesiologist to secure the airway if the patient requires 
multiple attempts before successfully inserting the tube, minimizing the 
deleterious effects that oxygen deprivation causes in the patient. Moreover, 
preoxygenation broadens the safe apnea time period, described as the 
duration until a patient attains a saturation limit of 88% to 99% (12).
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Following the steps outlined above, the anesthesiologist proceeds to 
intubation. For this purpose, a direct laryngoscope is used. The laryngoscope, 
should be held in the operator’s left hand and inserted into the right side of 
the patient’s mouth, pushing inward and upward at a 45-degree angle against 
the tongue. As the laryngoscope moves toward the back of the oropharynx, 
the operator may use the blade to shift the tongue towards the left side of the 
mouth to provide space for the endotracheal tube until all the structures of 
the oropharynx are visible and the vocal cords are exposed. In this situation, 
when the vocal cords are visible using the laryngoscope such as in Cormack 
grades I and IIa, successful intubation is usually anticipated (13).

Finally, the last step once the endotracheal tube has been placed is to 
verify that it is correctly positioned in the trachea, located proximal to the 
carina. This can be confirmed through two different methods:  firstly, through 
an end-tidal carbon dioxide monitor which measures the amount of expired 
carbon dioxide with each breath allowing for the detection of esophageal 
intubation.  In fact, Waveform capnography is the gold standard for confirming 
correct endotracheal tube placement (14). Secondly, to further ensure proper 
placement of the tube, the physician should auscultate for symmetrical 
bilateral breath sounds in the lungs (15). Following that, the anesthesiologist 
connects the patient to mechanical ventilation and the surgical procedure is 
carried out.

To conclude, potential complications also need to be considered. In 
detail, the most feared complication of intubation is hypoxemia and cardiac 
arrest that may be precipitated by multiple attempts with poor oxygenation 
and failed intubation (16,17). For this reason, it is extremely important to 
adequately follow all the steps of the process, including a correct preoperative 
evaluation of the airway, a correct preparation in the event of a difficult airway 
and a detailed plan in the event of a difficult intubation to avoid these serious 
complications.

1.1.2. Difficult airway definition

The occurrence of an unanticipated difficult airway is one of the 
greatest challenges faced by anesthesiologists. The American Society of 
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anesthesiologists defines the difficult airway as the clinical situation in which a 
conventionally trained anesthesiologist experiences difficulty with facemask 
ventilation of the upper airway, difficulty with tracheal intubation or both (18).  
However, a standard definition of the difficult airway cannot be found in the 
available literature. 

The latest version of the American guidelines from the American 
Society of Anesthesiologists, published in 2022 presents fundamental 
recommendations based on a combination of current literature, expert 
opinions and the experience of the practitioner. These guidelines specify 
that a challenging airway pertains to a clinical scenario in which an 
anesthesiologist encounters anticipated or unanticipated difficulty or failure 
during airway management, which may involve any or all of the following: 
Facemask ventilation, laryngoscopy, supraglottic airway ventilation, tracheal 
intubation, extubation or invasive airway procedures (18).

With regard to difficult facemask ventilation, it is defined as the impossibility 
to maintain correct ventilation due to an inadequate mask seal, excessive 
leak, or elevated peak ventilation pressures to the entrance of air. Moreover, 
the guidelines differentiate between difficult laryngoscopy defined as the 
impossibility of visualizing any parts of the vocal cords after several attempts 
and a difficult tracheal intubation, defined as a tracheal intubation that either 
needs several attempts or it is unsuccessful despite multiple attempts. These 
guidelines also take into consideration the supraglottic devices as well as 
difficult supraglottic airway ventilation as the situation when it is not possible 
to adequately ventilate the patient due to a misplacement of the supraglottic 
device, when it requires multiple attempts or when there is an inadequate 
airway seal or excessive leakage of air and the pressure needed for the air 
entrance is high. Furthermore, it also mentions that a difficult airway can also 
appear during extubation. It refers to it as the inability to maintain an open 
airway and sufficient airflow after removing a tracheal tube or supraglottic 
device from a patient who is at risk of having a difficult airway. Moreover, 
another definition is a difficult or a failed invasive airway which refers to 
anatomical characteristics or abnormalities that decrease or prevent the 
likelihood of successfully inserting a surgical airway through the front of the 
neck into the trachea. Additionally, it also mentions that a difficult airway is 
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when there is an inadequate ventilation including absence of inadequate 
chest movement, the lack of exhaled carbon dioxide, clinical signs of severe 
obstruction, decreasing of oxygen saturation, hypoxemia and hypercapnia 
among many others (18). 

Regarding the guidelines of the Catalan Society of Anesthesiology 
published in 2020 in the Spanish Journal of Anesthesiology and resuscitation, 
it can be seen that they follow the same  framework as the American guidelines. 
Furthermore, the guidelines consider a difficult airway if an anesthesiologist 
who has already completed their training meet any of following criteria (19): 

A)	 Suspicion or evidence of difficulty due to prior history or physical 
examination which induces to perform an airway management in 
spontaneous ventilation. 

B)	 Difficulty in one of the planned sequences to secure the airway which 
requires two or more attempts or the change of device or operator.

C)	 Difficulty that causes a significant reduction in the oxygen saturation 
with or without complications which can cause injuries resulting from 
the instrumentalization of the airway. 

In addition, difficult ventilation is defined as insufficient or impossible with 
a face mask that includes the following:

a)	 Excessive air leak or resistance to airflow.

b)	 Lack of chest movement and capnography waveform on the monitor 
or appearance of gastric distension. 

c)	 Requirement of improvement maneuvers such as optimizing position, 
use of oro/ nasopharyngeal airway, 4- hand ventilation or deepening 
the neuromuscular blockade.

d)	 Compromises oxygenation and CO2 elimination.

With regard to a difficult laryngoscopy, it is defined as the following:

It refers to the inability to visualize the glottis fully or partially despite 
applying techniques such as external laryngeal pressure (BURP maneuver) 
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or changing patient’s position, resulting in a Cormack Lehane grade 3 or 4. 
To elaborate further, Cormack and Lehane (1984) proposed a four-grade 
scoring system to describe the view at direct laryngoscopy (20) the assigned 
grades are the following: Figure1

•	 Cormack grade 1: Full view of the glottis.
•	 Cormack grade 2: Partial view of the glottis or arytenoids.
•	 Cormack grade 3: Only epiglottis visible.
•	 Cormack grade 4: neither glottis nor epiglottis visible. 

Figure 1. Best views obtained at direct laryngoscopy, assuming the correct 
technique. Original from R.S Cormack and J Lehane, Difficult tracheal intubation 

in obstetrics.  Anesthesia, 1984, Volume 39, pages 1105-1 I1 (20).

However, this scoring system has been modified since it was initially 
proposed by Cormack and Lehane. In 1998, Yentis and Lee subdivided grade 
2 into two subcategories: 2a which corresponds with a partial view of the 
glottis and 2b which agrees with a view of the arytenoids or posterior section 
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of the vocal cords (21). In this study, Yentis et al, evaluated this modified 
version of the Cormack and Lehane scoring in a prospective study which 
consisted of 663 participants.

As a result, it concluded that the modified scoring system provided more 
information than the original as grade 2b laryngoscopy view is frequently 
encountered and is associated with difficulties advancing a tracheal tube. It is 
noteworthy that the importance of these studies lies in the fact that since their 
publication, the Cormack Lehane grade have been used almost universally 
to classify a difficult laryngoscopy.

On the other hand, difficult intubation can also be referred to as the 
difficulty in advancing the tracheal tube, requiring more than 2 attempts 
by one or more operators, the use of bougie or changing the initial plan. 
Moreover, the guidelines include two aspects to consider when it comes 
to difficult ventilation with supraglottic devices: 1. Difficulty in placing 
the device, requiring more than two maneuvers or more than 2 insertion 
attempts, 2. Insufficient ventilation due to the leakage or obstruction once 
the device is place, which does not allow efficient oxygenation or CO2 
elimination requiring a change of supraglottic device. On top of that, it also 
considers difficult subglottic access and refers to it as difficulty in a) locating 
the cricothyroid membrane and or b) encountering difficulty in puncturing 
or inserting the cannula requiring more than one attempt or excessive time 
that does not avoid functional repercussions. Finally, it also considers difficult 
extubation in a patient with difficult airway referring to the suspicion of a) 
difficulty in maintaining sufficient ventilation/ oxygenation after extubation 
and or b) subsequent difficulty in managing the airway using any of the 
aforementioned modalities (19).

The above mentioned are the difficult airway definitions detailed in 
the most important guidelines. For this reason, although it is important to 
highlight that there is not a standard definition of a difficult airway it is still 
crucial for anesthesiologists to be familiar with the various definitions and 
criteria outlined in these guidelines and expert recommendations. This is 
due to the fact that despite slight variations in these definitions, there are 
many similarities in all of them. 
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Thus, by understanding and applying these definitions, providers can 
more effectively assess and manage patients with challenging airways 
and therefore, reduce the risk of adverse events, improve outcomes and 
enhancing patient safety. 

1.1.3. Incidence and prevalence of a difficult airway

The incidence of a difficult airway varies widely depending on the 
patient population and the definition used. However, different studies have 
reported an incidence rate ranging from 1.5-13.5% (22). Nevertheless, it is 
commonly accepted that the incidence of a difficult airway in the surgical 
population is approximately around 5.8% (23). More specifically, some 
studies have focused on different subgroups of patients such as pediatrics 
where some studies show an incidence of a 3.6 % (24). With regard to 
the obstetrics population studies have shown an incidence of a 5% (25). 
Furthermore, another population which in particular may present a higher 
incidence of a difficult airway owing to the characteristics of the patients 
which may present with tumors or airway obstructions and the nature of 
the surgical procedure that in many cases involves the manipulation of 
the airway. In some studies, the prevalence in these kinds of patients of a 
difficult intubation is 8% (22) 

1.1.4. Difficult airway management algorithms

Due to the relevance of a proper management of the difficult airway, 
the main existing societies of anesthesia have developed Clinical practice 
guidelines with the aim to provide direction to anesthesiologists with the 
management of patients with difficult airways, increase the likelihood of 
successful airway management on the first attempt, improve patient safety 
during airway management and reduce or prevent adverse events.

In the latest version of the American society of anesthesiologist guidelines, 
there is a section intended to provide evidence for and insight into airway 
management for adult and pediatric patients with either anticipated or 
unanticipated difficult airways, obstetric, intensive care and critically ill 
patients (18) (Annex 3).
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These guidelines provide strategies for two distinct types of situations. 
On the one hand, they provide direction for managing difficult airways in 
patients with an anticipated difficult airway. On the other hand, it details the 
strategy that should be followed with patients with unanticipated difficult 
airways and emergency airways.

In the first situation, it highlights the need of the development of a 
preformulated strategy considering factors such as the patient’s conditions, 
the type of surgery and the anesthesiologist’s skills and preferences. 
Furthermore, it notes that strategies for awake intubations while the 
patient is conscious, difficult ventilation or intubation, inability to ventilate 
or intubate and emergency invasive airway rescue should be identified. 
Moreover, awake intubation may be appropriate for patients who are at 
risk of aspiration or incapable of tolerating a brief apneic episode.  As well 
as this, combination techniques may be used if individual techniques fail, 
highlighting the importance of limiting the number of attempts at tracheal 
intubation or supraglottic airway devices placement in order to avoid injuries 
and complications. Furthermore, alternative invasive interventions should 
be identified if the selected approach fails. However, these guidelines 
recommend that invasive airway procedures should be performed by 
individuals properly trained in invasive airway techniques, including ECMO 
which should be initiated when appropriate and available.

On the other hand, it also states the performance in the event of an 
unanticipated difficult airway. It clearly states that the airway management of 
an unanticipated airway consists of 7 interventions. The first step is calling for 
help. Secondly, it focuses on the need  for optimizing oxygenation. Following 
that, it also notes the use of a cognitive aid or difficult airway algorithm. 
Moreover, it considers the use of noninvasive airway management devices and 
combination techniques if difficulty is encountered with individual techniques 
as well as to assess the benefit of waking and/or restoring spontaneous 
breathing. If a noninvasive device approach is selected there should be an 
established sequence of noninvasive devices for airway management. Finally, 
if none of the prior steps resolved the situation it evaluates the use of invasive 
airway management interventions and ECMO.
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Additionally, the guidelines also provide examples of algorithms for airway 
management as seen in Figure 2.

Figure 2. Difficult airway algorithm: Adult patients (18).
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Overall, the ASA 2022 guidelines recommend the use of a systematic 
approach to airway management with a focus on identification of patients at 
risk for difficult airway management (18). In addition, the guidelines also stress 
the importance of appropriate preoxygenation and the use of supraglottic 
devices and videolaryngoscopy to improve first-attempt success rates during 
intubation. 

What’s more, in line with these results, other guidelines have also been 
developed with the aim to provide a comprehensive framework for the 
identification and management of patients at risk for a difficult airway. Another 
good example are the Canadian Guidelines (26-27). These guidelines are 
updated consensus-based recommendations. To elaborate further, the 
guidelines are divided into two parts. The first part focuses on strong and 
weak recommendations for and against based on three levels of evidence: A 
(High), B (Moderate) and C (Low) for difficult tracheal intubation encountered 
in an unconscious/ induced patient.

Specifically, it states that there should be a primary approach to tracheal 
intubation (Plan A), which is usually direct laryngoscopy. However, as a 
response to difficulty encountered with the first attempt, the following 
maneuvers can be made: external laryngeal pressure, followed by the use of 
a videolaryngoscope and the use of adjunct instruments such as a bougie. 
Furthermore, the importance of mask ventilation is also noted or optionally 
the placement of supraglottic devices. However, an alternative approach 
should be used after no more than two failed attempts at tracheal intubation 
using the primary approach and should employ a different device or operator. 
It is important to consider that if tracheal intubation is not successful after 
three attempts, it should be considered as a failed intubation situation and 
therefore, exit strategies should be considered as ineffective attempts at 
intubation could potentially harm the patient. 

Having arrived at this moment, two different scenarios should be 
differentiated. Firstly, if the oxygenation is adequate the guidelines state the 
following exit strategies:

1)	 	Awakening the patient. 
2)	 	Proceed with the surgery using a facemask or a supraglottic device.
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3)	 	Prepare equipment or expert help for a controlled attempt at tracheal 
intubation.

4)	 	Proceeding with surgical access.

However, if the oxygenation fails it recommends promptly proceeding 
with a surgical transtracheal airway, most frequently, cricothyroidotomy.

The algorithm summarizing all these recommendations is found in figure 3. 

Figure 3. Flow diagram: difficult tracheal intubation encountered in the 
unconscious patient. SGD = supraglottic device (26).



— 37 —

State of the art. Chapter 1. Anesthesiat

On the other hand, the second part of these guidelines focus on the 
planning and implementation of safe management of the patient with an 
anticipated difficult airway (27). The article highlights the importance of 
early identification and assessment of these kinds of patients, the need for 
a multidisciplinary team approach to airway management and the use of 
appropriate equipment and techniques based on patient and clinical factors. 
Additionally, it also emphasizes the need for regular training and simulation-
based education to improve patient safety and reduce the incidence of 
adverse events related to difficult airway management. 

To conclude, it is important to note that in a more local environment 
the Catalan Society of Anesthesiology has also put effort into developing 
its own guidelines (19). These guidelines similarly to the American and 
Canadian ones also emphasize the difference between two different 
scenarios, the anticipated difficult airway and the non-anticipated difficult 
airway. However, the Catalan guidelines include safety criteria which a 
patient will either meet or not. If they do, they will be considered to have 
an airway with no difficulty. However, in the event that they fail these criteria 
they will be designated with a potentially difficult or anticipated difficult 
airway. These are not present in their American and Canadian counterparts.  
The results of this criteria will cause the anesthesiologist to vary their actions 
in the algorithm provided in Figure 4.

In detail the safety criteria are the following: 

•	 Possible ventilation with facial mask or supraglottic devices.
•	 No bronchoaspiration risk.
•	 Low risk of rapid oxygen desaturation..
•	 High probability of intubation using a videolaryngoscope.
•	 Necessary help and instruments.
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Figure 4. Different types of clinical situations based on the compliance with the 
safety criteria. Recomendaciones para la evaluación y manejo de la vía aérea 
difícil prevista y no prevista basadas en la adaptación de guías de práctica clínica y 
consenso de expertos. Revista Española de Anestesiología y reanimación 2020(19).

In addition, when it comes to the management of a difficult airway it also 
accentuates two different situations. Once again, these guidelines follow 
similar recommendations compared to ASA and Canadian ones.

In detail, it emphasizes the need of a plan A and B when approaching an 
anticipated difficult airway.  With regard to plan A, depending on whether the 
patient meets the safety criteria. If it does an intubation is necessary and it 
considers the use of a videolaryngoscope whereas if intubation is not needed 
it recommends the use of a supraglottic device. However, If the patient does 
not meet the safety criteria, it recommends the use of intubation techniques 
with spontaneous ventilation. Additionally, if plan A doesn’t work initially, it 
recommends you follow plan B which includes a surgical access to the airway 
through cricothyroidotomy or tracheotomy.

On top of that, it also states the algorithm to follow in case of an 
unanticipated difficult airway, similarly to other guidelines it also states a plan 
A, B, C and D.
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Figure 5. Recommendations for the management of the airway. Revista Española 
de Anestesiología y reanimación SCARTD (19).
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Regarding plan A, it explains that the second intent should significantly 
improve the successful possibilities of an intubation with respect to the first 
one. This may include optimizing position, use of extra instruments such as 
a bougie or the use of a videolaryngoscope. If this plan fails it should be 
declared an unforeseen difficult airway situation and call for help as well as 
prepare extra equipment. Following that, plan B should be followed which 
includes the use of an alternative intubation technique such as the use of 
videolaryngoscope or assisted fiberoptic intubation through a supraglottic 
device. Furthermore, if this plan is not successful, the anesthesiologist 
should start plan C, which focuses on optimizing oxygenation through 
improving mask ventilation, deepening the neuromuscular blockade or try 
ventilation through a supraglottic device. Finally, if none of these plans work 
the physician should start plan D in which the situation can’t oxygenate, 
can’t ventilate should be declared and therefore a surgical infraglottic 
access should be rapidly initiated. Figure 5 

In conclusion, the findings of the guidelines stated above demonstrate 
the complexity of managing difficult airways, especially the unpredicted 
difficult airway and highlights the importance of adhering to evidence-based 
guidelines to improve patient outcomes. Furthermore, the guidelines also 
emphasize the need for a standardized approach to airway management 
that can be adapted to the unique needs of the patient according to its 
risk factors and the surgical procedure. Ultimately, the use of appropriate 
strategies to prevent and manage complications associated with difficult 
airways is critical to ensure the safety and well-being of patients undergoing 
surgical procedures. 

1.1.5. Complications arising from a poor management of the airway

The occurrence of an unanticipated difficult airway is one of the greatest 
challenges faced by anesthesiologists as a situation with both difficult mask 
ventilation and difficult intubation is potentially life-threatening (28). An 
unanticipated difficult airway is an extremely serious situation that can lead 
to severe complications and have fatal consequences thus, being a major 
contributor to morbidity and mortality of patients from anesthesia causes. In 
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fact, not achieving adequate airway management is one of the main causes 
related to the development of anesthetics complications (29). 

The closed claim analysis carried out by M. Joffe et al (29) analyzed claims 
with difficult tracheal intubation as the primary damaging event. Their 
findings showed that despite updated practice guidelines and improved 
airway techniques potentially preventable complications still occur with 
difficult or failed tracheal intubation. Insufficient or inadequate airway 
assessment, failure to anticipate and situation awareness were identified as 
one of the contributors to a failed or a difficult intubation in this and other 
studies (29).

Furthermore, the latest version of the fourth National Audit project (NAP4) 
was a comprehensive study carried out by Cook et al (30) in 2011. This study 
was conducted in the United Kingdom to evaluate major complications 
related to airway management during anesthesia. Specifically, it was led 
by an expert group of anesthesiologists and was one of the largest studies 
of its kind with the participation of 309 NHS hospitals. The primary aim of 
the study was to identify the incidence and nature of major complications 
associated with airway management during anesthesia, and to investigate 
the factors that contributed to these complications. Moreover, it also 
identified specific outcomes associated with airway related complications 
during anesthesia. These include brain damage, death, the need for 
emergency surgical intervention and admission to ICU. In particular, the 
study identified 133 reports related to anesthesia related complications. From 
this, 16 of the patients the final outcome was death, is an overall mortality rate 
of 12%. Additionally, 3 patients presented with brain damage. An emergency 
surgical approach of the airway such as tracheostomy or cricothyroidotomy 
was needed in 58 of the 133 cases. With regard to ICU admission, it was 
necessary in 100/133 patients. The main causes of anesthesia-related causes 
of admission in the ICU were the following: manage airway swelling or trauma 
and aspiration of gastric content. Figure 6.
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Figure 6. Final outcome: narrative outcome and NPSA classification. Fourth 
National Audit project of the Royal College of Anesthetist and the difficult airway 

society (31).

Additionally, this study also specifies that problems with tracheal intubation 
were the most frequently recorded primary event accounting for 39% of 
all events during anesthesia such as: difficult or delayed intubation, failed 
intubation and the situation cannot ventilate, cannot intubate and aspiration 
of gastric contents. These outcomes are detailed in figure 7.

Figure 7. List of recorded primary events problems. Fourth National Audit project 
of the Royal College of Anesthetist and the difficult Airway Society.
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Ultimately, The Fourth National Audit project of the Royal College of 
Anesthetists and the difficult Airway Society, highlights the importance of 
proper airway management providing important insights into the incidence, 
nature and risk factors for airway- related complications during anesthesia. 

Additionally, the importance of the complications derived from a poor 
management of a difficult airway are such that the studies explained above 
are not the only ones that have dedicated themselves to studying the 
outcomes that may derive from an inadequate difficult airway management. 
For example, more recently the Canadian Medical protection association 
also carried out a study led by Crosby et al in 2021 in which anesthesiology 
airway-related medicolegal cases were investigated (32).  In this study, 
406 legal cases records involving anesthesiologists were investigated. It is 
important to note that of these, 46 (11%) of the cases involving 47 patients 
identified complications related to airway management.  The result derived 
from poor airway management emphasizes that up to 30% of patients had 
moderate to severe harm of which 11% had anoxic drain damage and 52% 
of the patients died.

Furthermore, in the same line as these larger studies there are many 
smaller studies that have been dedicated to studying the implications 
derived from a difficult airway. It is important to note that most of them 
include minor complications, but sometimes, as seen in the aforementioned 
studies it can lead to extremely severe complications counting dysrhythmias, 
laryngospasms, surgical access to the airway, hypotension, cerebral ischemia 
and cardiac arrest and death (16,33-35). For this reason, not ensuring the 
airway is considered a crisis situation.

1.1.6. Factors involved in complications arising from airway 
management

Despite advances in airway management techniques and equipment 
as well as the development of Clinical practice guidelines, complications 
do still occur. For this reason, and due to the fact that these complications 
can have significant implications for patient safety, clinical outcomes and 
healthcare costs, some studies have put effort into better understanding 
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the factors involved in the development of complications including patient-
related factors, Clinician-related factors, and system-related factors as well as 
to identify strategies to reduce its incidence and therefore improve patient 
safety and quality of care. It is important to highlight that despite the fact that 
in all the available clinical guidelines for a difficult airway the preoperative 
assessment of the airway and the preparation of all the necessary equipment 
is considered a crucial step prior to any surgical procedure and management 
of the airway, studies show that along with other factors, a lack of preoperative 
assessment of the airway is significantly involved in major airway related 
complications.

To expand on this point, in the closed claims analysis carried out by Joffre 
et al 2019(36) it  has been concluded that inadequate airway planning and 
judgment errors were contributors to patient harm. To be more precise a total 
N=195 from the period 1993 until 2012 claims related to difficult intubation 
were investigated. According to this study, it clearly states that an inadequate 
preoperative or airway evaluation was related to 17% of the claims related to 
difficult intubation. Figure 8.

Moreover, it is striking that in 21% of the claims inadequate support and 
equipment as well as a lack of structured communication were found. These 
findings emphasize the importance of a proper airway evaluation as an 
adequate airway assessment would allow for better equipment preparation 
and support. Therefore, it may contribute to avoiding or reducing those 
complications.
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Figure 8. Predictors of Difficult tracheal Intubation and Judgment Failures in 
Airway Management (36).

In accordance with these results more evidence that a major contributor 
of morbidity and mortality related to airway management is a lack of proper 
preoperative assessment can be found in the analysis of deaths related to 
anesthesia in the period 1996-2004 from closed claims registered by the 
Danish Patient Insurance Association (37). This study examined a total of 
1.256 claims related to an injury from the field of anesthesia.  To be more 
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specific, there were 24 claims which included death out of the total number 
of claims. To clarify further, 16 % of these claim deaths (4/24) were due to 
airway handling, meaning a significant amount of claims and therefore, 
highlighting the importance of proper airway management. Furthermore, 
that importance is also emphasized in the study’s conclusions where it states 
that these fatalities may potentially have been preventable if an adequate 
airway algorithm including thorough preoperative evaluation, training and 
the use of standardized protocols for treatment had been used.  

Furthermore, another recent example which is available in the literature is 
the study carried out by the Canadian Medical Protection Association where 
it analyzes anesthesiology-related medicolegal cases lead by Crosby et al 
in 2021(32) This study collected 406 claims from which 46/406 (11%) were 
airway related. To provide more details, from these 46 airway-related claims in 
27/46 (59%) of them there was an inadequate preoperative airway evaluation 
of risk factors such as difficult airway history, comorbidities or inadequate or 
incomplete airway assessment. Figure 9.

Moreover, surprisingly a complete airway examination was lacking in 
10/27 (37%) of the surgical cases. 

Figure 9. Peer expert and analyst-identified judgment failures for CMPA closed 
cases, 2007–2016 (n = 46 cases) (32).

Additionally, further evidence in line with these results can be found in 
the literature.  For example, in the analysis of claims for compensation after 
injuries related to airway management carried out by Fornebo et al in 2017, 
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which stated that more than half of the severe cases were caused by failed 
intubation or misplaced endotracheal tube (38). 

As well as the lessons learned from the courts of South Korea carried out 
by Jae Hoon Lee et al 2021, studies which showed medical malpractices and 
severe complications related to endotracheal intubation in south Korea in 
which the most common problem was failed or delayed intubation (39). 

However, it is important to note that human factors are also significantly 
involved in the development of adverse outcomes related to anesthesia. 
For example, Flin et al 2013 carried out a study called: Human factors in the 
development of complications of airway management. Preliminary evaluation 
of an interview tool. In this study, Flin used the human factors investigation 
tool to collect information about 28 types of human and organizational 
factors, related to four components of an accident trajectory figure 10. The 
study concludes that the most frequently mentioned factors were aspects of 
situation awareness such as failure to anticipate or make the wrong decision, 
followed by job factors like time pressure and finally factors related to the 
person, that is, hunger or tiredness (40). 

Figure 10. Human Factors Investigation Tool model of incident causation and 
direction of analysis (40).
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To conclude, in light of these results, it is essential to emphasize the 
importance of an adequate preoperative assessment of the airway in reducing 
the incidence of airway-related complications. The above studies analyzing 
the claims related to airway management revealed that a significant number 
of cases could have been avoided by a thorough evaluation of the patient’s 
airway prior to the surgical procedure.

For this reason, the evaluation of the airway in a preoperative phase of 
the perioperative process is a priority and should be routinely performed 
before any surgical procedure as such intervention could notably reduce the 
number of claims related to airway complications and therefore, improve 
patient outcomes. 

1.2. IMPORTANCE OF THE PREOPERATIVE EVALUATION

1.2.1. Preoperative airway evaluation predictive tests

The difficult airway is a potentially life-threatening situation. For this reason, 
traditionally airway assessment tests have been described for screening a 
difficult airway preoperatively as part of the physical examination. However, it 
is important to note that the difficult airway is focused on the upper respiratory 
tract. Moreover, this difficulty is not solely related to a single anatomical 
feature of the patient’s appearance but a multifaceted combination of patient 
anatomy, clinical conditions and healthcare provider expertise. For this 
reason, despite many predictive traditional tests, an adequate assessment of 
a difficult airway still remains a challenge as their clinical utility, accuracy and 
benefit remains unclear (41,42). Nevertheless, due to the fact that in some 
situations an unanticipated difficult airway can appear in a patient without 
obvious anatomical peculiarity and appear to have normal airway there is 
still a risk of encountering an unexpected difficult airway. For this reason, the 
search for adequate diagnostic screening tests has continued and bedside 
tests are routinely performed to identify potential difficulties and therefore, 
help plan alternative airway management.
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These tests can be completed in a few seconds and are usually easy to 
perform and not-time consuming.  Furthermore, these tests are based on the 
preoperative evaluation of particular physical features of patients which have 
linked to a difficult intubation as part of the physical examination such as the 
following: (36)

•	 Limited mouth opening.
•	 Neck diameter.
•	 Limited spine extension.
•	 Thyromental distance.
•	 Jaw protrusion.
•	 Visibility of the uvula.

Firstly, one of the most commonly used tests was the modified Mallampati 
test which was developed by S.R Mallampati in 1983. He suggested that 
the difficulty of the intubation could be predicted by the size of the tongue 
base in relation to the oropharyngeal cavity. Additionally, he stated that the 
proper assessment of this clinically should be done with the patient in the 
upright position meanwhile opening their mouth and maximally protruding 
their tongue. Furthermore, he carried out a study involving 210 patients in 
which studied the correlation between this clinical sign and the intubation 
difficulty (43). As a result, he described a simple grading system which 
involves assessing the preoperative ability to visualize the faucial pillars, soft 
palate and base of uvula as a way to predict the intubation difficulty. The 
three categories were the following:

•	 Class I: Fully visualize the faucial pillars, soft palate and uvula.
•	 Class II:  Full visualization of the faucial pillars and soft palate. Unable 

to fully visualize the uvula. 
•	 Class III: Only soft palate can be visualized. 

However, later on, Samson and Young added a new category which referred 
to the inability to visualize the faucial pillars, uvula or soft palate known as 
class IV (44). As a result, nowadays the modified Mallampati score including 
four categories is commonly used and includes as following: Figure 11
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Class I: Soft palate, uvula and pillars are visible.

Class II: Soft palate and uvula are visible.

Class III: Soft palate and uvula are visible.

Class IV: Only the hard palate is visible.

Figure 11. The modified Mallampati classification (45).

Following its introduction in the 1980s the Mallampati classification 
rapidly became one of the most commonly used bedside tests as part of the 
standard preoperative physical examination for the prediction of a difficult 
airway. However, since then many studies have analyzed and examined 
this predictor (46). For example, Roth et al carried out a large systematic 
review which included a total of 133 studies in 2018.(47) When it comes to 
predicting a difficult laryngoscopy, in the Mallampati test the obtained mean 
sensitivity was 0.4 [0.16-0.71] with 95% Confidence interval (CI) whereas 
the Modified Mallampati test  slightly improved these results, obtaining 
a mean sensitivity of 0.53% [0.47-0.59] (CI 95%). (Annex 1) Similarly, this 
score shows comparable findings when predicting a difficult intubation 
obtaining a sensitivity for the modified Mallampati test of 0.51 [0.4-0.61] (CI 
95%). (Annex 2). Furthermore, other meta-analyses such as that carried out 
by Lee et al (48) obtained a sensitivity for the original Mallampati score for a 
difficult laryngoscopy and the Modified Mallampati score ranging 0.05 to 1 
and 0.12-1 respectively. In this same study, parallel findings were found for 
a difficult intubation where the sensitivity for both the original Mallampati 
score and the Modified Mallampati score ranged from 0.34 to 0.66 and 
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0-0.88. Additionally, another large meta-analysis carried out by Shiga et al 
(49) found comparable results with regard to Mallampati score sensitivity 
ranging from 49% to 86%, although no distinction was made between the 
original Mallampati score and the modified Mallampati score. Overall, the 
performance in terms of sensitivity for the prediction of either a difficult 
laryngoscopy or a difficult intubation for both the Mallampati and the 
modified Mallampati score ranges from poor to good and are characterized 
by significant variability and high heterogeneity among studies (50). 
Moreover, it has been shown to undergo notable variation in certain ethnic 
groups as there are differences in anatomical measurements commonly 
used to predict a difficult airway between the Indian and non-Indian 
population (51) Furthermore, in particular situations such as pregnancy, the 
physiological and anatomical changes in pregnancy contribute to difficult 
laryngoscopy and visualization of the larynx (25).

On the other hand, with regard to specificity for the Mallampati score, 
similar data can be found in the literature as a high variability of outcomes 
exists. Nevertheless, the values for specificity of this score are relatively 
higher compared to sensitivity values. For example, Roth et al obtained for 
the original Mallampati score a mean specificity for a difficult laryngoscopy 
of 0.89 (CI 95%) ranging from 0.75 to 0.96 and a mean specificity of 0.80 
(CI 95%) ranging from 0.74 to 0.85. Convergent results were found for both 
the original Mallampati score and the Modified Mallampati score for the 
prediction of a difficult intubation.

Furthermore, another commonly used anthropometric measure which 
has been previously related to an increased intubation difficulty is a short 
thyromental distance. This is measured from the anterior larynx to the 
mandible and is viewed as an indicator of the mandibular space and can 
also be used to determine the ease or difficulty of displacing the tongue 
with a laryngoscope blade. In general, a thyromental distance of greater 
than or equal to 6 centimeters or the width of 3 fingerbreadths is acceptable. 
However, a thyromental distance of less than 6 centimeters has been linked 
to a difficult intubation. Figure 12.
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Figure 12. A. thyromental distance, B. Sternomental distance (52).

With regard to this clinical sign, Roth et al (47) showed to some extent 
low sensitivity values. Concretely, it obtained a mean sensitivity value of 0.37 
and 0.24 for both the prediction of a difficult laryngoscopy and a difficult 
intubation respectively. Matching conclusions were obtained for Shiga et 
al (49) as in their findings the sensitivity for the thyromental distance was 
approximately 20%. On the other hand, with regard to the specificity the 
thyromental distance yielded better results. For example, in the Roth et al 
meta-analysis, the specificity procured for a thyromental distance for the 
prediction of a difficult laryngoscopy was of 0.89 [0.84-0.93] (CI 95%) and of 
0.90 [0.80-0.96] (CI 95%) for a difficult intubation. Moreover, corresponding 
outcomes according to this bedside test were also found in the Shiga study 
where it achieved a specificity for a difficult intubation of 94%. 

On top of that, another anatomical measurement which has previously 
been related to difficulties with intubation and airway management is the 
Sternomental distance. It refers to the distance between the bony prominence 
of the sternum and the mandible with the head fully extended. For this reason, 
a shorter Sternomental distance is associated with a higher risk of difficult 
intubation as it is an indicator of a smaller oropharynx which may make it 
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more challenging to maneuver the laryngoscope and therefore, to achieve a 
successful intubation. Roth et al, encountered that this measurement yielded 
a reasonably low sensitivity of 0.33 [0.16-0-56] (CI 95%) whereas other 
studies such as the one carried out by Shiga et al found disparate outcomes 
as it reached a sensitivity of 62% which could be considered moderate. On 
the contrary, in terms of specificity, the literature shows relatively high values 
such as 0.92 (47) and 0.82 (49). However, in most of the meta-analysis few 
studies including this measurement were comprised due to the fact that only 
a limited number of studies analyze Sternomental distance. For this reason, 
it is not possible to conclude an overall diagnostic performance of this test.

What’s more, the mouth opening test has also been used and studied as 
a bedside difficult intubation prediction test. Furthermore, this prediction 
is based upon the fact that mouth opening indicates movement of the 
temporomandibular joint and therefore, it makes it more difficult to visualize 
the larynx in patients with a limited mouth opening. Thus, restricted mouth 
opening may make access to and control of the difficult airway (53). Besides, 
the interincisal distance or maximum mouth opening is classified into three 
grades: Figure 13.

Figure 13. Mouth opening or interincisal gap  
(Source: Preanestesia2.anestalia.com).

Additionally, for this particular measurement, Roth et al, and Shiga et 
al, encountered similar findings in terms of sensitivity. To explore more in 
detail, for a difficult laryngoscopy and a difficult intubation Roth et al found 
a sensitivity of 0.22 [ 0.13-0.33] and 0.27 [0.16-0.41] (CI 95%) respectively. 

•	 ≥ 5cm
•	 ≤ 3,5 cm. and < 5 cm
•	 < 3,5 cm
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Parallelly, Shiga et al also found a mean sensitivity of 22%, meaning that 
the sensitivity procured in both analyses is low. However, resembling the 
outcomes according to specificity found in the literature of other bedside 
tests, the analysis revealed high values of specificity of 0.94 [0.9-0.97] (CI 
95%) and 97% for both studies, respectively. 

Moreover, the upper lip bite test is one of the various bedside tests used for 
prediction of difficult laryngoscopy intubation. However, its usefulness is still 
not very clear, and there is controversy regarding its accuracy (54). This test 
is based on the patient’s ability to bite the upper lip with the lower incisors. If 
a patient experiences difficulties in doing so may be due to a limited mouth 
opening, protruding incisors or a short thyromental distance, all of which are 
related to difficult intubation. Figure 14.

Figure 14. Jaw protrusion grade A, B, C respectively (55).

Several studies have reported on the sensitivity of the upper lip test bite 
for difficult intubation. Overall, although the sensitivity of this test appears to 
vary across studies, contrarily to other bedside tests, this one yielded relatively 
moderate sensitivity up to 0.67 [ 0.45-0.83] (CI 95%) according to Roth et al 
(47). In addition, when it comes to specificity, it achieves high scores of 0.92 
[0.86-0.95] (CI 95%)

In light of these results, it becomes evident that the currently available 
screening bedside test for a difficult intubation has only poor to moderate 
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discriminative power when used alone as compared to a combination of 
tests (56). Therefore, they might not be sufficiently accurate and may not be 
well suited for detecting an unanticipated difficult airway.

For this reason, the best way to predict a difficult airway is by using an 
index or a multivariate analysis that combine several predictors as it has been 
shown to improve the sensitivity and specificity when compared to the value 
of each test alone (57-60).

What’s more, the most used scores systems are the Wilson risk score and 
the Arne test (61-62)

Firstly, the Arne test is a predictive tool for difficult intubation based on a 
multivariable index. This test was validated in a population of N= 1090 patients 
and achieved a sensitivity and specificity of 94% and 96% in general surgery 
respectively. Moreover, it was also evaluated in other kinds of surgeries such 
as non- cancer ENT in which it achieved a sensitivity of 90% and a specificity 
of 93%. It was also assessed in ENT cancer surgery in which it achieved a 92% 
and 66% sensitivity and specificity respectively (62). Figure 15.

Table 1: Number of patients undergoing different surgical procedures in 
two studies, initial and validation studies. J. Arné et al 1998. British Journal of 

Anaesthesia (62).
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Furthermore, the ROC analysis provided a high and comparable 
discriminant power for predicting difficult tracheal intubation with the area 
under the curve (AUC) 0.95. The cut-off value of 11 was found to provide the 
best balance between sensitivity and specificity. 

Figure 15. Arné test Index.  J. Arné et al 1998. British Journal of Anaesthesia (62).

With regard to the Wilson score, M.E Wilson et al published it in the B.J 
Anesthesia in 1988. Figure 16

Initially, he selected a group of patients including those with a known 
difficult intubation and measurements were taken to establish descriptive 
statistics for the development of a simple rule. What’s more, the tool was 
tested and confirmed using the same data. Finally, the rule was validated in 
another set of patients(N=633) (61).



— 57 —

State of the art. Chapter 1. Anesthesiat

Figure 16. Wilson risk score.  M.E Wilson et al, B.J. Anesthesia, 1988.

Furthermore, further studies have shown that the sensitivity and specificity 
for a difficult intubation for this risk score is approximately 0.51 (0.40-0.61) 
and 0.95 (0.88-0.98) respectively (47).

Even so, the diagnostic accuracy and feasibility of these tests or index may 
be questioned because despite being performed routinely preoperatively 
in most patients the number of unpredicted difficult intubations remain 
considerably high. However, systematic evidence-based and consistent 
airway assessment may reduce the incidence of unanticipated difficult airway 
management (63,64). In a study published by Norkov et al in 2015 on the 
diagnostic accuracy of anesthesiologists’ prediction of a difficult airway, 
revealed that only half of difficult intubations were predicted (64). In light 
of these results, it seems evident that there is a need to find better tests or 
methods to improve our capacity as anesthesiologists to predict a difficult 
intubation preoperatively. 
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1.2.2. Recent methods of airway assessment

New methods of assessing the airway have been proposed with the aim 
of better assessing the airway. Ultrasound is one of the most explored new 
methods of airway assessment due to its usefulness when assessing subhyoid 
parameters which are otherwise difficult to evaluate with the other traditional 
bedside tests as they are limited to the external suprahyoid evaluation such as 
the mouth opening. Concretely, accessing this anterior soft thickness tissue via 
ultrasound may help us identify patients with potentially difficult laryngoscopy 
due to consistency of soft tissues without any external abnormality (65). Due 
to the fact that this airway evaluation tool is gaining importance in recent 
years, studies investigating the accuracy of the ultrasound have been carried 
out (66-68). For example, a large systematic review and meta-analysis carried 
out by Carsetti et al in 2022(69) in order to assess whether preoperative 
upper airway ultrasound can predict a difficult airway in adult patients without 
clear anatomical evidence of difficult airway on the traditional preoperative 
physical examination. As a result, it was shown that ultrasound assessment 
and more specifically the measurement of the distance -skin-epiglottis 
(DSE) with a cut-off value of 2.36 centimeters procured a AUC-ROC of 0.87 
(95% CI,0.84-0.90). Moreover, it also showed high specificity and sensitivity 
for the prediction of a difficult laryngoscopy. Besides, other studies report 
anatomical findings obtained through ultrasound comparable to Cormack 
grade obtained during direct laryngoscopy (70).  These outcomes are similar 
to the ones obtained in other studies, which is why it appears that the use of 
ultrasound for airway assessment may represent a potential tool to improve 
the performance of a difficult airway bedside prediction test and at the same 
time reducing interobserver variability. However, as a disadvantage, the use 
of ultrasound may be probe-dependent and it’s a methodology which might 
require a learning curve. 

Additionally, other authors propose other imaging tests which involve the 
measuring of the diameters of the upper respiratory tract and then correlate 
them with the degree of difficulty in intubation such as functional magnetic 
resonance imaging or computerized tomography. These techniques, 
enable an exhaustive evaluation of airway pathology such as airway 
trauma, fractures, tumors and help to figure out the dimensionality of the 
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airway especially, CT with 3- dimensional reconstruction, permits excellent 
visualization of the pharyngeal airway (71). Finally, acoustic reflectometry is 
another described method with great potential for expansion but currently 
underutilized which is based on the measuring of the volumes of the upper 
airway (72). 

Furthermore, newly developed techniques such as nasal endoscopy, 
virtual endoscopy and virtual laryngoscopy are becoming commonly used.

These techniques create virtual images and 3D reconstructions through 
software from CT scans. It achieves the acquisition of accurate images, 
airway mapping and even dynamic videos. Concretely, virtual endoscopy is 
a tool that can detail intraluminal anatomical “fly-through” information in a 
format visually similar to the flexible endoscopic views. (73) Moreover, this 
technology helps to assess the anatomy of difficult airways and to assist in 
the formulation of the most optimal airway management strategy in such 
patients (74).

What’s more, due to the fact of being a non-invasive diagnostic tool 
and their high accuracy and safety, these techniques have emerged as a 
promising tool for assessing challenging airway conditions such as patients 
with deformities, facial asymmetries or airway anomalies where conventional 
methods might not be sufficient for a proper airway evaluation (75-77).

What’s more, it is noteworthy that in recent years artificial intelligence (AI) 
has increasingly gained importance in the medical field. More concretely, 
advances have been made for applying this technology, specifically facial 
image recognition with the aim of improving the diagnosis of a difficult 
airway. With this purpose, many studies have been carried out willing 
to create AI models which use the patient’s facial images to predict the 
difficulty of intubation (78,79). One study worth mentioning is the study 
led by Tatsuya et al 2021 (80) which achieved to develop an AI model for 
classifying intubation difficulties from 16 different images of each patient 
from a total of 205 participants. The results showed the following: accuracy 
of 80.55%; sensitivity, of 81.8%; specificity,83.3%; AUC 0.864; (CI 95% 0.73-
0.96). In light of these results, it seems evident that AI has emerged as a 
promising method and will only continue expanding its potential.
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In recent years, the voice has emerged as a new potential method for the 
detection of a difficult airway preoperatively. (81-83). These studies are built 
on the fact that voice parameters can reflect the anatomical characteristics 
of the upper airway.  Our study shows that acoustic parameters of the voice 
together with the clinical characteristics of the patients when introduced into 
classification algorithms based on machine learning have promising signs of 
being able to predict a difficult intubation.  More evidence can be found in 
the literature, for example, a study carried out by Valls et al, aimed to evaluate 
the impact of orthognathic surgery on speech, addressing in particular the 
effects of skeletal and airway changes on the resonance characteristics of 
the voice and on articulatory function (84). Furthermore, in previous studies, 
Carvalho et al 2021 already showed a significant association between three 
formants and Cormack-Lehane scale classification (82).

To further elaborate, this study included 453 participants. Each of them were 
recorded and were asked to pronounce the vowels a,e,i,o,u preoperatively. 
After initial analysis five models’ performance was evaluated showing 
a significant association between three formants and Cormack-Lehane 
classification. The model containing Mallampati, and formants procured the 
following results:  The area under the curve was 91.8%; sensitivity 87.5%; 
specificity, 82.7%. To conclude, Carvalho et al, suggested that voice can have 
a role in difficult airway prediction. Other authors such as Shuang Cao et al, 
have revealed that voice parameters differed significantly between patients 
with difficult mask ventilation compared to patients with easy mask ventilation 
(83) In these previous studies formants were analyzed. However, other voice 
parameters such as jitter or shimmer might be also potentially relevant 
biomarkers for predicting a difficult airway. Thus, the authors conclude that 
voice parameters may be considered as potential predictors of a difficult 
airway. However, prospective validation and additional studies are needed to 
confirm these findings and therefore, to assess the applicability of this novel 
approach. 
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2.1. OVERVIEW:

The voice is created through the collaboration of many parts of the body 
working together in a coordinated manner. These include the respiratory 
system, digestive system, vocal tract, and various muscles throughout the 
body. Although none of these components are dedicated solely to voice 
production, each plays an essential role in the process.

Furthermore, the thoracic cavity serves as the primary source of air for 
energy generation, while the larynx is responsible for regulating the frequency 
and producing vibrations. Concretely, through a nonlinear interaction 
between the airstream and the collapsible segment of the airway wall also 
known as soft tissue, it becomes possible to sustain vibrations through which 
as a result, the fundamental frequency (F0) is produced, as well as a spectrum 
of higher frequencies (85).

Moreover, the vibrating tissue allows the propagation of the acoustic 
waves which travel from the larynx and are retained in the airway in the form 
of multiple reflections from irregular boundaries. Besides, a small portion of 
the sound is modified by the resonance cavities including the hypopharynx, 
oropharynx, oral cavity and nasal passages which give the unique harmonics 
of human speech.

Furthermore, amplitude and frequency modulation of the fundamental 
frequency and higher partials are added to allow rhythmics and melodic patterns 
(85).  It is important to highlight that voice output is a psychophysiological 
response that is part of the human integrative psychophysiological stress 
system, which is a complex integration of sympathetic and parasympathetic 
control (86). All these processes are regulated by both the central and 
peripheral nervous systems, as well as the auditory system. Moreover, as 
a curiosity, literature provides compelling evidence that the human vocal 
apparatus has been, at least partly, shaped by sexual selection (87). 
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2.2. VOICE CHARACTERISTICS

2.2.1. Acoustic parameters of the voice

Voice parameters are quantitative measures used to assess the acoustic 
characteristics of the voice and can provide valuable information about the 
voice production. Thus, being helpful in the diagnosis, treatment of voice 
disorders and different pathologies of the airway as well as contribution to 
the understanding of mechanisms underlying normal and disordered voice 
production. Concretely, acoustic analysis of voice has become widely used 
for correct diagnosis of dysphonia (88). Moreover, the most commonly used 
voice parameters used for such assessment can be classified into three groups 
and include the following: Frequency parameters, intensity parameters and 
noise parameters. 

2.2.1.1. Frequency parameters

Fundamental frequency (F0):
The fundamental frequency corresponds to the lowest frequency 

component of the signal. It represents the number of times that vocal cords 
open and close per second and is expressed in cycles per second or Hertz (Hz). 
The fundamental frequency at which vocal cords vibrate can be influenced 
by several factors, such as changes in the magnitude of the vocal cord due 
to edema or masses which can cause a reduction of the F0; the cordal 
viscoelasticity and the suglottic pressure (89). Due to this fact, situations in 
which the thickness of the vocal cord is increased such as edema, tumors or 
masses can result in a reduction in the F0 causing a deeper voice. 

Moreover, a pathology which causes an increase in length or tension 
of the vocal cords results in increases in the F0 and therefore leading to a 
higher-pitched voice (90). It is noteworthy that F0 values vary depending on 
the individual’s gender, the normal values being approximately two times 
higher in women than in men. Concretely, the normal values are 125Hz 
for men and 250Hz for women (91). Moreover, it has been suggested that 
changes in F0 coincide with variations in the vertical thickness of the vocal 
fold medial surface. Therefore, causing alterations in the spectral properties 
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of the produced voice (89). Moreover, the thickness of the medial surface 
is conducted by a coordinated activity between the cricothyroid and 
thyroarytenoid muscles as well as lung pressures as it has been shown that 
a change in lung pressures can modify the F0 frequency by 100-200 Hz due 
to the fact that dynamic stretch increases the thyroarytenoid fibers (92). Due 
to the fact that these muscles share the innervation, its common activation is 
frequent, thus frequently leading to an increase of vocal fold approximation. 
Figure 17

Figure 17. Segment of a speech signal with the period length L, and fundamental 
frequency F0= 1/L (93).

There are several methods that allow the analysis of the fundamental 
frequency such as subjective methods used by speech therapists; 
electromyography used to measure muscle activity during voice production 
through the placement of electrodes on the laryngeal muscles which record 
the electrical activity during phonation (94). With regard to acoustic analysis, 
two software programs are commonly used in clinical and research settings. 
Firstly, the MDVP (Multidimensional voice program) is the most used and 
cited acoustic analysis software, which was developed by Kay Elemetrics 
Corporation in the United States (95).

Furthermore, the second most used program is called Praat, which 
translates into “speak” in Dutch.  Praat is likely the most extensive set of tools 
for phonetic investigation accessible globally and it was designed by Paul 
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Boersma and David Weenink from the Phonetic sciences Department of 
the University of Amsterdam and first released in 1995(96). Praat software is 
distributed for free and supported by many clinicians and scientists (97). 

Besides, both software extracts a set of acoustic parameters many of which 
are defined similarly (98). This acoustic software is able to do the quantitative 
analysis of F0, Jitter, Shimmer and NHR (Noise-to-harmonics ratio). However, 
the discriminatory power of these different voice analysis programs when 
differentiating voices has been questioned, as voice outcomes reported by 
one analysis acoustic software program might not be comparable to those 
obtained by another software (99).Moreover, another study supported this 
suggestion as its results indicate statistically significant differences between 
the two systems and programs, with the multi-dimensional voice program 
yielding consistently higher measures than Praat (100). For this reason, the 
validity and reliability of acoustic analysis performed using different tools 
have already been shown to be affected by several factors, including the 
type of microphone, ambient noise levels, data acquisition system, and the 
software used for the analysis (98, 101).

Finally, another method to assess the F0 as well as other larynx pathologies 
is laryngostroboscopy. This methodology allows the visualization of the 
larynx with high resolution and its mucosal wave patterns with greater 
precision aids in the better understanding of its anatomy and function(102). 
Moreover, laryngostroboscopy is the state of the art diagnostic tool and 
provides valuable information about the nature of the vibration and a visual 
image that can be used for both immediate analysis and as a permanent 
record for comparison of repeated examination at a later date of vocal cord 
lesions(103). 

Additionally, it is important to consider other parameters in analyzing the 
human voice such as the formants. To note, a formant is defined by the range 
of frequencies in which there is absolute or relative maximum in the sound 
spectrum. That is to say that the frequency at the maximum is the formant 
frequency(104). Furthermore, the fundamental frequency is the basic but 
human voice also consists of a resonance system such as the jaws, teeth, lips, 
tongue, etc. Figure 18 
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As a result, the pharynx shapes the voice signal, and the length and 
shape of the larynx is ultimately the aspect responsible for amplifying certain 
harmonics and attenuating the rest. Hence, formants are essentially the peaks 
in the frequency spectrum that have a high degree of energy. However, only 
the first four formants are relevant to human hearing (105).

Figure 18. Voice formation diagram. Pathway from its origin to its exit through the 
resonating elements (106).

As previously stated, the shape of the vocal tract can affect the frequencies 
of the formants, in addition to its length, for this reason, constrictions or 
dilations in the vocal tract which are mainly influenced by the position of the 
jaw and tongue, can impact the frequency of all formants in different ways. 
Moreover, the mandibular opening primarily affects the frequency of the first 
formant, which increases with opening. The shape of the tongue’s body plays 
a significant role in the frequency of the second formant, while the position of 
the lingual apex affects the frequency of the third formant (107). 

Additionally, another important characteristic of the voice is the harmonics. 
To further elaborate, the pitch of a sound is determined by its fundamental 
frequency which is the lowest frequency component of a complex sound 
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wave. The secondary frequency components that are present in the sound 
are called harmonics. The first harmonic corresponds to the fundamental 
frequency and contains the most energy or sound power that we can hear. 
Then, the frequency of each harmonic is a multiple of the fundamental 
frequency and are higher pitched sounds than the fundamental frequency 
(108). 

Jitter
Jitter is defined as the parameter of frequency variation from cycle to cycle 

and has proven to be useful in describing the vocal characteristics. Jitter 
represents a measure of the stability of phonation and is mainly affected 
by the lack of control of vibration of the vocal cords; the voices of patients 
with pathologies often have a higher percentage of jitter (89). For example, a 
perturbation of F0 higher than usual in a patient can be due to neurological, 
insufficient glottal closure, or mechanical such as tumors or edema which 
cause a significant increase in jitter. Moreover, jitter varies greatly between 
genders as female voices normally display less shimmer but more jitter than 
male voices (109). 

The values for jitter can be measured in different parameters: Absolute, 
relative, relative average perturbation and the period perturbation quotient. 

Jitter absolute:
It is defined as the cycle-to-cycle variation of the fundamental frequency. It 

is influenced by the F0 and for this reason, it varies depending on the gender.

The formula is the following (89): Figure 19

Figure 19. Jitter absolute formula (89).
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Relative Jitter:
Is the average absolute difference between consecutive periods, divided 

by the average period. It is expressed as a percentage (89): Figure 20

Figure 20. Jitter relative formula (89).

Jitter (ppq5):
Also known as five-point period perturbation quotient, computed as the 

average of it and its four closest neighbors divided by the average period. It 
is also expressed as a percentage (89). Figure 21

Figure 21. Jitter (ppq5) Formula (89).

2.2.1.2. Intensity parameters

The intensity of a sound is the power of the sound in watts divided by 
the area the sound covers in square meters. That is, the loudness of a sound 
relates the intensity of any given sound to the intensity at the threshold of 
hearing and it is measured in (dB)(110).  For a normal adult, the intensity of 
speech during conversation is 75-70 decibels and its values depend mainly 
on the amplitude of vocal fold vibration and subglottic pressure. Several 
parameters indicate the level of perturbation of the intensity such as the 
following: 

Shimmer: (dB) is expressed as the variability of the peak-to -peak 
amplitude in decibels; that is the average absolute base-10 logarithm of 
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the difference between the amplitude of consecutive periods, multiplied 
by 20 (89). Furthermore, it is also an acoustic characteristic of a voice signal 
caused by irregular vocal fold vibration. On top of that, shimmer changes 
with the reduction of glottal resistance and mass lesions on the vocal cords 
and is correlated with the presence of noise emission and breathiness (89).  
Additionally, it can also be influenced by a variety of factors such as loudness, 
language or gender and it can be altered in pathologies with higher values 
in voices with severe deviations (111). For example, shimmer may be used 
to diagnose presence of hoarseness (111). This characteristic is most clearly 
detected from long sustained vowels (93). Figure 22

Figure 22. Shimmer (dB) formula. Ai is the extracted peak-to-peak amplitude 
data and N is the number of extracted fundamental frequency periods (89).

Shimmer relative is defined as the average absolute difference between 
the amplitudes of consecutive periods, divided by the average amplitude, 
expressed as a percentage (89): Figure 23, figure 24. 

Figure 23. Shimmer relative formula. Aiare the extracted peak-to-peak amplitude 
data andNis the number of extracted fundamental frequency periods (89).



— 69 —

State of the art. Chapter 2. Voice

Figure 24. Jitter and Shimmer perturbation measures in speech signal (112).

2.2.1.3. Noise parameters

Noise measurements are used as indicators of air escape and inadequate 
glottal closure (111). The most used noise parameters are the following:

HNR (mean Harmonic to Noise Ratio): The Harmonic-to-noise ratio is the 
measure that quantifies the amount of additional noise in the voice signal. 
It is quantified in decibels (88) and is the logarithm in base 10 of the ratio 
between the periodic energy and the energy corresponding to the noise, 
multiplied by 10 (113). The comparison of the two components provides a 
measure of speech efficiency, indicating how much of the expelled air from 
the lungs is converted into energy for vocal cord vibration. Furthermore, 
a higher HNR indicates a more efficient voice, typically associated with 
sonorous and harmonic sounds. Conversely, a low HNR denotes an asthenic 
voice and dysphonia (112)

NNE (Normalized noise energy): This parameter transforms the noise 
intensity values into a normal distribution. This transformation results in 
negative values with those closer to zero being more pathological. Moreover, 
since NNE primarily measures the turbulent noise caused by the closing 
insufficiency of the glottis during the phonation, it is very useful for the 
detection of laryngeal disease (114)
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2.3. ANATOMICAL AND PHYSIOLOGICAL BASES OF VOICE 
FORMATION

2.3.1. Main functions of the phonatory system:

The larynx is situated in the upper part of the airway and is an essential 
part of the respiratory system. Furthermore, it is also referred to as the organ 
of phonation because of its unique characteristics that enables it to produce 
voice. Moreover, the larynx essentially functions as a valve with three roles 
which are the biologically primarily ones: the respiratory and the sphincteric 
function. Firstly, it allows air to pass through during respiration. Secondly, that 
of a partially closed valve whose orifice can be modulated in phonation and 
finally that of a closed valve protecting the trachea and bronchial tree during 
deglutition (115).

From the embryological point of view, the larynx develops from a double 
outline: the supraglottic region originated from a buccopharyngeal protrusion, 
while the glottic and subglottic regions develop from a tracheobronchial 
protrusion (116). 

What’s more, the laryngeal cavity is characterized by the presence of two 
pairs of folds. The upper folds are called vestibular folds whereas the lower 
folds are called the vocal folds; both folds are separated by the laryngeal 
ventricles which entail the space between both of them. 

Additionally, the vocal cords serve as a reference to separate the laryngeal 
cavity into three well-defined regions. Figure 25.
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Figure 25. Regions of the laryngeal cavity (117).

1)	 The supraglottis:  which communicates with the pharynx. Its upper 
limit is given by the upper border of the epiglottis, the aryepiglottic 
folds, the arytenoid cartilages and the interarytenoid fold.  The lower 
border is delimited by the lateral border of the laryngeal ventricle.

2)	 The glottis:  which contains the vocal cords. Their free edges are 
subdivided into a membranous part which corresponds to the 
vocal ligament and a cartilaginous part which corresponds to the 
arytenoids (116). 

3)	 The subglottis: The subglottis extends from 1cm below the free 
edge of the vocal cords to the lower border of the cricoid cartilage. 
Its walls are lined by respiratory mucosa and are supported by the 
cricothyroid ligament above and the cricoid cartilage below (115).
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2.3.2. Musculoskeletal framework

The skeletal framework of the larynx is formed by a series of cartilages 
connected among themselves and with the underlying structures by 
ligaments and fibrous membranes. Figure 26.

Cartilages:
The epiglottis: unlike the rest of the cartilage, it is a fibrocartilaginous 

structure (118). At its lower end, it is attached to the inner surface of the 
thyroid cartilage by the thyroepiglottic ligament. The major function of the 
epiglottis is to assist in preventing aspiration during swallowing. 

Thyroid cartilage: It is the largest of the laryngeal cartilages. It has a 
shield-like or partially open book shape with its concavity facing backward, 
to protect the laryngeal cavity. The angle formed by the two thyroid cartilage 
plates show sexual dimorphism. It formats a more acute angle in males than in 
females which explains the reason why the thyroid cartilage is more anteriorly 
projected in the neck of males, as well as the greater anteroposterior diameter 
of the glottis compared to females, which as a result tend to have higher-
pitched voices than in men. It is important to mention the presence of the 
thyroid foramen through which the superior laryngeal vessels together with 
the internal and external laryngeal nerves in the majority of subjects. (118).

Cricoid cartilage: It is located in the lower part of the larynx, in continuity 
with the trachea. It is the only complete cartilage of the airway, and for this 
reason. It acts as a support for the rest of the cartilaginous elements of the 
larynx. It also corresponds to the narrowest section of the airway. (118)

Arytenoid cartilages: they have a triangular shape and connect with the 
cricoid cartilage through their articular facet on the lower surface. They 
have two distinct processes. On the one hand, laterally there is the muscular 
process and on the other medial and anteriorly there are the vocal ligaments 
and thyroarytenoid muscles which cause vocal cord movements such as 
adduction or abduction as well as opening and closure of the vocal cords. 
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Figure 26. Anterolateral view of the laryngeal cartilages and ligaments (118).

Membranes and ligaments:
The larynx also includes membranous and ligamentous structures that 

participate in the connection of the cartilages to each other and to adjacent 
structures. These structures can be classified into two categories: the extrinsic 
ligaments and the intrinsic ligaments. 

Firstly, the extrinsic ligaments functionality is to connect the cartilages in 
order to form the laryngeal structure. These are the following (119): 

•	 Thyrohyoid membrane: which extends from the hyoid bone to the 
thyroid notch and is part of the anterior boundary of the preepiglottic 
space. 

•	 Hypoepiglottic membrane: delimits the pre-epiglottic space with 
the thyroid cartilage and the vallecula. 

•	 Aryepiglottic ligament: contributes to the structure of the vestibule. 
•	 Cricothyroid membrane: which extends from the superior border of 

the cricoid cartilage to the inferior border of the thyroid cartilage.
•	 Cricotracheal ligament: which extends from the inferior border of 

the cricoid cartilage to the first tracheal ring. 
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Secondly, anterior ligaments which play a key role in the laryngeal function 
are the intrinsic ligaments which connect the cartilages of the larynx to each 
other. These ligaments are the following (119).

Quadrangular membrane: it is located between the lateral surfaces of the 
arytenoid cartilages and the epiglottis. The upper edge of the membrane 
forms the aryepiglottic ligament which is part of the aryepiglottic fold and 
contains the corniculate cartilages also known as accessory cartilages. Its 
lower edge is formed by the vestibular ligament which is part of the vestibular 
fold. 

Elastic cone: which ascends from the cricoid cartilage to the vocal cords.

Vocal ligament: located in the border of the vocal cord, residing between 
the mucosa and the underlying muscle. 

Larynx muscles:
The muscles of the larynx can be divided into intrinsic and extrinsic muscles 

with two well-differentiated functions. 

Firstly, the intrinsic muscles are responsible for altering the length, tension, 
shape and spatial position of the vocal folds by changing the orientation of 
the muscular and vocal processes of the arytenoid cartilages with the fixed 
anterior commissure. As a result of these movements, the glottis is opened 
during inspiration, closed during phonation and closed with supraglottic 
reinforcement during deglutition (115). These are the following: Cricothyroid, 
cricoarytenoids, intrarytenoid, aryepiglottic, thyroarytenoid, thyroepiglottic 
muscles. Additionally, depending on their functions the muscles be classified 
into: Figure 27

•	 Adductors muscles: lateral cricoarytenoid, interarytenoid, lateral 
throarytenoid and are the muscles responsible for the approximation 
of the vocal cords. 
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Figure 27. Top view of the muscles on the left, location and on the right action. 
Lateral cricoarytenoid muscles (A and B), arytenoid muscles (C and D) and 
thyroarytenoid muscles (F and H). ac, cricoid arch; ca, arytenoid cartilage; 
cal, lateral cricoarytenoid muscle; e, epiglottis; gc, cartilaginous glottis; gl, 
ligamentous glottis; lc, cricoid lamina; It, thyroid lamina; Ivo, vocal ligament; po, 

oblique portion; pt, transverse portion; ta, thyroarytenoid muscle (118).

•	 Abductor muscles: Posterior cricoarytenoid which is responsible for 
the separation of the vocal cords. 

•	 Approximation of thyroid and cricoid cartilages: Cricothyroid 
muscle. 

With regard to the extrinsic muscles of the larynx it is important to note 
that its main function is to connect the larynx to the adjacent structures and 
are responsible for moving it vertically during phonation and swallowing. 
This extrinsic muscular apparatus is composed of the suprahyoid muscles 
(digastric, stylohyoid, mylohyoid, geniohyoid and hypoglossus) which are 
involved in the elevation of the larynx during swallowing and the infrahyoid 
muscles such as: thyrohyoid, sternothyroid, omohyoid, sternohyoid that 
depresses the larynx during phonation. Figure 28
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Figure 28. Extrinsic muscles of the larynx (120).

Innervation of the larynx (116):
The larynx is innervated through the external branch of the superior 

laryngeal nerve, as well as the recurrent nerves which are branches of the 
vagus nerve. Additionally, the superior laryngeal nerve divides into two 
branches. An internal branch responsible for sensory innervation above the 
glottis and an external branch which supplies motor fibers to the cricothyroid 
muscle. Moreover, the recurrent nerve innervates the ipsilateral intrinsic 
muscles of the larynx and provides contralateral fibers to the interarytenoid 
muscle. In addition, it also carries sensory fibers for the laryngeal mucosa 
below the glottis. What’s more both recurrent nerves enter the larynx at the 
level of the inferior horn of the thyroid cartilage. Figure 29.
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Figure 29. Innervation of the larynx (121).

Larynx irrigation
The larynx receives its blood supply primarily from two arteries: the superior 

laryngeal artery, originating from the superior thyroid artery, branch of the 
external carotid artery, and the inferior laryngeal artery, which arises from the 
inferior thyroid artery, branch of the thyrocervical trunk from the subclavian 
artery. The venous drainage from the larynx is carried out through the superior 
thyroid vein and drains to the internal jugular vein (115). Figure 30.
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Figure 30. Irrigation of the larynx (122).

2.4. THE VOCAL CORDS

Mammalian vocal cords are generally multi-layered in their tissue 
construction. The epithelial structure and organization of the vocal cords are 
highly suitable for facilitating vibration, providing protection and preserving 
the shape influenced by the intrinsic muscles of the larynx (118). The 
epithelium recovers a structure known as the lamina propia which contains 
three layers. The superficial layer, the intermediate layer and a deep layer 
(85). Furthermore, the lamina propia is built of collagen fibers with interstitial 
fluids such as proteoglycans and glycoproteins which have important 
biological and biomechanical effects (123).  From these proteoglycans 
mostly hyaluronic acid and, to a lesser extent, fibronectin (124) are the main 
contributors to viscosity and therefore, play a key role in oscillation tissue 
properties. Figure 31
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Furthermore, the presence of a mucociliary layer on the vocal cord serves 
the dual purpose of protecting it from the strain of vibration and facilitating 
it through lubrication. Moreover, two mechanisms for self-sustained vocal 
fold vibration have been proposed. Firstly, a mucosal wave propagates 
along the medial surface of the vocal cords and secondly a vocal tract that 
offers inertive reactance (125). As the person ages, the extracellular matrix 
experiences a decline in viscosity and elasticity due to a decrease in protein 
turnover. Besides, the surface of the epithelium becomes thinner and altered 
in surface architecture with aging. These surfaces are less robust and more 
vulnerable to the effects of atrophy of the mucus glands (126). 

The vocal cords are situated within the larynx and each vocal fold is about 
11-15mm long in adult women and 17-21mm in men (127).

Figure 31. Vocal folds structure (128).

2.5. THE PHONATION CYCLE

The phonation cycle can be divided into two different phases: firstly, the 
open phase and then the closed phase. With regard to the open phase, the 
glottis continuously opens and closes whereas in the closed phase the glottis 
is either completely closed or remains partially open when the closure is 
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incomplete. Furthermore, in the open phase, the glottal flow increases and 
decreases, while in the closed one, the glottal flow remains at zero or at a 
minimum for incomplete closure (127). 

2.6. THEORIES OF VOICE FORMATION

Some theories exist which explain the different aspects of the sound 
formation during phonation such as the myoelastic theory, the aerodynamic 
theory and the Bernoulli one.  These theories complement each other and 
are combined in order to facilitate a better understanding of the sound 
production of the human voice. 

2.6.1. Myoelastic- aerodynamic theory

This theory was first described by Van den Berg in 1958 (129). It suggests 
that the fundamental frequency of vocal fold vibration is determined by three 
factors: firstly, the mass of the vocal cords; secondly, the viscoelasticity of 
the vocal folds and finally, subglottic pressure. Moreover, they propose that 
the vocal folds vibrate due to a series of forces explained by the Bernoulli 
principle which evaluates the amount of mechanical energy stored at a 
particular point among the streamline (130).

The myoelastic aspect of phonation control refers to the neuromuscular 
control of vocal fold tension and elasticity. According to this theory, the vocal 
folds approximate, contract and tense during phonation to regulate their 
elasticity. Besides, the coordination of subglottic pressure and vocal fold 
elasticity is believed to be key in regulating voice production as in addition to 
regulating vocal fold tension and elasticity, neuromuscular control also adjusts 
the configuration of the glottal opening. Additionally, the tridimensional 
structure of the glottis allows variations in subglottic and supraglottic areas 
which is an essential component of the motor aerodynamic force (118).

The aerodynamic aspect helps explain the role of fluid dynamics in the 
initiation of vocal emission and is based on three principles:

In the first place, the air flows from areas of high pressure to areas of low 
pressure; Secondly, according to Bernoulli’s principle, the pressure of an 
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incompressible fluid decreases as the velocity of its molecules increases; and 
finally, the velocity of molecules in an incompressible fluid confined within 
a duct increases as the cross-sectional area narrows, following the equation 
of continuity. Additionally, in order for phonation to be initiated the vocal 
cords must come together to form a narrow channel and the air needs to 
be expelled from the lungs., therefore, increasing the pressure between the 
vocal folds sufficiently so that the air pressure separates both cords allowing 
the trachea airflow through the opening and phonation is initiated. As the 
airflow passes through the channel, the velocity of its molecules increases 
which causes at the same time a reduction of pressure ultimately closing the 
vocal folds again. It is important to note that during all this process of voice 
formation the vocal folds’ vibration and deformability are an important piece 
of input that contributes to aerodynamics (131) of voice formation. Concretely, 
the fluid-structure interaction between the laryngeal airflow and the vocal 
folds is accountable (131) and seems to be involved in the characterization 
of laryngeal airflow and the vocal fold vibration mechanism.
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3.1. MACHINE LEARNING (ML) AND DEEP LEARNING (DL)

The term artificial intelligence (AI) was first coined by McCarthy, a twenty-
eight-year-old undergraduate at the Faculty of Mathematics in Dartmouth in 
1955(132). The definition of artificial intelligence is still controversial mainly 
due to the fact that its central nucleus, that is; intelligence, is still difficult 
to define. Firstly, the difficulty lies in the fact that intelligence is complex 
and has a multidimensional nature, involving the capacity to comprehend, 
reason, learn, adapt and ability to solve problems. However, if we consider 
its multidimensional nature, the definition of intelligence might encompass 
a border sense depending on each context or approach.  For example, 
human intelligence is built on a combination of the different dimensions of 
intelligence such as cognitive, emotional and social skills which contribute 
to increasing the difficulty in finding an accurate definition. Nevertheless, 
artificial intelligence has taken another nuance and focused on two efforts: 
one scientific and another practical. On the scientific side, AI researchers 
are investigating the mechanisms of intelligence by trying to embed it in 
computers. On the practical side, they simply want to create computer 
programs that perform tasks as well as or better than humans without 
worrying about whether these programs are actually thinking in the way 
humans think (132).

The ongoing process in technology and advancements in artificial 
intelligence and as machines and algorithms increasingly achieve 
sophistication in performance of cognitive tasks and problem-solving 
abilities, there is a growing debate surrounding this technology and its 
capability classification as genuine intelligence or simply imitations of it. 
As an example of this debate and the potential scope of this technology is 
captured in the following book: “ The singularity is nearer”  published in 2024 
and written by  Ray Kurzweil, a noted inventor and futurist in which states his 
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vision of singularity “When AI empowered by its ability to improve itself and 
learn on his own will quickly reach and then exceed human-level intelligence” 
(133).For this reason, it is important to clarify the types of intelligences that 
exist within this technology, the scope and numerous applications such of 
each of them. Moreover, it is important to note that in recent years, AI has 
gained importance in the healthcare field, specifically in diagnosis and drug 
development. For example, a computation field known as “virtual screening” 
has emerged in the past decades to aid experimental drug discovery studies 
by statistically estimating unknown bio-interactions between compounds 
and biological targets (134). Figure 32

Furthermore, in order to fully understand the magnitude of this technology 
and its applications it is important to focus on and explain in detail and 
in-depth what these types of technologies consist of. Firstly, machine and 
deep learning are revolutionary fields in the computer science area and are 
widely used in business applications. What’s more, machine learning is an 
approach to train computers and machines to learn from past data so it can 
determine future data or behavior. (135)

Generally speaking, AI comprises any technique that enables computers 
to mimic human behavior and reproduce or excel over human decision-
making to solve complex tasks independently or with minimal human 
intervention (136).  In short, AI’s aim is to create intelligent machines that 
can simulate human thinking capability behavior and ultimately, human 
intelligence. The artificial intelligence systems do not require to be pre-
programmed, alternatively they use machine learning algorithms capable 
of using their own intelligence. Moreover, this type of intelligence is 
nourished from machine learning algorithms and its applicability can be 
found in Siri, AlphaGo and Google among others. 

Furthermore, AI can be classified into three categories:

1)	 Weak AI.
2)	 General AI.
3)	 Strong AI.
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However, currently only the use of weak and general AI is available. 
Strong AI is thought to be developed in the near future and it may very well 
overcome human intelligence. 

Additionally, AI foundations are based on data analytics such as big 
data which is generally considered linkable information that has large data 
volumes and complex data structures such as social media, mobile phone 
call records and commercial website data (137). More concretely, data 
mining plays a crucial role in the field of AI as it incorporates techniques for 
the analysis of these large volumes of data which is the infrastructure that 
allows AI functions such as pattern recognition or training of AI models. 
For this reason, data mining is considered the core stage of the knowledge 
discovery process that aims to extract interesting and potentially useful 
information from data (138).

Besides, in early stages of AI the main emphasis was on utilizing hard-
coded statements written in formal languages which could be processed by 
applying logical inference rules to reason and draw conclusions. However, 
due to the fact that humans have intuitive or implicit knowledge and skills 
that may be difficult to communicate explicitly, this might be limiting 
the ability of systems to comprehend certain tasks that rely on such tacit 
knowledge (139). Nevertheless, machine learning overcomes this limitation 
as it enables machines to learn from past data or experiences and improves 
its performance with experience. This is achieved by applying algorithms 
that iteratively learn from problem-specific training data, which allows 
computers to find hidden insights and patterns (139), therefore, enabling a 
computer system to make predictions. 

Furthermore, machine learning is limited to specific domains. For 
instance, if we train a machine learning model to recognize dog pictures it 
will only provide accurate results for dog images. However, if we introduce 
new data, such as a cat image it won’t be able to recognize it, due to the fact 
that it only works with data that has been shown before. Furthermore, its 
main applications can be found in Google search algorithms, email spam 
filters and Facebook’s automatic friend tagging’s suggestions. 
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Figure 32. machine learning concepts and classes (139).

On top of that, the main difference between AI and machine learning is 
that machine learning is a subset of AI  whose goal is to train a machine 
to perform a task and  allow them to give an accurate output focusing on 
pattern recognition, whereas AI’s aim is to make smart computer systems 
which solve complex problems and enables them to perform any task like a 
human, entailing a wide range of scope. 

Another distinguishing factor between both of them is that AI includes 
reasoning, learning and self-correction conversely, machine learning doesn’t 
include reasoning, only learning when introduced with new data. Finally, the 
two technologies can also be distinguished based on the kind of data that 
they can process; while AI is able to deal with unstructured data, machine 
learning can only analyze structured or semi-structured data.

With regard to machine learning, it is important to highlight that 
considering the given problem that needs to be solved and the available 
data, this technology can be classified into three distinct types.

•	 Supervised learning.
•	 Reinforcement learning.
•	 Unsupervised learning.



— 87 —

State of the art. Chapter 3. Artificial intelligence (AI)

3.1.1. Supervised learning:

Supervised learning is a machine learning paradigm for acquiring input-
output relationship information of a system based on a given set of paired 
input-output training samples (140) The objective of supervised learning is 
to construct an artificial system capable of learning the relationship between 
input and output and making predictions on new inputs. Additionally, the 
main difference between supervised and unsupervised learning is that the 
first one needs supervised or labeled information whereas in the second one 
labeling is not necessary. The foremost advantage of supervised learning is 
that it can be easily used for discriminative pattern classification and data 
regression. On the other hand, as a drawback it may experience difficulties 
with managing a great amount of data as it makes labeling difficult (140). 

3.1.2. Reinforcement learning:

Deep reinforcement learning is a branch of AI which combines 
reinforcement learning with neural networks. For example, it is used when 
it is preferable to learn directly from measurements of raw video or image 
data without any hand-engineered features or domain rules (141). Instead of 
using the traditional learning algorithms, it uses multiple layers of neuronal 
networks that replicate the structure of a human brain. Besides, this learning 
process involves the utilization of trial-and-error techniques in which the 
ability to make optimal decisions in interactive environments is acquired.

Artificial neural networks (ANN) are the roots of deep learning, and it 
encompasses units that act in serial or in parallel receiving inputs from other 
units. Overall, ANN forms a hierarchical structure, from neurons, to layers 
and ultimately a network formation. Additionally, its depth depends on 
how many layers the network is composed of. Traditionally, if the network 
is formed by more than five layers it is possible to coin the term “deep”. 
Moreover, ANNs are able to reproduce the dynamic interaction of multiple 
factors simultaneously, allowing the study of complexity; they can also draw 
conclusions on an individual basis and not as average trends (142). Figure 33
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Figure 33. Hierarchical structure of an ANN (141).

3.1.3. Unsupervised learning

Unsupervised learning involves the training of a model in an unlabeled 
dataset. The model learns on its own by learning the features of the training 
dataset and based on those makes predictions on test data (143). In detail, 
it means that in these kinds of techniques there is a lack of information of 
the variable to be predicted. Furthermore, in order to achieve this, these 
procedures explore structures, patterns or features within the source data 
that can be replicated in new datasets. Several unsupervised learning 
approaches and algorithms range from clustering, K-means and principal 
component analysis (PCA).

3.2. MACHINE LEARNING METHODOLOGY

In the methodology of creating predictive models, it is necessary to 
have a specific framework on the process of analytical model building 
programming in order to achieve a model capable of predicting with high 
accuracy and reliability. 

In the first place, the process starts defining the requirements for the 
model, determining the datasets to be utilized for training and validation 
purposes and selecting the performance metrics that will be employed to 
evaluate the performance of the final model. Thus, the key component of 
the model building is to break down the whole process into six phases: 
business understanding, data understanding, data preparation, modeling, 
evaluation and deployment (144). Besides, it is important to note that the 
process involves iteration, where the knowledge gained from previous 
phases informs and improves subsequent iterations. Figure 34.
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Figure 34. The life-cycle of a predictive model (145).

The first step is data preparation which involves the identification of various 
data sources, their collection, acquisition and integration. However, this might 
not be a straightforward process, as extracting patterns and relationships 
by hand would exceed the cognitive capacity of human operators which is 
why algorithmic support for the processing of data of different types, such 
as cross-modal learning is crucial when dealing with large databases (139). 
These algorithms are useful for data cleaning and sample selection which may 
include tasks like dealing with outliers or unbalanced or heterogeneous data 
through oversampling the minority class, undersampling or segmentation 
(144).  As a result of this preparation of a consistent set of data, also known 
as a dataset, is obtained. 

Secondly, the next step is data understanding. During this stage, some 
tasks are needed to understand the relationship between dependent and 
explanatory variables, deal with the missing values or duplicate data as well 
as feature selections.

Data understanding is necessary in order to decide which variables shall 
be included in the model (144). This is important as the goal of feature 
extraction is to retain valuable discriminatory information which is significant 
to the overall learning objective and therefore, being able to eliminate noise 
which can sometimes confuse the model. Moreover, it may require the 
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encoding or the normalization of some variables for a better interpretation 
and comparison of the importance of different features. Figure 35. In detail, 
hot encoding is a data preparation practice that makes certain kinds of data 
easier to work with or actually readable by an algorithm and refers to the 
process of expanding and splitting categorical data (146).  

Figure 35. Example of a different encoding of a categorical feature (146).

Furthermore, there is the model assembly phase. In this phase some 
parameters through specific strategies need to be set in order to construct 
the model. 

Finally, the last step is the model audit in which the data and the model 
are validated. In order to do that, the dataset needs to be divided into three 
different subsets: training set 60%, validation set 20% and test set 20%. On 
the one hand the training set is used to adjust the different machine learning 
classification algorithms and to directly improve the model’s parameters. Once 
this has been achieved the validation subset is used to evaluate a model’s 
performance while optimizing the model’s hyperparameters. Basically, the 
aim of this step is to assess the quality of the model by maximizing the 
specific metric that is most significant in our particular scenario. For example, 
the ROC curve. Typically, this training-validation process is iterated multiple 
times using randomized subsets, known as k-folds. Figure 36



— 91 —

State of the art. Chapter 3. Artificial intelligence (AI)

Figure 36. Example of 3-folds cross- validation (147).

The cross validation consists of dividing the data into different K parts 
(referred to as k-folds). One part (fold) is held out as the validation set. The 
model is trained on the remaining K-1 parts and then applied to the validation 
set and records its predictive performance (148). This process is iterated K 
times ensuring that each portion serves as a validation set once. The purpose 
is to optimize the internal parameters of the algorithm, evaluate the model’s 
robustness and assess whether our model is experiencing overfitting, which 
is to see how well our model might perform on data it has not seen before. 
Concretely, overfitting means that your algorithm works well with the training 
dataset but not well with the test dataset. 

What’s more, the cross-validation approach ensures that the results are 
reliable and not influenced by the specific division between the training and 
testing data. 

Finally, once the final model is completed the model needs to be tested to 
make sure that it performs as expected with data that has not been used for 
its construction and validation. 
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3.3. DESCRIPTION OF COMMONLY USED METRICS IN THE 
EVALUATION OF CLASSIFICATION ALGORITHMS:

In classification studies, many researchers employ performance metrics 
to demonstrate their success. However, there is a prevalent confusion in 
the literature regarding the terminology and a lack of understanding of the 
fundamental aspects underlying these metrics (149). The main reason for 
this confusion is that comparing the different classifiers using the traditional 
metrics such as sensitivity, specificity may lead to some difficulties as these 
metrics are not sensitive to imbalance data and might ignore the performance 
of the minority class.

Therefore, other metrics such as the ROC curve are important for an 
appropriate assessment of the classification model. 

Firstly, when assessing the quality of a binary classification model there 
are several metrics, we can use such as the following: 

Accuracy is defined as the division between the number of correct answers 
and the total of the answers. Basically, it provides us with the number of times 
our model accurately classifies an item in our dataset in relation to the overall 
total. However, it is well known that accuracy is an inappropriate metric 
for rare event classification problems such as medical diagnosis and fraud 
detection (150). This is mainly due to the fact that when classes are unevenly 
distributed as accuracy is the ratio of correct.  This is mainly due to the fact 
that accuracy is the ratio of correct answers to the total and in the case that 
the classes are unevenly distributed our model might wrongly classify each 
sample in the dataset, thus failing to predict the minority class. For this reason, 
alternative metrics better tailored to imbalanced classification such as the F1 
are employed. Nevertheless, when dealing with balanced datasets accuracy 
is a sensible metric to use. Figure 37.
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Figure 37. Accuracy formula. In where:  TP True positive), TN (true negative), FP 
(False positive), FN (False negative) (151).

Sensitivity is also called as true positive rate or recall and represents the 
positive correctly classified samples to the total number of positive samples 
(151). Figure 38

Figure 38. Sensitivity or True positive rate formula (151).

Specificity, which is also called true negative rate, precision or inverse recall 
and is expressed as the ratio of the correctly classified negative samples to 
the total number of negative samples(151). In short, this metric tells us how 
often we are correct when we classify a class as a positive. Figure 39

Figure 39. Specificity or True negative rate formula (151).

As it is difficult to have a model with both high precision and recall as the 
two metrics are complementary, another metric is used called F1 score.

F1 score combines precision and recall into one metric and is the most used 
metric for evaluating binary classification models. Furthermore, it represents 
the harmonic mean of precision and recall. The value of F-measure is ranged 
from zero to one, and high values of F-measure indicate high classification 
performance (151). Figure 40

Figure 40. F1 score formula (152).
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Log loss score: is used to measure the performance of a model by using 
the probability of the expected outcome. The higher the probability of 
the actual class is, the higher the log loss will be (153). That is to say, this 
metric measures the differences between the probabilities of the model’s 
predictions and the probabilities of observed reality. Besides, the obtention 
of lower scores indicate better performance of the model. 

Receiver operating characteristics (ROC) curve metric, is a two-dimensional 
graph in which the true positive rate (TPR) represents the y-axis, and the false 
positive rate (FPR) is the x-axis. Moreover, it has been used to evaluate many 
systems such as diagnostic systems, medical decision-making systems, and 
machine learning systems (151). On top of that, the assessment of a classifier 
depends on the position it occupies in the ROC curve. Therefore, any classifier 
which appears in the lower right triangle performs worse than the classifier 
that appears in the upper left triangle (151). Figure 41.

Figure 41. ROC curve (151).

In summary, the AUC provides a single measure of a classifier’s performance 
for evaluating which model is better on average (154). Moreover, some 
authors state that the ROC curve appears to be one of the best ways to 
evaluate a classifier’s performance on a dataset as it exhibits a number of 
desirable properties when compared to overall accuracy (155).
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Finally, the confusion matrix is a tool for predictive analysis in machine 
learning which is used to assess the performance of a classification model. It 
summarizes the classification performance of a classifier with respect to some 
test data in a two-dimensional matrix. It is able to show how many predictions 
are correct and incorrect per class and it helps in understanding the classes 
that are being confused by the model as another class (156). Figure 42.

Figure 42. Confusion matrix (157).

In the confusion matrix we can also see the other classification metrics 
such as the following:

•	 True Negatives (TN): consists of items which have been correctly 
classified as negative. 

•	 True Positives (TP): consists of items which have been correctly 
classified as positives. 

•	 False Negatives (FN): consists of items which have been incorrectly 
classified as negative and are therefore actually positive.

•	 False Positives (FP): consists of items which have been incorrectly 
classified as positive and are therefore actually negative. 
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3.4. 	 MOST COMMONLY USED ALGORITHMS IN MACHINE LEARNING 
Figure 43

3.4.1. Naïve Bayes:

This is a popular algorithm for classification and regression in predictive 
modeling and is based on the Bayes theorem, therefore, it involves a 
statistical-based approach to learning (143). In detail, the algorithm is used 
to determine the probability of an event occurring based on previous events 
occurring which is called posterior probability (153). 

3.4.2. Support vector machines (SVM)

Support Vector Machines is a supervised learning discriminative 
algorithm that uses a hyperplane to separate the training data to classify 
future predictions. The hyperplanes divide a dataset into two classes 
and they are decision boundaries that help classify the data points (153). 
Furthermore, it has become very popular since it is both used for regression 
and classification and its strengths include its ability to provide a good out-
of-sample generalization (158). On top of that, it is an excellent tool when 
working with high dimensional data (143).

3.4.3. Decision Tree (DT)

Decision tree (DT) is a supervised learning classification technique that 
creates a model which anticipates the value of a target variable depending 
on input values (158). Moreover, it can be used for both classification and 
regression problems. Precisely, DT is a graphical representation of the 
outcome in which the roots (nodes) represent the tests and attributes, the 
branches show the results of the tests, and the leaves represent the class 
distributions (158). 
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Figure 43. Widely used supervised classification algorithms (143).

3.4.4. Random Forest

Random forest is a supervised learning algorithm that is seen to be an 
improvement on the decision tree model (153). The reason for this is that 
contrary to a single decision tree which may have the tendency to overfit 
data, it uses multiple decision trees independently trained on a randomly 
selected subset of the data set and then their results are aggregated for a 
more accurate prediction. Particularly, each individual tree in the random 
forest gives a class prediction and the class with the most votes among the 
trees, becomes the model’s predicted class (158). 

3.4.5. K-Nearest neighbors (KNN)

K-Nearest Neighbors (KNN) algorithm is another supervised learning 
method. It makes an assumption that similar things exist in close proximity 
which implies that similar things are close to each other. For this reason, the 
most frequent label for data classification is then considered the winning class 
for the data sample selected (158). Furthermore, the K-Nearest neighbor is 
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a very simple, highly efficient and effective technique, which is used in many 
applications like data mining, text categorization or object recognition (159). 

3.4.6 Generalized linear models (GLM)

Generalized linear models are used for classification tasks, linear 
regression and logistic regression. Additionally, the linear model assumes 
that the conditional expectation of the dependent variable Y is equal to a 
linear combination of the explanatory variables X. However, this assumption 
may not hold in many practical scenarios. For this reason, generalized linear 
models overcome this limitation by introducing a link function which enables 
the modeling of nonlinear relationships or different variable distributions 
(160). 

3.5. MACHINE LEARNING AND HEALTHCARE APPLICATIONS

In recent years, there has been a boom and transformation in the field of 
healthcare due to the incorporation of technologies such as machine learning 
with predictive algorithms. These algorithms are recently being implemented 
and gradually becoming consolidated as useful tools that assist us and have 
numerous applications in our daily practice, particularly as a diagnostic tool. 

Concretely, in the field of anesthesia machine learning has emerged as a 
solid resource to use. Connor et al, carried out an integrative review in which 
it explains that the introduction of artificial intelligence and machine learning 
into anesthetic practice will be the routine intraoperative management of 
patients which will be handed off to closed-loop control algorithms (161). 
In detail, Connor et al states that utilizing a stable anesthetic as an initial 
implementation is advantageous since the algorithms are not required to 
make diagnosis but rather to identify deviations from the predetermined 
control parameters established by the anesthesiologist. Additionally, 
other researchers have also started to use this technology to improve 
their clinical practice or to solve a particular problem. For instance, Lee et 
al (162) developed a deep learning model which predicted bispectral 
index during target-controlled infusion of propofol and remifentanil more 
accurately compared to the traditional model and stated that the deep 
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learning approach in anesthetic pharmacology seemed promising due to its 
excellence performance and extensibility.

Furthermore, it is important to emphasize the landmark of this statement 
as it prompted its mention in another article carried out by Gambus et al,(163) 
which questioned whether the application of machine learning would mean 
the end of clinical pharmacology. This question is justified by the evidence 
that machine learning offers a stronger and more comprehensive approach 
in contrast to the complex modeling methods that clinical pharmacologists 
have traditionally depended on for many years. 

What’s more, focusing more specifically on the field of airway management 
more scenarios of the applicability of this technology can be found. For 
example, Kim et al (164) aimed to create and validate a machine learning 
model that utilizes neck circumference and thyromental height as predictors 
of a difficult laryngoscopy. Moreover, Yamanaka et at (165) also applied 
machine learning to predict difficult airways and first-pass success in a 
multicenter prospective study in emergency departments. Besides, Connor 
et al (166) derived a computer model to predict difficult intubation based on 
the analysis of photographs of patient’s faces and concluded that this kind of 
analysis was able to classify easy versus difficult intubation and outperformed 
popular clinical predictive tests.

On top of that, the use of facial analysis to predict the airway has also 
been the objective of other researchers such as Tavolara et al (167) who 
proposed an ensemble of convolutional neural networks which learned 
robust features of multiple facial regions with the aim to develop a model 
for the identification of difficult to intubate patients. As a result, the proposed 
model outperformed conventional bedside tests.

Furthermore, Hatib et al (168) explored another application of this 
technology through the development of a machine-learning algorithm 
to predict hypotension based on high-fidelity arterial pressure waveform 
analysis, which was able to detect the incipient onset of hypotension up to 
15 minutes before its onset.

In conclusion, these are just some examples that illustrate the potential of 
artificial intelligence in healthcare. As the technology continues to develop its 
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ability to enhance medical diagnosis, solve medical challenges and improve 
treatment is likely to become increasingly evident. For this reason, artificial 
intelligence has the potential to positively transform healthcare. 
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2. RESEARCH QUESTION

Is it possible to develop a voice-based tool using machine learning 
algorithms that can classify patients based on their Cormack and Mallampati 
grades and thereby predict a difficult intubation?





3. OBJECTIVES
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3. OBJECTIVES

3.1. MAIN OBJECTIVE: 

Objective 1: Develop a tool using machine learning algorithms to classify 
patients according to their Cormack and Mallampati grade and therefore 
predict a difficult intubation.

3.2. SECONDARY OBJECTIVES

Objective 2: Demonstrate the relationship between the anatomy of the 
upper respiratory tract and the following voice parameters: harmonics, 
jitter, shimmer, HNR and spectral.

Objective 3: Demonstrate the correspondence between the analysis of 
acoustic voice parameters and the grade of the Cormack Classification 
scale.

Objective 4: Demonstrate the correlation of the voice parameters with 
traditional predictive tests such as the Mallampati.

Objective 5: Obtain a combination based on voice parameters which is 
able to achieve high AUC values for Cormack prediction together with 
both the clinical and anatomical characteristics of the patient such as age, 
sex, weight, comorbidities and other preexisting patient pathologies.

Objective 6: Obtain a combination based on voice parameters which is 
able to achieve high AUC values for Mallampati prediction together with 
both the clinical and anatomical characteristics of the patient such as age, 
sex, weight, comorbidities and other preexisting patient pathologies. 

Objective 7: Define to what extent the voice parameters contribute to the 
prediction of a difficult intubation in terms of AUC values, when introduced 
into the different algorithm combinations in comparison to the descriptive 
data.
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Objective 8: Demonstrate if it is possible to find a tool based on voice 
and descriptive data of the patients with comparable predictive power to 
the Mallampati test which may enable its replacement during the airway 
assessment in the preanesthetic visit.

Objective 9: Use the knowledge obtained from this study to develop an 
app that allows for preoperative online or telemedicine assessment of the 
airway.

Objective 10: To explore the potential of future applications such as 
telematic preanesthetic consultations.

Objective 11: Determine the usefulness and effectiveness of this newly 
developed tool and its need for further validation.



4. METHODS
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4. METHODS

4.1. STUDY DESIGN

The present study is observational, prospective, descriptive and 
multicentered. Furthermore, two different groups of patients were enrolled 
in two different sub-studies:

•	 The Mallampati study: N=594 patients were enrolled in the 
Mallampati sub-study. 27 of them were included in Hospital 
Universitari Dexeus, and the rest 567 were recruited in Centro 
Medico Teknon)

•	 The Cormack study: N=313 patients were enrolled in the Cormack 
sub-study. 25 of them were included in Hospital Universitari Dexeus 
and the rest 288 patients were recruited in Centro Medico Teknon)

This is an open study design as the type of intervention being evaluated 
did not need the use of blinding techniques. The sequence of assignments 
to the study groups was performed sequentially and randomly as patients 
were recruited from the pre-anesthetic consultation previously referred 
by the surgeon. Subsequently, in the pre-anesthetic consultation, patients 
were assigned an anonymous alphanumeric code for their follow-up and 
inclusion in the study. Figure 44.
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Figure 44. Study design and follow-up of participants. * voice.anestestalia.com 
database, ** KNIME®: Open-source platform built to productionize data science.

4.2. SCOPE OF THE FACILITIES

The present study was a multicentered conducted in two different 
hospitals. The first one, is the Centro Medico Teknon, Quironsalud group 
in Barcelona, Spain. The second hospital is Hospital Universitari Dexeus, 
Quironsalud group also in Barcelona. Both hospitals are private and belong 
to Quironsalud Group, the leading company in Spanish private healthcare 
which represents one of the most important groups of private hospitals 
nationally. Furthermore, both hospitals are highly regarded for their quality 
management and commitment to patient safety, recently reaffirmed by their 
reaccreditation from the Joint Commission International. Precisely, the Joint 
commission international, is an independent, not-for-profit organization 
which defines, measures and shares best practices in quality and patient 
safety around the world(169) .

Moreover, Centro Médico Teknon includes 225 beds, 31-day hospital 
boxes and 20 operating rooms. It is well-equipped to handle a wide range 
of medical specialties and serve patients of all ages. This center holds 
approximately 36.000 anesthesia procedures each year and during the year 
2022, approximately 38.300 anesthetic procedures were performed, out 
of which 18.300 were surgical interventions. In detail, these interventions 
were divided among specialties in the following manner: firstly, the medical 
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specialization with the highest number of surgeries was traumatology and 
orthopedics accounting with 5.180 surgeries, followed by general surgery 
with 2.943 procedures, urology with 1.759 surgeries, gynecology with 1.474 
interventions and cardiac catheterization laboratory with 1.100 procedures 
among the notable specialties. It is also important to note, the significant 
number of very high, high and moderate complexity surgeries being 1.32%, 
19.47% and 69.50% respectively. Finally, only 9.5% of the procedures were 
of low complexity. Figure 45.

Figure 45. Centro Médico Teknon, Quirón Salud Group, Barcelona, Spain.

Moving onto Hospital Universitari Dexeus, it also stands out for being a 
benchmark in many specialties and one of the first private university hospitals 
in Spain. Particularly, it is important to highlight its significant dedication to 
the training of postgraduates and aspiring medical residents (MIR), as it offers 
a residency training program in anesthesiology, obstetrics and orthopedics. 
Moreover, in this hospital more than 10.000 surgical procedures and 3.000 
deliveries are performed each year. On top of that, it offers a range of facilities 
such as the following: 126 individual rooms and 4 royal suites, 13 operating 
rooms equipped with the latest technology, an obstetric area with 7 delivery 
rooms, 2 operating rooms and a separate emergency area, 10 individual 
boxes of day hospital for outpatient treatments and an intensive care unit 
of 10 beds and neonatal intensive care unit including 21 beds, among 
others. These facilities ensure that the hospital is well-equipped to provide 
comprehensive medical services. Figure 46.
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Figure 46. Hospital Universitari Dexeus; Quironsalud Group Barcelona, Spain.

4.3. SAMPLE SIZE

In the field of artificial intelligence research sample size calculations 
are not commonly carried out and are not as standardized as in traditional 
research studies based on statistical parameters. For this reason, many 
studies involving machine learning do not directly predict a sample size. This 
is mainly due to the fact that learning algorithms deal with large datasets 
rather than collecting a specific sample as such algorithms learn patterns 
and make predictions based on the available data to generalize patterns and 
relationships. Moreover, high quality and representativeness of the inputs 
that form up the dataset rather than the specific sample size are prioritized. 
It is worth mentioning here that due to the nature of the functioning of these 
algorithms and technologies, larger databases are not always necessarily 
better as sometimes an excess of information might lead to confusion of the 
model and therefore end up being detrimental.

Since this is an exploratory study and a pilot test in order to calculate 
the sample size, the sample size used in similar studies available in the 
literature that investigated the difficulty of intubation using machine learning 
technology was taken as a reference.
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4.4. NUMBER OF PARTICIPANTS

Initially, a total of N=719 patients were included in the study. However, 
N=125 patients were excluded. The main reason for this exclusion was firstly 
due to an incorrect voice recording and secondly, due to the fact that in some 
cases preoperative data was missing. As a result, a total of N=594 patients 
were selected for the Mallampati study and N=313 patients were recruited 
for the Cormack study. Figure 47.

Figure 47. Flowchart of patient selection.

4.5. INCLUSION AND EXCLUSION CRITERIA OF PARTICIPANTS

4.5.1. Inclusion criteria:

•	 Adults over 18 years.
•	 ASA physical status I-VI.
•	 Scheduled for an intervention or surgical procedure in need of 

orotracheal intubation by direct laryngoscopy.
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4.5.2. Exclusion criteria:

•	 ASA physical status >IV.
•	 Patients aged under 18 years old.
•	 Emergency procedures.
•	 Procedures without need of orotracheal intubation.
•	 Patients who refused to participate in the study.
•	 Patients who refused to sign the informed consent.

4.6. VARIABLES

4.6.1. Main variables

The main variables are shown in table 2.

Table 2. Main variables

Variables Characteristics / Units

Voice 
recording: 
Harmonics 
(20 harmonics 
/ vocal/ 
position) (Hz). 
Quantitative 
continuous

•	 A Normal position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 A Extension position: H1, H2, H3, H4, H5, H6, H7, H8, H9, 
H10, H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 A flexion position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 E Normal position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 E Extension position: H1, H2, H3, H4, H5, H6, H7, H8, H9, 
H10, H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 E Flexion position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 I Normal position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 I Extension position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 I Flexion position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20
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Variables Characteristics / Units

Voice 
recording: 
Harmonics 
(20 harmonics 
/ vocal/ 
position) (Hz). 
Quantitative 
continuous

•	 O Normal position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 O Extension position: H1, H2, H3, H4, H5, H6, H7, H8, H9, 
H10, H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 O Flexion position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 U Normal position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 U Extension position: H1, H2, H3, H4, H5, H6, H7, H8, H9, 
H10, H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

•	 U flexion position: H1, H2, H3, H4, H5, H6, H7, H8, H9, H10, 
H11, H12, H13, H14, H15, H16, H17, H18, H19, H20

Mallampati 
scale grade
Qualitative, 
ordinal

Grade I

Grade II

Grade III

Grade IV

Cormack scale 
grade
Qualitative, 
ordinal.

Grade I

Grade IIa

Grade IIb

Grade III

Grade IV

Table 2. Main variables. Continuation
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4.6.2 Secondary variables:

The secondary variables were collected during the preanesthetic visit and 
are shown in the following table 3:

Table 3

Variable Type of variable Classification / units

Age Quantitative discrete Years

Weight Quantitative continuous Kilograms (kg)

Gender Qualitative nominal 
dichotomous

Male/ Female

Height Quantitative continuous Centimeters (cm)

Body Mass Index (BMI) Quantitative continuous Kg/m2

American Society of 
Anesthesiologists status
(ASA) Qualitative ordinal

I

II

III

IV

Smoker Qualitative nominal 
Dichotomous

Yes / No

Sleep Apnea Syndrome Qualitative nominal 
Dichotomous

Yes / No

COPD Qualitative nominal 
Dichotomous

Yes / No

Diabetes Qualitative nominal 
Dichotomous

Yes / No

Thyroid disorders Qualitative nominal 
Dichotomous

Yes / No

History of previous 
difficult intubation

Qualitative nominal 
Dichotomous

Yes / No
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Airway pathology Qualitative nominal 
Dichotomous

Yes / No

Inter-incisor gap/ mouth 
opening

Qualitative ordinal

>=5 cm

3.5-5 cm

< 3.5 cm

Jaw protrusion grade

Qualitative ordinal

A

B

C

Thyromental distance
Qualitative ordinal

>=6.5 cm

<6.5 cm

Neck extension range

Qualitative ordinal

>100º

90+/- 10º

<80º

Arne Index
Qualitative ordinal

>= 11

<11

Voice recordings

Fundamental 
frequency

Quantitative 
continuous

Fundamental frequency (F0) (Hz)
•	 f0A_ median_1: Fundamental frequency 

vocal A in normal position
•	 f0A_median_2: Fundamental frequency 

vocal A in extension position
•	 f0A_median_3: Fundamental frequency 

vocal A in flexion position
•	 f0E_ median_1: Fundamental frequency 

vocal E in normal position
•	 f0E_median_2: Fundamental frequency 

vocal E in extension position
•	 f0E_median_3: Fundamental frequency 

vocal E in flexion position



— 120 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

Voice recordings

Fundamental 
frequency

Quantitative 
continuous

Fundamental frequency (F0) (Hz)
•	 f0I_ median_1: Fundamental frequency 

vocal I in normal position
•	 f0I_median_2: Fundamental frequency 

vocal I in extension position
•	 f0I_median_3: Fundamental frequency 

vocal I in flexion position
•	 f0O_ median_1: Fundamental frequency 

vocal O in normal position
•	 f0O_median_2:  Fundamental frequency 

vocal O in extension position
•	 f0O_median_3:  Fundamental frequency 

vocal O in flexion position
•	 f0U_ median_1: Fundamental frequency 

vocal U in normal position
•	 f0U_median_2: Fundamental frequency 

vocal U in extension position
•	 f0U_median_3:  Fundamental frequency 

vocal U in flexion position
•	 f0A_iqr_1: range interquartile A normal 

position
•	 f0A_iqr_2: range interquartile A 

extension position
•	 f0A_iqr_3: range interquartile A 

flexion position
•	 f0E_iqr_1: range interquartile E 

normal position

Table 3. Continuation
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Voice recordings

Jitter Quantitative 
continuous

•	 jitterabsA_1: A normal position
•	 jitterabsA_2: A extension position
•	 jitterabsA_3: A flexion position
•	 jitterabsE_1: E normal position
•	 jitterabsE_2: E extension position
•	 jitterabsE_3: E flexion position
•	 jitterabsI_1: I normal position
•	 jitterabsI_I: I extension position
•	 jitterabsI_I: I flexion position
•	 jitterabsO_1: O normal position
•	 jitterabsO_2: O extension position
•	 jitterabsO_3: O flexion position
•	 jitterabsU_1: U normal position
•	 jitterabsU_2: U extension position
•	 jitterabsU_3:  flexion position

Shimmer Quantitative 
continuous

•	 shimmerA_1: A normal position (dB)
•	 shimmerA_2: A extension position (dB)
•	 shimmerA_3: A flexion position (dB)
•	 shimmerE_1: E normal position (dB)
•	 shimmerE_2: E extension position (dB)
•	 shimmerE_3: E flexion position (dB)
•	 shimmerI_1: I normal position (dB)
•	 shimmerI_2: I extension position (dB)
•	 shimmerI_3: I flexion position (dB)
•	 shimmerO_1: O normal position (dB)
•	 shimmerO_2: O extension position (dB)
•	 shimmerO_3: O flexion position (dB)
•	 shimmerU_1: U normal position (dB)
•	 shimmerU_2: U extension position (dB)
•	 shimmerU_3: U flexion position (dB)

Table 3. Continuation



— 122 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

Voice recordings

HNR (Harmonic 
to noise ratio)

Quantitative 
continuous

•	 HNRA_1: A normal position (dB)
•	 HNRA_2: A extension position (dB)
•	 HNRA_3: A flexion position (dB)
•	 HNRE_1: E normal position (dB)
•	 HNRE_2: E extension position (dB)
•	 HNRE_3: E flexion position (dB)
•	 HNRI_1: I normal position (dB)
•	 HNRI_2: I extension position (dB)
•	 HNRI_3: I flexion position (dB)
•	 HNRO_1·: O normal position (dB)
•	 HNRO_2: O extension position (dB)
•	 HNRO_3: O flexion position (dB)
•	 HNRU_1: U normal position (dB)
•	 HNRU_2: U extension position (dB)
•	 HNRU_3: U flexion position (dB)

4.7. MATERIALS

The following is a detailed description of the materials used during 
the different phases of the study. Multiple instruments were used for data 
collection during the preoperative visit, as well as the intraoperative period 
and the subsequent data analysis.

Firstly, the online preoperative visit platform developed by the anesthesia 
department was used to create the patient’s own medical record. Accordingly, 
in this platform all the information and the demographic data of the patients 
was collected. Figure 48

Table 3. Continuation
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Figure 48. Preanesthetic visit platform. Source Preanestesia2.anestalia.com

Secondly, for the voice recording and the storage of the results after 
intubation the voice.anestalia.com website was used. This website was 
developed by the biomedical engineering team of the department specifically 
for voice study. Figure 49

Figure 49. Home menu website: voice.anestalia.com

Moreover, for the voice recording during the preanesthetic visit the 
headphones New Bee H360 model equipped with a 3.5mm connector 
and detachable USB plug, compatible with PC, laptop, Android phones, 
supporting Windows 2000/7/8/10/XP/ vista, Mac OSX, iOS, Android were 
used, providing a sample frequency from 44100 to 48000Hz. Figure 50
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Figure 50. New Bee H360 headphones model.

In order to carry out the data analysis, the KNIME® analytics platform 
version 4 was used. KNIME® analytics platform is an open-source software 
with an intuitive visual interface that allows users to build analysis of any level 
of complexity focused on predictive modeling and machine learning without 
any coding needed (170). Figure 51

Figure 51. The developed KNIME® workflow.

4.8. INTERVENTION

4.8.1. Preoperative phase

During the preoperative phase, patients arrived at the pre-anesthetic 
consultation referred by the surgeon. During the preoperative visit, the 
standard clinical interview for the preoperative assessment was conducted 
using the department’s preanesthetic platform for medical records. Patients 
were asked about their age, weight, height and demographic characteristics 
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as well as relevant medical conditions and previous surgical interventions. 
Additionally, a physical examination and evaluation of the airway were 
routinely performed using traditional bedside tests prior to the surgical 
procedure. Figure 52, 53

Figure 52. Preanesthetic evaluation form (Example).  
Source: Preanestesia2.anestalia.com.

Figure 53. Airway physical assessment performed during the preanesthetic visit.

On top of that, all valuable data and variables needed for the clinical study 
were automatically extracted and stored in a database called MySQL. This 
process of storing data containing any patient information was done in a 
completely anonymous manner and did not allow directly or indirectly the 
identification or association of the data with the patient’s identity.

At the end of the clinical interview if they met the inclusion criteria, patients 
were asked to participate in the study. The participants were provided with all 
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the information related to the study both orally and written and any doubts 
or questions that arise in relation to the study were resolved. What’s more, if 
they agreed to participate, they were asked to sign the informed consent and 
were included in the study.

Next the selected participants of the study were marked in the pre-
anesthesia platform indicating their participation in the “Voice” study. 
Afterwards, in order to ensure traceability while preserving patients’ privacy 
at the same time, an alphanumeric code was automatically assigned to every 
patient which served to track them throughout the rest of the phases of the 
study. Figure 54. (Annex 4)

Figure 54. Informed consent of the study. It contains an alphanumeric code 
which was assigned to each patient included in the study.

At this point, the anesthesiologist or the anesthesia nurse conducting the 
pre-anesthetic visit was automatically redirected to the website platform: 
voice.anestalia.com in order to proceed with the voice recording.



— 127 —

Methods

To continue with the voice recording, the patient was asked to sit down with 
a straight back position, facing the computer screen with any mal position of 
the body. They were asked to put on the headphones and locate the speaker 
at a 5cm distance from the mouth. Figure 55.

Figure 55. Voice recording flowchart. First picture: case code generation for the 
inclusion of the patient in the study. Second picture: website voice.anestalia.com 
(Own production) designed for the voice recording. Third picture: different voice 

recording positions and vocals.
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At this moment, prior to the initiation of the voice recording a calibration 
of the system was automatically carried out and the patients were instructed 
to remain silent for 5 seconds during the adjustment of the system. Shortly 
afterwards, the participants were encouraged to articulate the vocals A, E, I, 
O, U for 3 seconds at three different positions of the head: normal, extension 
and flexion. Moreover, an automatic authentication system was configured 
to detect those audios poorly recorded, thus ensuring that the stored audios 
met the necessary requirements in order to be adequately analyzed later. If 
an error in the recording was detected, the system automatically indicated 
the need for a re-recording of the audio until it was properly recorded and 
stored.  This recording was done without any interruption and in a closed 
room free from noise. If any interruption or noise occurred (for example, 
patient coughing or a knock on the door), the recording was repeated until 
ensuring that it was done properly. Figure 56 Then, the voice recordings were 
encoded and stored in a secured and anonymous database in which only the 
principal investigator and the biomedical engineer had access.

Figure 56. Automatic filter which detects the poorly recorded audios and 
identifies them as ‘Incorrect” indicates the need to re-record them until they meet 

the necessary requirements. Identified as ‘reviewed’.

Following that, the voice signal was processed, and parameters were 
extracted using R2022b Matlab® and Simulink® by an expert in signal 
processing biomedical engineering.
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4.8.2. Intraoperative phase of the study

During the intraoperative phase of the study, the Cormack-Lehane grade 
was recorded during the intubation phase of the anesthesia.

Firstly, all the safety checklists were completed, and all the equipment was 
verified and the anesthesia plan was organized. Afterwards, premedication 
with a sedative was administered and a proper preoxygenation of the 
patient was performed. The anesthesia-inducing drugs were then added, 
and adequate neuromuscular relaxation was ensured. Prior to ventilation 
with a facemask, intubation was performed using direct laryngoscopy with a 
good alignment of the axes and a correct head position. The Cormack grade 
was evaluated for the anesthesiologist and recorded in the data collection 
sheet. Figure 57 Afterwards, the data collection sheet was deposited in the 
operating room mailbox. (Annex 5).

Figure 57. Data collection form.

4.8.3. Post operatory phase:

In this phase, the main investigator collected all the data sheets from 
the mailbox and introduced the data in the voice.anestalia.com platform in 
order to store the information electronically. Figure 58 This data was stored 
according to the code in the data sheet and was linked to the voice recording 
of the patient with the same code.
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Figure 58. Data collection platform. Voice.anestalia.com

Once all the data was collected, the results were introduced and analyzed. 
Firstly, the voice signal was processed using MATLAB® during which the 
frequency amplitude of each vowel was extracted with a sampling frequency 
of 48.000Hz. Since the minimum number of samples calculated for all 
recorded vowels was 24481 samples, a duration of 0.5s was analyzed for each 
vowel. Subsequently, when the signal was transformed from the time domain 
to the frequency domain, the analyzed frequencies were half the sampling 
frequency (24000 Hz). Therefore, 12243 samples of the power spectrum 
of the signal in the frequency domain were obtained. This information was 
saved in a folder with 15 different Excel files (one for each vowel). An attempt 
was made to analyze this data with KNIME® platform. However, this platform 
does not have enough capacity to process such a large volume of data. For 
this reason, another attempt was made to store the information in another 
database, but it was also unable to process such a high volume of data. For 
this reason, it was decided to return to MATLAB® and extract the information 
of each vowel from the frequency spectrum, but with a reduced sampling 
frequency of 9600 Hz. The minimum number of samples for each vowel is 
4897 samples and 500ms of each vowel were analyzed.
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However, when the signal was transformed from the time domain to the 
frequency domain, the analyzed frequencies were up to half the sampling 
frequency (4800 Hz). A total of 2451 samples of the frequency spectrum 
amplitude of each vowel were obtained from 0 to 4800 Hz. This reduction in 
the sampling frequency allowed for much fewer data points for each vowel. 
This information was stored in 15 different Excel files.

Nevertheless, when using the KNIME® program it was found that even with 
the reduced number of data points the reading of 15 Excel files hindered 
smooth manipulation of the program. All the data was imported to MySQL 
in 15 tables through the KNIME® program. Once the data was stored in the 
MySQL database, a new KNIME® file was created, and the frequency spectrum 
data was read through MySQL. As a result, the program was able to operate 
faster without the presence of the Excel files.

A workflow was created using the KNIME® program with the aim to build a 
predictive classification model for the assessment of the intubation difficulty 
of the patient.

In the first place, when preparing any machine learning model, it is 
important to preprocess the raw data and transform it into a set of variables 
that machine learning algorithms can use so that the data can be correctly 
interpreted for the model. Specifically, we performed the normalization of the 
data as in our database each variable had different ranges and magnitudes, 
therefore, making it possible to bring all the features to the same scale and 
allowing the machine learning algorithm to treat them equally. With respect 
to the frequency data amplitude the minimum value was set to 0 and the 
maximum value was set to 1, the remaining middle values were distributed 
between 0 and 1. Furthermore, the rest of the variables such as age, weight 
and Mallampati grade were also normalized to ensure that all variables had a 
similar range and could be compared. Figure 59 and 60.
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Figures 59 and 60. KNIME® node that allows normalizing each column from 0 
to 1 for both the Harmonics and the descriptive data. (Extracted from the final 

workflow, own production).

Once all the data was normalized, different classification models were 
used to predict intubation difficulty such as the followings: K-nearest 
neighbors, Naïve Bayes, Neural networks, random forest, support machine 
vector, Adaboost.

The datasets were divided into two groups for both studies for both the 
Cormack and the Mallampati study.

The training/validation dataset, which is commonly used to train the 
model and serves as the foundation of their learning, was composed of 70% 
of the data (N=416 / 594 patients) and (N=219/ 313 patients) for both the 
Mallampati and the Cormack studies respectively.

The test dataset which is commonly used to evaluate the performance of 
the final model and to determine which model performs better, consisted of 
the 30% of the data (N=178/594 patients) and (N=94/313 patients) for both 
the Mallampati and the Cormack studies. Figure 61
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Figure 61. Partitioning of the dataset. 70% of the participants formed the 
training and validation dataset and 30% of them formed the test dataset for 

both studies (171).

It is worth mentioning at this stage that the database contained more 
straightforward cases than difficult ones and therefore our database was 
imbalanced. Specifically, the number of Mallampati 3 and 4 patients was 
lower compared to the number of patients with Mallampati 1 or 2, meaning 
easy cases in the Mallampati study. Similarly, for the Cormack study we also 
had fewer patients classified as difficult (Cormack 3 and 4) and more patients 
classified as easy (Cormack 1 and 2)

In order to address this problem different approaches were required such 
as upweight minority class and oversample minority class. These techniques 
were applied depending on the type of model, in order to balance the data 
and to ensure that each category in the dataset was properly represented.

Moreover, the cross-validation method was also used with the objective 
to provide realizable results for model prediction. This method involved 
evaluating and testing the performance multiple times using different 
training and validation sets to ensure that the results are reliable and not 
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dependent on the specific partition of the data into training and testing sets. 
For this reason, the number of folds in the mode configuration was set at 10. 
This means that the dataset was divided into ten equal subsets, then the model 
was trained in nine subsets and then validated on the remaining subset. This 
process was repeated ten times with a different subset used for validation each 
time. With regard to the Mallampati study, since we only had a few patients 
with Mallampati grade 4, the number of validations was reduced to 2.

What’s more, in our dataset we had more columns than rows, thus 
creating an excessively high volume of data that far from contributing to the 
improvement of the model’s prediction it ended up having a detrimental 
effect on the overall performance as it confused the model. In order to avoid 
that, it is common to use techniques of dimensionality reduction such as 
Principal Component Analysis technique (PCA). For this reason, we decided 
to apply the PCA function in the workflow in order to mitigate the negative 
impact of dealing with an excessive volume of data, as it assists in reducing 
the number of variables while retaining the most valuable information of the 
dataset. Figure 62

Figure 62. PCA node configuration in KNIME workflow.

Furthermore, a hyperparameter tuning of the models was performed to 
enhance the performance of machine learning classifiers. The goal of adjusting 
these parameters was to optimize models and improve their classification 
performance. As an example, an adjustment of hyperparameters can be 
done by determining the depth of the decision trees. Figure 63
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Figure 63. Decision three hyperparameters adjustment: set of the depth and the 
number of threes.

At this point we inserted different variable combinations to incorporate 
into the models. For example, selecting the type of vowel and its position, 
including the data from all the patients or only selecting those with Cormack 
grades 1 and 4 etc. Additionally, the target variable to be predicted such 
as Cormack or Mallampati grades was also modified in the workflow 
configuration depending on the type of study to which the patients belonged. 
Figure 64 and 65.

Figure 64. Vowel selection in KNIME workflow.
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Figure 65. Position for each vowel selection in KNIME workflow.

Following this, all the combinations were done and all the models were 
trained and validated, we proceeded to test the model’s performance. In 
order to do that, the following metrics were extracted for each model: F1 
score, ROC AUC curve, Log-loss value, recall, precision, rate of false positive, 
rate of false negatives, rates of true positives and rates of true negatives as 
well as the overall accuracy obtained by the different models for both the 
Cormack and the Mallampati studies.

Finally, the best model, combination of variables and parameters yielding 
the best results for both the Mallampati and Cormack study was selected, 
respectively.

4.9. ETHICS AND LEGAL ASPECTS OF THE STUDY

The study was conducted in accordance with the Declaration of Helsinki 
(current version: Fortaleza, Brazil, October 2013) and strictly adhered to 
international ethical recommendations for medical research. The approval 
from the ethics committee of Quironsalud group came on the 26th September 
2019 with the following reference number: 62/2019 (Protocol code 
VOICE2019).
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During the intervention of the study, there were no additional risks for 
the participants as all patients received the same standard care and during 
the intraoperative process the usual clinical practice without any deviations 
was followed by the medical team. On top of that, the anesthetic plan 
and the devices used during the anesthesia were identical as if they had 
not been included in the study. The obtained data was stored in a coded 
format to ensure the anonymity of the participating patients in a dedicated 
anonymous database, accessible only to the principal investigators 
guaranteeing confidentiality. Accordingly, the identifiable patient data was 
kept separate from their clinical data. Furthermore, this procedure was done 
in compliance with the regulations of the Organic Law 3/2018 of December 
4,” Protection of Personal Data and Guarantee of Digital Rights” and the 
General Data Protection Regulation (EU)2016/679 of April 27, 2016, which 
came into effect on May 24, 2018.

All the participants were informed about the purpose and procedures 
of the study and any potential risks or benefits were communicated to 
them. Moreover, their enrollment was completely voluntary, and they had 
the freedom to withdraw from the study at any time without facing any 
repercussions. In addition, the informed consent of all the participants of 
the study was obtained before their inclusion in the study. (Annex 6) Finally, 
researchers committed not to use the data for future related studies without 
prior re-evaluation of the project by the Ethics Committee.
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5.1. SUMMARY OF THE RESULTS

In this chapter the results of the thesis will be presented. Firstly, the 
outcomes of both the Mallampati and the Cormack study will be accurately 
displayed according to this order:

Firstly, the descriptive statistics results of all the participants’ dataset 
included in both studies will be exposed in the form of tables. These will 
include the main clinical features, the variables collected of the patients as 
well as the number and percentage of patients which correspond to the 
assigned feature or class.

Secondly, the performance results of the classification algorithms for 
both the Mallampati and the Cormack studies will be presented according 
to specific statistical parameters such as area under the curve value (AUC), 
accuracy, precision, recall and number of true positives, true negatives, false 
positives and false negatives.

Finally, 3 and 4 combinations of parameters which obtained the best 
results of the Mallampati, and the Cormack study were selected and will be 
carefully explained.

The results will be structured as the following:

•	 Results of the Mallampati study:
•	 Descriptive data of the total number of participants included in 

both the Mallampati and the Cormack studies.
•	 Performance results of the classification algorithms of the 

Mallampati study.
•	 Results of the Cormack study:

•	 Descriptive statistical results of all the patient’s dataset included 
in the Cormack study.
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•	 Performance results of the classification algorithms of the 
Cormack study

•	 Best selected parameters combinations for the Mallampati and 
the Cormack study.

•	 Evaluation of the Mallampati performance as a predictor of a 
difficult intubation in our dataset. ROC Curve 

5.2. THE MALLAMPATI STUDY RESULTS

5.2.1. Descriptive data results of the total participants included in 
both the Mallampati and Cormack studies

A total of N= 719 patients were collected for the study. Of these, N= 125 
were excluded due to poorly recorded audio signals or missing clinical data 
of the patients and were not included in the database. The sample for this 
study consisted of 594 participants who were included in both studies of 
which, N= 284 (47.81%) were male and N=310 (52.18%) were female. It is 
important to note that gender was self-reported by the participants and the 
study did not collect any additional information regarding gender identity. 
The mean age of the participants was 48.8 years with a standard deviation of 
14.8. The distribution of weight and body mass index (BMI) was also analyzed 
for the sample population. The average weight of the participants was 73.9 
kilograms with a standard deviation of 16.6. The average height was 169.1 
centimeters with a standard deviation of 9.3. The average BMI was 25.7 with a 
standard deviation of 4.8. Using the World Health Organization’s classification 
N= 304 (51.1%) of the participants were classified as overweight (BMI ≥ 25). 
The remaining N= 290 (48.8%) of the participants had a BMI within the normal 
range (BMI ≤ 25).

The ASA Physical status classification was recorded for each participant 
in the study to evaluate the overall health status of the sample. Most of 
the participants N=392 (65.9%) were classified as ASA II indicating mild 
systemic disease. N=180 (30.3%) of the participants were classified as ASA 
I, indicating normal healthy patients while the remaining N=22 (3.7) was 
classified as ASA III, indicating severe systemic disease that limits activity but 
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is not incapacitating. It is important to highlight that none of the participants 
were classified as ASA IV, which indicates severe systemic disease that is a 
constant threat to life. These results suggest that the sample population 
was generally healthy and suitable for the surgical procedures that were 
performed.

When it comes to airway evaluation the majority of the patients N=475 
(80%) did not test positive for the bedside screening tests. However, N=119 
(20%) of the patients were tested positive for the physical features collected 
in the traditional difficult airway evaluation which predicts increased airway 
difficulty. The most frequent clinical feature which predicts increased airway 
difficulty among the patients included in the study was a short thyromental 
distance with a total of N=115 (19.3%) of patients with a thyromental 
distance (Patil’s test) of < 6.5 centimeters.

The distribution of the rest of the clinical features was as follows: N=2 
(0.3%) of patients had an inter-incision gap or mouth opening < 3.5 
centimeters. Likewise, the same number of patients N=2 (0.3%) had a jaw 
protrusion grade C. None of the patients reported having a reduced range 
of neck extension movement of < 80º. Moreover, N=37 (6.2%) obtained 
a total of ≥ 11 points in the Arne test indicating a difficult airway. Finally, 
only N=4 (0.67%) patients reported having the antecedent of a difficult 
intubation. In addition, only N=4 (0.67%) of patients reported having a 
pathology associated with a difficult intubation. From these results, it can be 
inferred that the percentage of patients with physical characteristics which 
suggest a difficult airway in the entire sample is low and will be considered 
when analyzing the results.

In this study we also examined the prevalence of comorbidities which 
have been previously associated with a difficult intubation such as diabetes, 
sleep apnea syndrome, thyroid disorders and COPD. Among all the 
participants a total of N= 139 (23%) participants presented one of those 
comorbidities as being the most common thyroid disorders affecting N=53 
(8.9%) of the patients. The second more frequent comorbidity observed in 
our sample was sleep apnea syndrome present in N= 47 (7.9%) of patients. 
Another significantly high comorbidity was diabetes affecting N=31 (5.2%) 
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of patients. Finally, a minority of the patients N=8 (1.3%) presented COPD. 
It is important to note that N=191 (32.1%) of patients defined themselves 
as smokers. Table 4 and 5.

Table 4. Descriptive results of all the participants included  
in the Mallampati study.

CHARACTERISTICS N (patients) % (percentage)
Total number of patients 594 100,00
Gender Male 284 47,81

Female 310 52,19
BMI >=25 304 51,18

<25 290 48,82
Smoker 191 32,15

Sleep apnea syndrome 47 7,91

COPD 8 1,35

Diabetes 31 5,22

Thyroid disorders 53 8,92

History of difficult intubation 4 0,67

Pathologies associated with difficult intubation 4 0,67

Airway pathology symptoms 2 0,34

Inter-incisors gap/ Mouth 
opening

>=5 cm 514 86,53

3,5 cm - 5 cm 77 12,96

<3,5 cm 2 0,34

Jaw protrusion grade >0 533 89,73

0 58 9,76

<0 2 0,34
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CHARACTERISTICS N (patients) % (percentage)

Thyromental distance >=6,5 cm 479 80,64

<6,5 cm 115 19,36

Neck extension >100º 548 92,26

90º ± 10º 46 7,74

<80º 0 0,00

ASA ASA I 180 30,30

ASA II 392 65,99

ASA III 22 3,70

ASA IV 0 0,00

Arne Index >=11 37 6,23
<11 557 93,77

Mallampati grade I 258 43,43
II 211 35,52
III 113 19,02
IV 12 2,02

Table 5. Main features of the patients included in the Mallampati study.

Mean Standard deviation
Weight (kg) 74,00 16,63
Height (cm) 169,12 9,34
Age (Years) 48,86 14,90
BMI 25,76 4,89

Table 4. Descriptive results of all the participants included  
in the Mallampati study. Continuation
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5.2.2. Performance results of classification algorithms of the 
Mallampati study

In this study, we evaluated the performance of several classification 
models in predicting the presence of Mallampati grades III or IV (Difficult 
intubation prediction group) on a set of different clinical, demographic and 
voice parameter variables combinations. Our sample consisted of N= 594 
patients. In which, the Mallampati grades were distributed as follows:

•	 Mallampati grade I: N= 258 patients
•	 Mallampati grade II: N= 211 patients
•	 Mallampati grade III: N=113 patients
•	 Mallampati grade IV: N= 12 patients

Subsequently, different combinations of clinical and demographic dataset 
as well as voice parameters were analyzed. Moreover, in order to proceed 
with the analysis of the data through different classification algorithms, 
patients in the dataset were divided into two groups:

•	 Training group (70% of N= 594 patients): 415.8 patients
•	 Testing group (30% of N= 594 patients): 178.2 patients

The performance of the different classification algorithms is displayed 
below:

5.2.2.1. Results of accuracy metrics

The mean accuracy of the classification algorithms for the prediction of 
the Mallampati of the different combinations is summarized as the following 
and shown in detail in table 6. (Simplified). The full table is shown in Annex 7.

•	 The combination harmonics + descriptive data + different vocals in 
different positions + all cases obtained a mean accuracy of 0.72%.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + only analyzing Mallampati I and IV cases 
obtained a mean accuracy of 0.98%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained an accuracy of 0.74%
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•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean accuracy of 0.27%

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean accuracy of 0.70%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean accuracy of 0.69%

•	 The combination of voice parameters (Such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean accuracy of 0.97%

Table 6. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, Accuracy values for the 

training group, Accuracy values for the testing group (Simplified).

ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N PATIENTS BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data     All vocals

415/179 H2O GRADIENT 
BOOSTING

0,79 0,69

HARMONICS + Descriptive 
data  I flexion (_3) vs I 
extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,75

HARMONICS + Descriptive 
data  I all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,75

HARMONICS + Descriptive 
data    U normal (_1) vs U 
extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,74

HARMONICS + Descriptive 
data   U flexion (_3) vs U 
extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,77 0,76

HARMONICS + Descriptive 
data   U all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,75

HARMONICS + Descriptive 
data     All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,95 0,95
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N PATIENTS BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data     A normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

HARMONICS + Descriptive 
data    A all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,95 0,95

Only Descriptive data 415/179 H2O GENERALISED 
LINEAR MODEL

0,75 0,74

Descriptive data + 
HARMONICS  A normal

415/179 H2O GENERALISED 
LINEAR MODEL

0,35 0,34

 HARMONICS  A extension 
(_2)

415/179 H2O RANDOM 
FOREST

0,46 0,21

Spectral + descriptive data 
All vocals

415/179 H2O GENERALISED 
LINEAR MODEL

0,77 0,72

Spectral+ descriptive data A 
normal

415/179 H2O GRADIENT 
BOOSTING

0,78 0,79

Voice parameters+ 
descriptive data E flexion vs E 
extension

415/179 H2O NAIVE BAYES 0,76 0,59

Voice parameters+ 
descriptive data O flexion vs 
O extension

415/179 H2O NAIVE BAYES 0,78 0,68

Voice parameters+ 
descriptive data All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,39 0,95

Voice parameters+ 
descriptive data O flexion vs 
O extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,97 0,98

Table 6. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, Accuracy values for the 
training group, Accuracy values for the testing group (Simplified). Continuation
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5.2.2.2. Results of AUC and Pr AUC metrics

AUC values:
The mean AUC values of the classification algorithms for the prediction of 

the Mallampati of the different combinations is summarized as the following 
and shown in detail in table 7 (Simplified). The full table is shown in Annex 8

•	 The combination harmonics + descriptive data + different vocals in 
different positions + all cases obtained a mean AUC of 0.74%.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + only analyzing Mallampati I and IV cases 
obtained a mean AUC of 0.98%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained an AUC value of

•	 0.73%
•	 Only harmonics of different vocals in different position (without any 

descriptive data) + all cases obtained a mean AUC of 0.48%
•	 Spectral of different vocals in different positions +descriptive data + 

all cases obtained a mean AUC of 0.70%
•	 The combination of voice parameters (such as shimmer, jitter, HNR) 

+ descriptive data + all cases obtained a mean AUC of 0.71%
•	 The combination of voice parameters (such as shimmer, jitter, HNR) + 

descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean AUC value of 0.95%

Pr AUC values:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean Pr AUC of 0.40%.
•	 The combination of harmonics + descriptive data + different vocals 

in different positions + only analyzing Mallampati I and IV cases 
obtained a mean Pr AUC of 0.43%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained an Pr AUC of 0.41%
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•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean Pr AUC of 0.20 %

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean Pr AUC of 0.37%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean Pr AUC of 0.36%

•	 The combination of voice parameters (Such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean Pr AUC 0.42%

Table 7. Performance of classification models: Combination parameters and group 
of analyzed patients, type of classification algorithm used, number of participants 
(N) used in both training and testing groups, AUC values for the training group, 

AUC values for the testing group, Pr AUC values for the testing group.

AUC Pr AUC

DATASET 
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data    U 
normal (_1) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data   U 
flexion (_3) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,76 0,74 0,52 0,40

HARMONICS + 
Descriptive data   A 
normal (_1) vs A 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,87 0,97 0,26 0,56

HARMONICS + 
Descriptive data  
E flexion (_2) vs E 
extension (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,85 0,98 0,20 0,58

HARMONICS + 
Descriptive data   U 
flexion (_3) vs U 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,85 0,97 0,19 0,50



— 151 —

Results

AUC Pr AUC

DATASET 
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data   U 
all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,91 0,98 0,23 0,29

Spectral+ 
descriptive data 
A flexion vs A 
extension

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,72 0,71 0,45 0,39

Spectral + 
descriptive data 
E flexion vs E 
extension

415/179 H2O 
GRADIENT 
BOOSTING

0,72 0,70 0,42 0,34

Voice parameters+ 
descriptive data All 
vocals

415/179 H2O 
GRADIENT 
BOOSTING

0,60 0,66 0,30 0,36

Voice parameters+ 
descriptive data 
A flexion vs A 
extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,53 0,98 0,15 0,46

Voice parameters+ 
descriptive data 
E flexion vs E 
extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,89 0,97 0,30 0,50

Voice parameters+ 
descriptive data 
O flexion vs O 
extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GRADIENT 
BOOSTING

0,77 0,93 0,19 0,36

Table 7. Performance of classification models: Combination parameters and group 
of analyzed patients, type of classification algorithm used, number of participants 
(N) used in both training and testing groups, AUC values for the training group, 
AUC values for the testing group, Pr AUC values for the testing group. Continuation
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5.2.2.3. Results of Precision and Recall metrics

The results for all parameters combinations for both the testing and 
training groups according to precision and recall of the Mallampati are 
shown in detail in Table 8 (simplified), the full table can be found in Annex 9.

Precision results:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean precision of 0.41%.
•	 The combination of harmonics + descriptive data + different vocals 

in different positions + only analyzing Mallampati I and IV cases 
obtained a mean precision of 0.82%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a precision of 0.43%

•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean precision of 0.23 %

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean precision 0.40%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean precision of 0.38%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean precision of 0.71%

Recall:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean recall of 0.66%.
•	 The combination of harmonics + descriptive data + different vocals 

in different positions + only analyzing Mallampati I and IV cases 
obtained a mean recall of 0.81%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a recall of 0.61%

•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean recall of 0.99 %
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•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean recall 0.67%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean recall of 0.70%

•	 The combination of voice parameters (Such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean recall of 0.71%

Table 8. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, Precision values for the 

training group, Recall values for the testing group (Simplified)

Precision Recall

DATASET ( 
PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data    
U normal (_1) vs 
U extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,65 0,42 0,55 0,66

HARMONICS + 
Descriptive data   
U flexion (_3) vs 
U extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,45 0,65 0,61

HARMONICS + 
Descriptive data   
U all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,43 0,60 0,61

HARMONICS + 
Descriptive data     
All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,65 0,50 0,63 1,00

HARMONICS + 
Descriptive data     
A normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75

HARMONICS + 
Descriptive data  
E extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,67 1,00 0,73 0,75
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Precision Recall

DATASET ( 
PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data  
E flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75

HARMONICS + 
Descriptive data    
I normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 1,00 0,47 0,75

Només DADES 
DESCRIPTIVES

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,56 0,43 0,73 0,61

Only 
HARMONICS  A 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,24 0,24 0,91 0,97

Only 
HARMÒNICS  A 
extension (_2)

415/179 H2O RANDOM 
FOREST

0,27 0,21 0,78 1,00

Spectral + 
descriptive data 
All vocals

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,52 0,40 0,61 0,66

Spectral+ 
descriptive data 
A normal

415/179 H2O GRADIENT 
BOOSTING

0,54 0,51 0,43 0,55

Spectral+ 
descriptive data 
O extension

415/179 H2O GRADIENT 
BOOSTING

0,61 0,31 0,44 0,76

Voice 
parameters+ 
descriptive data 
All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,08 0,50 0,80 0,50

Voice 
parameters+ 
descriptive data 
A normal

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,75 0,37 0,75

Table 8. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, Precision values for 
the training group, Recall values for the testing group (Simplified). Continuation
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5.2.2.4. Results of F1 and Log Loss metrics

The results for all parameter combinations for both the testing and training 
groups according to precision and recall of the Mallampati are shown in 
detail in Table 9. (Simplified) The full table can be found in Annex 10.

Log loss:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean Log loss of 0.53%.
•	 The combination of harmonics+ descriptive data + different vocals 

in different positions + only analyzing Mallampati I and IV cases 
obtained a mean Log loss of 0.43%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a F1 of 0.50%

•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean Log loss of 0.54 %

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean Log loss of 0.51%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean Log loss of 0.50%

•	 The combination of voice parameters (Such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean Log loss of 0.19%

F1:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean F1 of 0.50%.
•	 The combination of harmonics + descriptive data + different vocals 

in different positions + only analyzing Mallampati I and IV cases 
obtained a mean F1 of 0.79%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a F1 of 0.50%

•	 Only harmonics of different vocals in different position (Without any 
descriptive data) + all cases obtained a mean F1 of 0.37 %
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•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean F1 of 0.49%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean F1 of 0.49%

•	 The combination of voice parameters (Such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean F1 of 0.75%

Table 9. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, F1 and Log loss values 

for the training group and the testing group respectively.

Log loss F1

DATASET 
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data     
All vocals

415/179 H2O GRADIENT 
BOOSTING

0,58 0,50 0,47 0,50

HARMONICS + 
Descriptive data     
A normal (_1)

415/179 H2O NAIVE 
BAYES

0,80 1,00 0,57 0,48

HARMONICS + 
Descriptive data     
All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,33 0,70 0,60 0,67

HARMONICS + 
Descriptive data     
A normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,37 0,09 0,58 0,75

HARMONICS + 
Descriptive data  E 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,42 0,81 0,70 0,86

HARMONICS + 
Descriptive data    
O flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,40 0,72 0,64 0,75
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Log loss F1

DATASET 
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data   
U normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,42 0,79 0,70 0,75

Only Descriptive 
data

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,58 0,50 0,58 0,50

Only HARMÒNICS  
A normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,73 0,53 0,37 0,38

Spectral + 
descriptive data 
E flexion vs E e 
xtension

415/179 H2O GRADIENT 
BOOSTING

0,73 0,49 0,52 0,45

Voice parameters+ 
descriptive data 
All vocals

415/179 H2O GRADIENT 
BOOSTING

0,60 0,52 0,40 0,47

Voice parameters+ 
descriptive data A 
normal

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,58 0,50 0,57 0,52

Voice parameters+ 
descriptive data O 
extension

415/179 H2O GRADIENT 
BOOSTING

0,60 0,48 0,46 0,50

Voice parameters+ 
descriptive data O 
flexion

415/179 H2O NAIVE 
BAYES

0,90 0,56 0,53

Voice parameters+ 
descriptive data 
E flexion vs E 
extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,26 0,11 0,56

Voice parameters+ 
descriptive data 
O flexion vs O 
extension

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,15 0,10 0,54

Table 9. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, F1 and Log loss values 

for the training group and the testing group respectively. Continuation
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5.2.2.5. Results of false positives and false negatives

Results of TN, FN, FP, TP metrics.
The results for the true negatives, false negatives, false positives and true 

positive values of the classification algorithms for the different combinations 
in the testing group are summarized in the following text.

Furthermore, the results of both the training and testing groups and shown 
in detail in table 10 (Simplified) the full Table is found in annex 11.

•	 The combination harmonics + descriptive data + different vocals in 
different positions + all cases obtained a mean TN of 104; FN: 13; 
FP:36; TP:24.9.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + only analyzing Mallampati I and IV cases 
obtained a mean TN of 76; FN: 0.77; FP:1; TP:3.2.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a TN of 110; FN: 15; FP:31; TP:23.

•	 Only harmonics of different vocals in different positions (without any 
descriptive data) + all cases obtained a mean TN of 11.5; FN: 0.5; 
FP: 129.5; TP 37.5.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean TN of 100; FN: 12.5; FP: 40; TP 25.5.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean TN of 96; FN: 11.2; 
FP: 45; TP 26.7.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) + 
descriptive data + only analyzing Mallampati I and IV cases obtained 
a mean TN of 75.8; FN: 1.1; FP: 1.1; TP 2.8.
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Table 10. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in testing group. TN: True negatives, FN: False negatives, 

FP: False positives, TP: True positives. ( Simplified)

TESTING

DATASET ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive 
data     All vocals

179 H2O GRADIENT 
BOOSTING

96 10 45 28

HARMONICS + Descriptive 
data    U normal (_1) vs U 
extension (_2)

179 H2O GENERALISED 
LINEAR MODEL

107 13 34 25

HARMONICS + Descriptive 
data   U flexion (_3) vs U 
extension (_2)

179 H2O GENERALISED 
LINEAR MODEL

113 15 28 23

HARMONICS + Descriptive 
data   U all positions

179 H2O GENERALISED 
LINEAR MODEL

111 15 30 23

HARMONICS + Descriptive 
data     All vocals

Only Mallampati 
1 and 4 cases

81 H2O NAIVE BAYES 73 0 4 4

HARMONICS + Descriptive 
data  E flexion (_2) vs E 
extension (_3)

Only Mallampati 
1 and 4 cases

81 H2O GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive 
data   E all positions

Only Mallampati 
1 and 4 cases

81 H2O GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive 
data    I normal (_1) vs I 
flexion (_3)

Only Mallampati 
1 and 4 cases

81 H2O GENERALISED 
LINEAR MODEL

77 1 0 3

Only HARMONICS  A 
normal (_1)

179 H2O GENERALISED 
LINEAR MODEL

23 1 118 37

Only HARMONICS  A 
extension (_2)

179 H2O RANDOM FOREST 0 0 141 38

Spectral+ descriptive data A 
flexion vs A extension

179 H2O GENERALISED 
LINEAR MODEL

107 13 34 25

Spectral + descriptive data 
E flexion vs E e xtension

179 H2O GRADIENT 
BOOSTING

87 11 54 27

Voice parameters+ 
descriptive data All vocals

179 H2O GRADIENT 
BOOSTING

100 14 41 24

Voice parameters+ 
descriptive data O flexion vs 
O extension

179 H2O NAIVE BAYES 92 9 49 29

Voice parameters+ 
descriptive data All vocals

Only Mallampati 
1 and 4 cases

81 H2O RANDOM FOREST 75 2 2 2
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TESTING

DATASET ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

Voice parameters+ 
descriptive data E flexion vs 
E extension

Only Mallampati 
1 and 4 cases

81 H2O GENERALISED 
LINEAR MODEL

76 1 1 3

Voice parameters+ 
descriptive data O flexion vs 
O extension

Only Mallampati 
1 and 4 cases

81 H2O GRADIENT 
BOOSTING

76 1 1 3

5.3. RESULTS OF THE CORMACK STUDY

5.3.1. Descriptive statistics of the participants included in the 
Cormack study

A total of N= 313 (52%) of all participants recruited for the studies were 
selected and included in the Cormack study. The distribution of the patients 
according to gender was as follows:

N= 146 (46.64%) were male and N= 167 (53.35%) were female. The mean 
age of the participants was 49.16 years with a standard deviation of 14.6 
The distribution of weight and body mass index (BMI) was also analyzed for 
the sample population. The average weight of the participants was 74.53 
kilograms with a standard deviation of 17.0 The average height was 168.74 
centimeters with a standard deviation of 9.7 the average BMI was 26.09 with a 
standard deviation of 5.2 using the World Health Organization’s classification 
N= 151 (48.24%) of the participants were classified as overweight (BMI ≥ 
25). The remaining N= 162 (51.75%) of the participants had a BMI within the 
normal range (BMI ≤ 25)

The ASA Physical status classification was also recorded for each participant 
in the study to evaluate the overall health status of the sample. Most of 
the participants N= 210 (67.09%) were classified as ASA II indicating mild 
systemic disease. N= 86 (27.47%) of the participants were classified as ASA 

Table 10. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in testing group. TN: True negatives, FN: False negatives, 

FP: False positives, TP: True positives. ( Simplified). Continuation



— 161 —

Results

I, indicating normal healthy patients while the remaining N=17 (5.43) were 
classified as ASA III, indicating severe systemic disease that limits activity but 
is not incapacitating. It is important to highlight that none of the participants 
were classified as ASA IV which indicates severe systemic disease that is 
a constant threat to life. These results suggest that the sample population 
was generally healthy and suitable for the surgical procedures that were 
performed.

These results are similar to those obtained in the Mallampati study which 
means that both sample groups have much the same characteristics.

When it comes to airway evaluation a considerable percentage of patients 
N =133 (43%) did test positive for at least one of the bedside screening tests 
for a difficult airway. Moreover N= 22 (7%) of patients accumulated a score 
of ≥ 11 points of the Arne Test Score. The remaining N=158 (50%) of patients 
did not have any predictive anthropometric features for a difficult airway in 
the bedside screening tests. It is noteworthy that in this Cormack study, the 
percentage of patients which were positive for at least one parameter for a 
prediction of a difficult airway is almost double the other patients included in 
the Mallampati study 43% vs. 20% of patients in the Cormack study.

The most frequent clinical feature which predicts increased airway 
difficulty among the patients included in the study was a short thyromental 
distance with a total of N=68 (21.7%) of patients with a thyromental distance 
(Patil’s test) of ≤ 6.5 centimeters. When it comes to the most clinical feature 
for a prediction of increased airway difficulty the results are very similar to 
the ones found in the Mallampati study 20% vs 19.3%. The remaining clinical 
features were distributed in the following manner: N=1 (0.3%) of patients 
had an inter-incision gap or mouth opening < 3.5 centimeters.

Equally, the same number of patients N=1 (0.3%) had a jaw protrusion 
grade C. None of the patients reported having a reduced range of neck 
extension movement of < 80º. It should be emphasized that there is a 
great degree of similarity between these results and the ones found for the 
Mallampati study.

Moreover, N=22 (7%) obtained a total of ≥ 11 points in the Arne test 
indicating a difficult airway. Finally, only N=4 (1.27%) of patients reported 
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having the antecedent of a difficult intubation. In addition, only N=2 (0.63%) 
of patients reported having a pathology associated with a difficult intubation.

Furthermore, we also examined the occurrence of comorbidities that have 
been previously associated with a difficult intubation as part of our research in 
this Cormack study such as diabetes, sleep apnea syndrome, thyroid disorders 
and COPD. Among all the participants a total of N= 84 (27%) participants 
presented one of those comorbidities as being the most common thyroid 
disorders affecting N=34 (10.86%) of the patients. The second more frequent 
comorbidity observed in our sample was sleep apnea syndrome present in 
N= 28 (8.94%) of patients.

In addition to this, we identified that diabetes was also significantly 
elevated affecting N=19 (6.07%) of patients. Finally, it should be noted 
that only a minority of the patients N=3 (0.95%) presented with COPD. Of 
note, a substantial number of patients N=105 (33.54%) of patients reported 
themselves as smokers. Of significance, both the distribution of comorbidities 
among this Cormack study and the prevalence of said comorbidities in the 
Mallampati study are strikingly similar. All the findings are summarized in 
Table 11 and Table 12.

Table 11. Descriptive statistics of all the participants included in the Cormack study.

CHARACTERISTICS N (patients) % (percentage)
Total number of patients 313 100,00
Gender Male 146 46,65

Female 167 53,35
BMI >=25 151 48,24

<25 162 51,76
Smoker 105 33,55

Sleep apnea syndrome 28 8,95

COPD 3 0,96

Diabetes 19 6,07

Thyroid disorders 34 10,86

History of difficult intubation 4 1,28
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CHARACTERISTICS N (patients) % (percentage)
Pathologies associated with difficult intubation 2 0,64
Airway pathology symptoms 2 0,64
Inter-incisors gap/ Mouth 
opening

>=5 cm 271 86,58

 3,5 cm - 5 cm 41 13,10

<3,5 cm 1 0,32
Jaw protrusion grade A 289 92,33

B 23 7,35
C 1 0,32

Thyromental distance >=6,5 cm 245 78,27

<6,5 cm 68 21,73

Neck extension >100º 288 92,01

90º ± 10º 25 7,99

<80º 0 0,00

ASA ASA I 86 27,48

ASA II 210 67,09

ASA III 17 5,43

ASA IV 0 0,00
Mallampati grade 1 139 44,41

2 111 35,46
3 59 18,85
4 4 1,28

Arne Index >=11 22 7,03
<11 291 92,97

Cormack grade  I 124 39,62
 IIa 98 31,31
 IIb 28 8,95
 III 45 14,38
 IV 18 5,75

Table 11. Descriptive statistics of all the participants included in the Cormack 
study. Continuation
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Table 12. Main features of the participants included in the Cormack study.

Mean Standard deviation
Weight (kg) 74,54 17,01
Height (cm) 168,75 9,72
Age (years) 49,17 14,69
BMI 26,09 5,27

5.3.2. Performance results of the classification algorithms of the 
Cormack study

In this study, we evaluated the performance of several classification models 
in predicting the presence of a Cormack grades III or IV (Difficult intubation 
group) on a set of different clinical, demographic and voice parameter 
variable combinations. Our sample consisted of N= 313 patients. In which, 
the Cormack grades were distributed as following:

1)	 Cormack grade I: N= 124 patients.
2)	 Cormack grade IIa: N= 98 patients.
3)	 Cormack grade IIb: N= 28 patients.
4)	 Cormack grade III: N= 45 patients.
5)	 Cormack grade IV: N= 18 patients.

Subsequently, different combinations of clinical and demographic datasets 
as well as voice parameters were analyzed. Moreover, in order to proceed 
with the analysis of the data through different classification algorithms, the 
patients in the dataset were divided into two groups:

•	 Training group (70% of N= 313 patients): 219 patients.
•	 Testing group (30% of N= 313 patients): 94 patients.

The performance of the different classification algorithms is displayed as 
the following:
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5.3.2.1. Results of accuracy metrics

The mean accuracy of the classification algorithms for the different 
combinations is summarized as the following and shown in detail in table 13 
(simplified). The full table is shown in Annex 12

•	 The combination harmonics + descriptive data + different vocals in 
different positions + all cases obtained a mean accuracy of 0.59%.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + overweight Cormack grade 4 cases obtained 
a mean accuracy of 0.48%.

•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean accuracy of 0.82%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained an accuracy of 0.61%.

•	 Only harmonics of different vocals in different positions (without any 
descriptive data) + all cases obtained a mean accuracy of 0.54%.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean accuracy of 0.64%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + all cases obtained a mean accuracy of 0.57%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + only analyzing Cormack I and IV cases obtained 
a mean accuracy of 0.84%.
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Table 13. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for accuracy values for 

the training group and the testing group respectively.

ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N PATIENTS TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data     All vocals

H2O GENERALISED 
LINEAR MODEL

219/94 0,70 0,49

HARMONICS + Descriptive 
data   U all positions

H2O NAIVE BAYES 219/94 0,75 0,60

HARMONICS + Descriptive 
data   E all positions

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,75 0,61

HARMONICS + Descriptive 
data    I normal (_1) vs I flexion 
(_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,67 0,49

HARMONICS + Descriptive 
data   U normal (_1)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,71 0,88

HARMONICS + Descriptive 
data   U extension 2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,87 0,84

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,69 0,61

HARMONICS   I flexion (_3) H2O NAIVE BAYES 219/94 0,47 0,55

HARMONICS   O normal (_1) H2O GRADIENT 
BOOSTING

219/94 0,56 0,56

HARMONICS  I normal (_1) vs 
I extension (_2)

H2O NAIVE BAYES 219/94 0,49 0,65

Spectral+ Descriptive data all 
vocals

H2O GRADIENT 
BOOSTING

219/94 0,66 0,64

Spectral+ Descriptive data A 
flexion vs A extension

H2O RANDOM 
FOREST

219/94 0,66 0,61

Spectral+ Descriptive data E 
flexion vs E extension

H2O NAIVE BAYES 219/94 0,72 0,65

Voice parameters + 
Descriptive data all vocals

H2O GENERALISED 
LINEAR MODEL

219/94 0,65 0,45

Voice parameters + 
Descriptive data A normal

H2O GENERALISED 
LINEAR MODEL

219/94 0,75 0,65

Voice parameters + 
Descriptive data E flexion vs E 
extension

Only Cormack 
1 and 4

H2O GRADIENT 
BOOSTING

100/43 0,71 0,91

Voice parameters + 
Descriptive data O flexion vs 
O extension

Only Cormack 
1 and 4

H2O NAIVE BAYES 100/43 0,93 0,81
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5.3.2.2. Results of precision and recall metrics

The mean precision and recall of the classification algorithms for the 
different combinations in the testing group is summarized in the following text.

Furthermore, the results of both the training and testing groups are shown 
in detail in table 14 (simplified) the full table is found in annex 13.

Precision results:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean precision of 0.32%.
•	 The combination of harmonics + descriptive data+ different vocals 

in different positions + overweight Cormack grade 4 cases obtained 
a mean precision of 0.27%.

•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean precision of 0.41%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a precision of 0.30%.

•	 Only Harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean precision of 0.29%.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean precision of 0.33%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean precision of 0.30%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + only analyzing Cormack I and IV cases obtained 
a mean precision of 0.42%.

Recall results
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean recall of 0.86%.
•	 The combination of harmonics + descriptive data+ different vocals 

in different positions + overweight Cormack grade 4 cases obtained 
a mean recall of 0.91%.
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•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean recall of 0.90%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a recall of 0.68 %.

•	 Only Harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean recall of 0.78%.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean recall of 0.75%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + all cases obtained a mean recall of 0.80%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + only analyzing Cormack I and IV cases obtained 
a mean recall of 0.80%.

Table 14. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for precision and recall 

values for the training group and the testing group respectively. (Simplified).

DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data     All 
vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,40 0,68 0,27 0,89

HARMONICS + 
Descriptive data O all 
positions

H2O GRADIENT 
BOOSTING

219/94 0,60 0,49 0,31 0,89

HARMONICS + 
Descriptive data   U 
normal (_1) vs U flexion 
(_3)

H2O RANDOM 
FOREST

219/94 0,38 0,78 0,29 0,95

HARMONICS + 
Descriptive data    A 
extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,50 0,52 0,30 0,84
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data  I normal 
(_1) vs I extension (_2)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,89 0,28 1,00

HARMONICS + 
Descriptive data    U 
normal (_1) vs U extension 
(_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,59 0,78 0,40 0,80

HARMONICS + 
Descriptive data   U 
flexion (_3) vs U extension 
(_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,40 0,89 0,33 0,80

HARMONICS + 
Descriptive data   U all 
positions

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,81 0,83 0,36 0,80

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,46 0,67 0,30 0,68

HARMONICS   All vocals H2O NAIVE 
BAYES

219/94 0,26 0,79 0,27 0,84

HARMONICS   U all 
positions

H2O RANDOM 
FOREST

219/94 0,21 0,21 0,21 0,21

Spectral+ Descriptive data 
all vocals

H2O GRADIENT 
BOOSTING

219/94 0,34 0,64 0,32 0,68

spectral+ Descriptive data 
A normal

H2O RANDOM 
FOREST

219/94 0,41 0,77 0,35 0,79

Voice parameters + 
Descriptive data all vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,33 0,70 0,27 1,00

Voice parameters + 
Descriptive data O flexion 
vs O extension

H2O NAIVE 
BAYES

219/94 0,62 0,47 0,28 0,89

Voice parameters + 
Descriptive data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,68 0,73 0,44 0,80

Voice parameters + 
Descriptive data A normal

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,35 0,69 0,36 0,80

Table 14. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for precision and recall 
values for the training group and the testing group respectively. (Simplified). 

Continuation
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5.3.2.3. Results of AUC and Pr AUC metrics

The AUC values and Pr AUC values of the classification algorithms for the 
different combinations in the testing group are summarized in the following 
text.

Furthermore, the results of both the training and testing groups and shown 
in detail in table 15 (simplified) the full table is found in annex 14.

AUC values results:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean AUC value of 0.68%.
•	 The combination of harmonics + descriptive data+ different vocals 

in different positions + overweight Cormack grade 4 cases obtained 
a mean AUC value of 0.61%.

•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean AUC value of 0.83%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained an AUC value of 0.56%.

•	 Only Harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean AUC value of 0.61%

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean AUC value of 0.67%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean AUC value of 0.63%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + only analyzing Cormack I and IV cases obtained 
a mean AUC value of 83%.

Pr AUC values results:
•	 The combination harmonics + descriptive data + different vocals 

in different positions + all cases obtained a mean Pr AUC value of 
0.28%.
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•	 The combination of harmonics + descriptive data+ different vocals 
in different positions + overweighting Cormack grade 4 cases 
obtained a mean Pr AUC value of 0.25%.

•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean Pr AUC value of 0.27%.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a Pr AUC value of 0.22%.

•	 Only harmonics of different vocals in different position (without any 
descriptive data) + all cases obtained a mean Pr AUC value of 0.26%.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a mean Pr AUC value of 0.26%.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) + 
descriptive data + all cases obtained a mean Pr AUC value of 0.24%

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + only analyzing Cormack I and IV cases obtained 
a mean Pr AUC value of 0.28%.

Table 15. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for AUC and Pr AUC 

values for the training group and the testing group respectively (Simplified).

DATASET (PARAMETERS 
COMBINATION)

CASES BEST MODEL N PATIENTS TRAINING 
70%

TESTING 30%

AUC Pr 
AUC

AUC Pr 
AUC

HARMONICS + Descriptive 
data O all positions

H2O GRADIENT 
BOOSTING

219/94 0,58 0,30 0,70 0,30

HARMONICS + Descriptive 
data   U normal (_1) vs U 
flexion (_3)

H2O RANDOM 
FOREST

219/94 0,67 0,31 0,59 0,22

HARMONICS + Descriptive 
data   A normal (_1) vs A 
flexion (_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,69 0,32 0,63 0,27

HARMONICS + Descriptive 
data  E flexion (_2) vs E 
extension (_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,34 0,67 0,29
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DATASET (PARAMETERS 
COMBINATION)

CASES BEST MODEL N PATIENTS TRAINING 
70%

TESTING 30%

AUC Pr 
AUC

AUC Pr 
AUC

HARMONICS + Descriptive 
data    E normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,77 0,16 0,83 0,32

HARMONICS + Descriptive 
data   U all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,90 0,31 0,82 0,22

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,69 0,34 0,56 0,22

HARMONICS   All vocals H2O NAIVE BAYES 219/94 0,50 0,20 0,63 0,29

HARMONICS   U all 
positions

H2O RANDOM 
FOREST

219/94 0,42 0,17 0,59 0,23

Spectral+ Descriptive data 
all vocals

H2O GRADIENT 
BOOSTING

219/94 0,56 0,22 0,60 0,27

Spectral+ Descriptive data 
O flexion

H2O NAIVE BAYES 219/94 0,70 0,31 0,67 0,23

Spectral+ Descriptive data 
A flexion vs A extension

H2O RANDOM 
FOREST

219/94 0,68 0,30 0,69 0,29

Voice parameters + 
Descriptive data A normal

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,71 0,31 0,62 0,24

Voice parameters + 
Descriptive data O 
extension

H2O GRADIENT 
BOOSTING

219/94 0,65 0,35 0,64 0,25

Voice parameters + 
Descriptive data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,76 0,14 0,75 0,25

Voice parameters + 
Descriptive data A normal

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,69 0,18 0,82 0,26

Table 15. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for AUC and Pr AUC 
values for the training group and the testing group respectively (Simplified). 

Continuation
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5.3.2.4. Results of F1 and log loss metrics

The F1 values and Log loss values of the classification algorithms for the 
different combinations in the testing group are summarized in the following 
text.

Furthermore, the results of both the training and testing groups and shown 
in detail in table 16 (simplified) the full table is found in annex 15.

F1 values results:
•	 The combination harmonics + descriptive data + different vocals 

in different positions + all cases obtained a mean F1 value of 0.46.
•	 The combination of harmonics + descriptive data + different 

vocals in different positions + overweight Cormack grade 4 cases 
obtained a mean F1 value of 0.41.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + only analyzing Cormack I and IV cases 
obtained a mean F1 value of 0.52.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a F1 value of 0.41.

•	 Only harmonics of different vocals in different positions (without 
any descriptive data) + all cases obtained a mean F1 value of 0.42.

•	 Spectral of different vocals in different positions + descriptive data 
+ all cases obtained a mean F1 value of 0.46.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + all cases obtained a mean F1 value 0.43.

•	 The combination of voice parameters (such as shimmer, jitter, 
HNR) + descriptive data + only analyzing Cormack I and IV cases 
obtained a mean F1 value of 0.54.

Log loss values results:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean Log loss value of 
0.60.
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•	 The combination of harmonics + descriptive data+ different vocals 
in different positions + overweighting Cormack grade 4 cases 
obtained a mean Log loss value of 0.60.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + only analyzing Cormack I and IV cases 
obtained a mean log loss value of 0.38.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a Log loss value of 0.52.

•	 Only harmonics of different vocals in different positions (without any 
descriptive data) + all cases obtained a Log loss value of 0.56.

•	 Spectral of different vocals in different positions + descriptive data + 
all cases obtained a Log loss value of 0.50.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + all cases obtained a mean log loss value of 0.61.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ descriptive data + only analyzing Cormack I and IV cases obtained 
a mean Log loss value of 0.42.

Table 16. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for F1 and Log loss 

values for the training group and the testing group respectively (Simplified).

DATASET (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS

TRAINING 
70%

TESTING 30%

F1 Log 
Loss

F1 Log 
Loss

HARMONICS + Descriptive 
data    U normal (_1) vs U 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,50 0,49 0,43 0,50

HARMONICS + Descriptive 
data   U all positions

H2O NAIVE 
BAYES

219/94 0,52 0,88 0,42

HARMONICS + Descriptive 
data O all positions

Overweight 
Cormack 4

219/94

HARMONICS + Descriptive 
data   U normal (_1) vs U 
flexion (_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,58 0,44 0,50
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DATASET (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS

TRAINING 
70%

TESTING 30%

F1 Log 
Loss

F1 Log 
Loss

HARMONICS + Descriptive 
data   U all positions

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,78 0,47 0,50

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,50 0,60 0,41 0,52

HARMONICS   All vocals H2O NAIVE 
BAYES

219/94 0,36 0,56 0,41

HARMONICS     A normal (_1) H2O NAIVE 
BAYES

219/94 0,35 0,73 0,47 0,48

HARMONICS     A extension 
(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,46 0,68 0,37 0,55

HARMONICS   E all positions H2O NAIVE 
BAYES

219/94 0,39 0,44 0,63

HARMONICS   I normal (_1) 
vs I flexion (_3)

H2O NAIVE 
BAYES

219/94 0,40 0,86 0,41 0,52

Spectral+ Descriptive data O 
extension

H2O RANDOM 
FOREST

219/94 0,53 0,63 0,43 0,49

Voice parameters + 
Descriptive data all vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,44 0,65 0,42 0,51

Voice parameters + 
Descriptive data O flexion

H2O RANDOM 
FOREST

219/94 0,58 0,53 0,47 0,48

Voice parameters + 
Descriptive data all vocals

Only Cormack 
1 and 4

H2O RANDOM 
FOREST

100/43 0,58 0,35 0,57 0,33

Voice parameters + 
Descriptive data O extension

Only Cormack 
1 and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,47 0,50 0,53 0,43

Table 16. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for F1 and Log loss 
values for the training group and the testing group respectively (Simplified). 

Continuation
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5.3.2.5. Results of TN, FN, FP, TP metrics

The results for the true negatives, false negatives, false positives and true 
positive values of the classification algorithms for the different combinations 
in the testing group are summarized in the following text.

Furthermore, the results of both the training and testing groups and shown 
in detail in table 17 (simplified) the full Table is found in annex 16.

TN, FN, FP, TP metrics:
•	 The combination harmonics + descriptive data + different vocals in 

different positions + all cases obtained a mean TN of 39.5; FN: 2.6; 
FP:35.4; TP:16.3.

•	 The combination of harmonics + descriptive data + different vocals 
in different positions + overweighting Cormack grade 4 cases 
obtained a mean TN of 27.4; FN: 1.6; FP:47.5; TP:17.3.

•	 The combination of harmonics + descriptive data + different vocals in 
different positions + only analyzing Cormack I and IV cases obtained 
a mean TN of 31.3; FN: 1.05; FP:6.6; TP:3.9.

•	 Only descriptive data (without any voice parameters) + all cases 
obtained a TN of 44; FN: 6; FP:31; TP:13.

•	 Only Harmonics of different vocals in different positions (without any 
descriptive data) + all cases obtained a mean TN of 35.6; FN: 3.8; 
FP: 39.3; TP 15.1.

•	 Spectral of different vocals in different positions + descriptive data 
+ all cases obtained a mean TN of 45.5; FN: 4.6; FP: 29.5; TP 14.3.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + all cases obtained a mean TN of 38.5; FN: 3.7; 
FP: 36.4; TP 15.2.

•	 The combination of voice parameters (such as shimmer, jitter, HNR) 
+ Descriptive data + only analyzing Cormack I and IV cases obtained 
a mean TN of 32.1; FN: 1; FP: 5.85; TP 4.
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Table 17. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for true negatives, 
false negatives, false positives, true positive values for the training group and the 

testing group respectively (Simplified).

DATASET ( PARAMETERS COMBINATION) CASES BEST MODEL N 
PATIENTS

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive data   U 
normal (_1) vs U flexion (_3)

H2O RANDOM 
FOREST

219/94 30 1 45 18

HARMONICS + Descriptive data    U 
normal (_1) vs U extension (_2)

H2O RANDOM 
FOREST

219/94 39 4 36 15

HARMONICS + Descriptive data   U 
flexion (_3) vs U extension (_2)

H2O NAIVE BAYES 219/94 50 8 25 11

HARMONICS + Descriptive data   U 
all positions

H2O NAIVE BAYES 219/94 42 5 33 14

HARMONICS + Descriptive data   U 
Flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive data   A 
normal (_1) vs A flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive data   A 
normal (_1) vs A extension (_2)

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 28 1 47 18

HARMONICS + Descriptive data    U 
normal (_1) vs U extension (_2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

HARMONICS + Descriptive data   U 
flexion (_3) vs U extension (_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 30 1 8 4

HARMONICS + Descriptive data   U 
all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 31 1 7 4

ONLY descriptive data H2O RANDOM 
FOREST

219/94 44 6 31 13

HARMONICS   All vocals H2O NAIVE BAYES 219/94 31 3 44 16

HARMONICS     A normal (_1) H2O NAIVE BAYES 219/94 42 3 33 16

HARMONICS     A extension (_2) H2O GENERALISED 
LINEAR MODEL

219/94 14 1 61 18

HARMONICS  A flexion (_3) H2O NAIVE BAYES 219/94 53 6 22 13

HARMONICS  E normal (_1) H2O GENERALISED 
LINEAR MODEL

219/94 48 5 27 14

HARMONICS   E extension (_2) H2O RANDOM 
FOREST

219/94 38 5 37 14

HARMONICS  E flexion (_3) H2O GRADIENT 
BOOSTING

219/94 43 6 32 13
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DATASET ( PARAMETERS COMBINATION) CASES BEST MODEL N 
PATIENTS

TESTING 30%

TN FN FP TP

HARMONICS   I normal (_1) H2O NAIVE BAYES 219/94 38 5 37 14

HARMONICS  I extension (_2) H2O GRADIENT 
BOOSTING

219/94 35 5 40 14

HARMONICS   I flexion (_3) H2O NAIVE BAYES 219/94 36 3 39 16

Spectral+ Descriptive data A normal H2O RANDOM 
FOREST

219/94 47 4 28 15

Voice parameters + Descriptive data 
E flexion vs E extension

H2O NAIVE BAYES 219/94 31 2 44 17

Voice parameters + Descriptive data 
O flexion vs O extension

H2O NAIVE BAYES 219/94 31 2 44 17

Voice parameters + Descriptive data 
all vocals

Only Cormack 
1 and 4

H2O RANDOM 
FOREST

100/43 33 1 5 4

Voice parameters + Descriptive data 
A normal

Only Cormack 
1 and 4

H2O GENERALISED 
LINEAR MODEL

100/43 31 1 7 4

Voice parameters + Descriptive data 
O extension

Only Cormack 
1 and 4

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

Table 17. Performance of classification models: Combination parameters and 
group of analyzed patients, type of classification algorithm used, number of 
participants (N) used in both training and testing groups, for true negatives, 
false negatives, false positives, true positive values for the training group and the 

testing group respectively (Simplified). Continuation
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5.4. 	 SELECTION OF THE BEST CLASSIFICATION ALGORITHMS FOR 
BOTH THE CORMACK AND THE MALLAMPATI STUDY

Finally, the best combinations of parameters and binary classification 
models that obtained the best results were selected. Table 18. Annex 17

In total, 3 combinations from the Mallampati and 4 from the Cormack study 
yielded the best results when predicting the Mallampati and the Cormack 
respectively.

In detail, according to the Mallampati study, the combination harmonics + 
descriptive data with different combinations of the vocals E, I normal position 
and O flexion position vs extension positions only analyzing Mallampati I and 
IV, achieved a mean AUC of 0.97, a mean F1 of 0.86, mean recall of 0.75, log 
loss values of 0.09 as well as Pr AUC of 0.58 and a false negative of 1.

Furthermore, in relation to the Cormack study, two combinations 
generated best results. On the one hand, harmonics + descriptive data all 
+ vocal A in all positions only analyzing Cormack I and IV secured an AUC 
of 0.91, F1 of 0.67, recall of 0.60, precision of 0.75, log loss values of 0.24, 2 
false negatives and an overall accuracy of 0.93%. On the other hand, voice 
parameters (including shimmer, jitter, HNR and others) + descriptive data + 
different combinations of vocals such as I flexion position, O normal position 
and O vocal all positions, only analyzing the Cormack I and IV cases, obtained 
a mean AUC of 0.90, mean F1 value of 0.67, mean recall of 0.70, a mean 
precision of 0.67, mean log loss values of 0.27, mean false negative values of 
1.5 and an overall accuracy of 0.92%.
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5.5. EVALUATION OF THE MALLAMPATI PERFORMANCE AS A 
PREDICTOR OF THE CORMACK GRADE IN OUR DATASET

What is more, we also analyzed the predictive power of Mallampati to 
predict Cormack in our population. In detail, the Mallampati obtained an 
AUC of 0.70, a F1 of 0.41, log loss value of 0.45, a precision and recall of both 
0.42%, a Pr AUC of 0.44, 11 false negatives and an overall accuracy of 0.76%.
Table 19. Figure 66, 67. 

Table 19. Metrics results of Mallampati vs Cormack.

Figure 66. Confusion matrix (Testing sample 30% N= 94) Mallampati vs Cormack. 
True negatives = 64, False negatives = 11, True positives =8, False positives=11.
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Figure 67. ROC curve Mallampati as a Cormack predictor obtains a value of 
0.70%.





6. DISCUSSION
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6. DISCUSSION

The preoperative detection of a difficult airway is crucial to ensure a safe 
airway management during surgical procedures as the identification of a 
difficult airway aids in the prevention of complications arising from a difficult 
airway (28,29).  An airway assessment plays a paramount role in achieving 
optimal conditions of patient safety ensuring the highest standards in patient 
care. In the present study, an innovative approach to predicting a difficult 
airway has been explored, focusing on voice analysis as a potential predictor. 
This is not the first study to propose investigating this predictor as previous 
studies carried out by Carvalho et al in 2019 and Xia et al in 2021 also 
analyzed the relationship between voice parameters and a difficult airway 
management (81-83). However, these authors focused mainly on the voice 
formants as a potential predictor of a difficult mask ventilation and only one 
of these studies proposed the analysis of the voice as a predictor of a difficult 
laryngoscopy (82). Nevertheless, in these studies a significant relationship 
between the voice and a difficult airway was already demonstrated. In detail, 
Xia et al concluded that the first four formants presented a correlation with 
difficult mask ventilation (83). Carvalho et al also found significant association 
between three formants and Cormack-Lehane classification.

To elaborate further, Carvalho found a model with Mallampati and voice 
formants which achieved an AUC of 0.91 % for the prediction of a difficult 
laryngoscopy. On top of that, Xia et al, constructed a predictive model for 
a difficult mask ventilation, which included 20 voice parameters such as 
formants, pitch, bandwidth and obtained an AUC of 0.77%. Both authors 
conclude that voice parameters provide valuable information in airway 
evaluation and are a potential tool for the diagnosis of a difficult airway.

Additionally, their findings are consistent with the results found in this 
study as our outcomes support the initially hypothesized relationship 
between voice parameters and the presence of a difficult airway. However, 
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our findings differ in several aspects, as we have decided to take a step further 
and explore different approaches in terms of the analysis method used such 
as KNIME, the voice parameters utilized such as the harmonic instead of the 
formants and the introduction of additional clinical characteristics into the 
predictive algorithm such as smoking status or thyroid disorders. Building 
on this, we have aimed to improve the accuracy and efficiency of the voice 
as a potential predictor of a difficult airway.

Firstly, given the lack of a standard definition of a difficult airway in the 
literature (18), we have chosen to define a difficult intubation as obtaining 
a Cormack-Lehane grade III or IV. Yet, we are aware that the difficulty of 
the intubation is not solely determined by the degree of glottis structure 
visualizations as defined by the Cormack-Lehane grading scale and that 
other factors also come into play, such as the use of additional devices or 
the need for extra maneuvers to facilitate intubation (18). Nonetheless, we 
have decided to limit the definition to a Cormack-Lehane grade III or IV in 
order to standardize the data collection and enhance the reproducibility of 
the study.

Furthermore, unlike the previous studies that focused on formants and 
typical voice characterization parameters such as jitter and shimmer, we 
aimed to explore whether the analysis of harmonics might play a relevant 
role in improving the prediction of a difficult airway compared to formants. 
Moreover, formants contain important information about an individual’s 
voice and female and male typical vocal folds vary in size, thus resulting in 
female voices with higher pitch and formants than male voices (105). On top 
of that, vowel production has often been characterized by measurements of 
the formants, especially the formant frequencies (172). However, it has been 
demonstrated that the measurement of formants is not straightforward due 
to the fact that formant frequencies are biased by the fundamental frequency 
particularly when fundamental frequency is high and/or the first formant 
is low (172). Furthermore, studies have reported formant measurement 
errors and inflation of formant variability in a wide range of fundamental 
frequency and formant combinations mostly due to F0 bias (173). Therefore, 
errors in formant identification are frequent and its measurement has high 
variability and may show inaccuracies in some cases. Furthermore, the pitch 
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of each subject varies and may even differ from sample to sample for the 
same person. Hence, absolute frequency varies across the samples and 
makes it difficult to extract any meaningful information. For this reason, we 
decided to focus on the harmonic amplitude data, defined as a multiple of 
the fundamental frequency, which might come up with a solution to identify 
patterns between patients. By normalizing the amplitude of each harmonic, 
it is possible to align them and compare samples. It should be mentioned at 
this stage that we have focused our efforts on analyzing the final output of the 
voice rather than the specific location where it has been generated. Our aim 
was to find a parameter with minimal variability which allows us to compare 
patients in order to identify a pattern and classify them as easy or difficult. 
On top of that, in contrast to the other authors we decided to explore the 
potential of analyzing the entire raw spectrogram without extracting any 
parameters, thus avoiding the biases derived from this extraction.

Furthermore, KNIME, the data analysis tool used, is able to deal with a 
great amount of data and has given us the opportunity to do so. Additionally, 
the Matlab tool was chosen over Praat, the most commonly used software, to 
manually extract the different voice parameters of interest owing to the fact 
that Praat does not allow personalized extraction whereas Matlab does (99). 
Furthermore, diverging from previous research we decided to explore the 
potential of incorporating additional clinical characteristics of the patients 
as well as voice pathologies associated with a difficult intubation such as 
diabetes, or thyroid disorders in a single prediction algorithm.

These conditions, specifically thyroid disorders have been associated with 
an incidence of a difficult tracheal intubation around 10% (174). Moreover, 
it is estimated that difficult tracheal intubation is ten times higher in patients 
suffering from long-term diabetes as compared to those not suffering from 
diabetes (175). For this reason, we thought that this approach not only 
may have the potential to improve our algorithms predictions, but also the 
importance of this particular analysis lies in the fact that currently there is no 
validated index that includes as many variables as the ones that we extract 
from the perioperative data. Particularly, there is no index that simultaneously 
analyzes and includes patient anthropometric variables such as age or weight 
along with concomitant pathologies related to difficult intubation such as 
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Thyroid disorders, COPD, sleep apnea or smoking habit, together with the 
traditional physical parameters of intubation difficulty such as the Mallampati 
score, degree of mouth opening and thyromental distance among others.

There were two main reasons for introducing combinations into the 
predictive algorithms in our study without including the voice. Firstly, we 
aimed to investigate the potential of a predictive algorithm that included 
multiple variables which had not yet been validated in the literature. Secondly, 
we intended to analyze the weight or the relevance of the voice within this 
algorithm.

This approach of considering these clinical characteristics in addition to 
voice parameters aligns with the findings of other studies which suggest that 
the predictive values for the model containing Mallampati and formants were 
higher than the values for single- variable models (82). This corresponds with 
the consensus among studies that airway evaluation should not rely solely 
on a single characteristic as currently available screening bedside tests have 
only poor to moderate discriminative power when used alone as compared 
to a combination of tests (56).

Furthermore, regarding our population sample in the Mallampati and 
the Cormack studies, the high patient attrition rate is striking. We attribute 
this high rate primarily to the fact that, despite developing a voice recording 
system that automatically detected any issues with the audio recording, 
it did not completely prevent a significant portion of the samples from 
being discarded due to incorrect recording because of external noise 
interferences. Another factor which contributed to data loss was missing 
clinical information that was not collected during the clinical interview during 
the preanesthetic evaluation. We associate this fact to the high workload 
in our preanesthetic evaluation service which often led to questions being 
overlooked. Additionally, if we focus on the analysis of the characteristics of 
the patients included in the study, our results show that the wide majority 
of the patients were relatively healthy as 96.2% and 94.5% of the patients in 
both the Mallampati and the Cormack study respectively, were considered 
ASA I or II. However, the mean obtained BMI index was 25.7 which indicated 
a tendency of the population in the sample to be overweight.
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On top of that, there was a slightly higher percentage of women 
compared to men in both studies, 47.81% of males and 52.18% of women 
in the Mallampati study; and 46.65% of men and 53.35% of women in 
the Cormack study. Furthermore, when it comes to airway evaluation 
a considerable percentage of patients were tested positive for at least 
one parameter collected in traditional airway evaluation which predicts 
increased airway difficulty. However, this percentage was almost double in 
the Mallampati study than in the Cormack study, 43% of patients compared 
to 20% respectively. It is important to note at this juncture that the number 
of patients which meet the target class for the difficult airway prediction 
group classified as Mallampati III or IV was only 21.04%.

Besides, similar results were found in the Cormack study where only 
20,13% of the patients were classified as Cormack III or IV. Therefore, in 
our sample we obtained fewer patients from the class we aimed to predict, 
in this case, the difficult ones and conversely, a higher number of easy 
patients, resulting in an imbalanced dataset. This fact may have contributed 
to an increased difficulty for the predictive algorithms to identify patterns as 
there are fewer patients in the target group.

Additionally, it has compelled us to employ analysis techniques such as 
using only extreme cases, specifically groups I and IV in both studies to 
find greater differences between the groups. Furthermore, we have also 
implemented specific machine learning techniques to address imbalanced 
datasets such as overweight groups Mallampati and Cormack IV. For this 
reason, we believe that despite having an imbalanced dataset any additional 
bias may not have been introduced in our study since we have employed 
all the techniques to effectively minimize it. However, we cannot affirm that 
these factors have not influenced the performance of the models to some 
extent. Furthermore, due to the fact that difficult airway cases have a low 
incidence in the general population of around 5.8% (23) it is very difficult 
to find an equal number of easy and difficult patients in the study dataset 
and it is common to find these inequalities in all the studies related to the 
prediction of a difficult airway.

Additionally, in relation to the Mallampati study, our findings revealed 
noteworthy observations. Firstly, the outcomes obtained from the machine 
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learning classification models in this study offer valuable insights into the 
capabilities of these models for predicting a Mallampati class III or IV. The 
results indicate that the developed models achieved robust performance 
across different evaluation metrics, including AUC curve values, F-1 score, 
accuracy, precision and recall in most of the combinations. This shows the 
potential of machine learning algorithms to effectively classify and predict the 
target class based on the selected set of features. However, when analyzing 
the combinations in which only the harmonics without any descriptive 
data are introduced into the model, the performance of evaluation metrics 
decreases notably. Furthermore, these results are consistent across all metrics 
and combinations, indicating that voice analysis alone might not be a reliable 
method for classifying patients and additional descriptive data is required to 
improve the predictions. For this reason, it is important to highlight that our 
results show that adding voice parameters to the descriptive data enhances 
predictions in the majority of combinations. Therefore, we can assert that the 
voice does contribute positively to the classification of patients as easy or 
difficult in both studies.

According to the Mallampati study, the best combinations found were 
the ones which combined both Harmonics and descriptive data in E normal 
position, I normal position and O flexion vs O extension only in patients with 
Mallampati I and IV.

Furthermore, it is not surprising that in the vast majority of combinations 
of metrics, the results obtained by only analyzing extreme cases yielded 
better results. This might be due to the fact that intermediate values 
such as Mallampati II or III could have been subjected to bias from the 
anesthesiologists who assessed them as in some patients it might be difficult 
to differentiate between one category or the other, therefore leading to a 
potential mislabeling of data. For this reason, patients belonging to extreme 
categories are easier to classify for anesthesiologists.

Therefore, it is less likely that extreme values such as Mallampati I and IV 
are prone to this type of error, allowing high quality data to be incorporated 
into the algorithm. This explains the attainment of better results in cases 
where only patients from Mallampati I and IV were included as the analyzed 
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data contained more relevant information and it was of a better quality. This 
is important as if poor data is passed into an algorithm, the output data can 
be erroneous (176). 

Additionally, our results show an excellent discriminative power and 
generalization capabilities, which is desirable in classification problems in 
all the three selected combinations which yielded best results. Moreover, 
the obtained results are nearly identical among the three combinations 
showing values of an AUC of 0.97 in the testing group indicating excellent 
performance. Besides, AUC is a metric which assesses the model’s ability to 
differentiate between positive and negative classes. Consequently, obtaining 
an AUC of 0.97 suggests that the model has a high probability of ranking a 
randomly chosen positive case higher than a negative one, therefore making 
highly reliable predictions. Furthermore, the results obtained in the training 
group were also high, achieving an AUC of 0.86. Accordingly, it is important 
to highlight that the results obtained regarding the AUC in both the training 
and the testing group are high.

To elaborate further, we believe that the possibility of overfitting, which 
is when the model does not generalize well from observed data to unseen 
data (177) is unlikely due to the small difference between the two results and 
those results being higher in the testing group (unseen data). Additionally, 
measures to avoid overfitting such as cross validation in the training group 
have been applied.

We have also considered the evaluation of other metrics which have 
provided us with a more comprehensive view of the model. All the 
combinations yielded similar results, achieving great accuracy values from 
0.97-0.98%, which means that the models correctly predicted the outcome 
for the majority of the cases in the dataset.

This accuracy represents the proportion of correct predictions out of the 
total number of predictions made by the model. Nevertheless, accuracy 
might not be the main metric to focus our attention on owing to the fact 
that it alone does not distinguish between correctly predicting positives or 
negatives as it analyzes the proportion of correct predictions on the whole. 
To elaborate further, in our daily clinical practice it is more important to detect 



— 194 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

positive cases due to the serious consequences of not identifying a patient 
with a difficult airway which cannot be intubated, rather than the negatives, 
where intubation most likely will be achieved on the first attempt.

Therefore, in our case it is crucial that the model detects the positive cases 
accurately. For this reason, additional metrics are needed to evaluate the 
models, such as the number of false negatives. In light of this, having a very 
low number of false negatives is essential in our clinical context due to the 
severe clinical consequences that could be derived from a positive case to 
go unnoticed. Besides, in our models only one positive case was incorrectly 
identified as negative, which indicates that the model has high sensitivity in 
detecting positive cases and a relatively low error rate in identifying these 
cases. Moreover, the recall values obtained were also moderately high of 
0.75 suggesting that the model successfully captured a significant portion of 
the positive instances. However, in the training group the recall result values 
were only 0.47%. This suggests that the model performed better identifying 
positive cases in the unseen testing data compared to the training data and 
these discrepancies might mainly be due to the fact that the sample size is 
small. In addition, in all the three combinations the same results for precision of 
1 in the testing group were obtained, meaning that all the instances predicted 
as positive by the model were indeed true positive cases, suggesting that 
there were no false positive predictions.

Moreover, having no false positive predictions is not crucial but highly 
desirable in the clinical context as it would allow us to be highly confident 
in the correctness of that prediction, allowing for a better optimization of 
resources by not requiring extra material or personnel resources for a patient 
who can be easily intubated using the standard clinical protocol. What is 
more, the log loss results obtained of 0.09 in the testing group and 0.38 in 
the training group suggest that the model has a low level of uncertainty in its 
predictions, indicating that the predicted probabilities align closely with the 
true labels in the testing data. In addition, the high F1 values of 0.86 in the 
testing group results indicate a balanced performance between precision 
and recall. However, these values are significantly higher than the ones 
obtained in the training group 0.57-0.63, which suggests the model is able to 
generalize well to unseen data or indicate different data distribution between 
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the training and the testing groups which may cause the model’s performance 
to vary. Furthermore, when analyzing the results of Pr AUC values in the three 
combinations, we also obtained better results in the testing group than in 
the training one indicating relatively low model performance on the training 
data. However, it improves notably in the testing group, which might be due 
to the generalization capabilities of the model.

Overall, the obtained results show that the models are capable of 
generalizing to new data and that the achieved results are reliable. Moreover, 
although it is known that variable outcomes for sensitivity and specificity 
have been reported in the literature for Mallampati (41), it is still widely used 
by anesthesiologists in their clinical practice. The relevance of our findings 
lies in the fact that predicting Mallampati with a tool based on the voice 
may replace the physical examination needed when traditionally assessing 
the Mallampati metric, thus offering an alternative approach to Mallampati 
evaluation. Finding a predictor substitute for Mallampati could provide a 
more accessible and convenient method for evaluating the airway. Ultimately 
this could reduce the need for a physical examination in certain cases and, 
contribute to improving efficiency and patient outcomes.

On the other hand, the results obtained from the predictive model 
algorithm in the Cormack study have also provided valuable insights. Firstly, 
the findings indicate that the developed algorithm has the potential to 
be a reliable tool for the prediction of a difficult intubation. In detail, four 
combinations which yielded the best results were selected. Similarly, to 
the Mallampati study, the ones that performed best were those which only 
analyzed extreme cases such as Cormack I and IV.

However, contrary to the Mallampati study three out of the four combinations 
included voice parameters such as jitter and shimmer along with descriptive 
data and only in one of the selected combinations, harmonics were included 
together with descriptive voice parameters. On the other hand, in the 
Mallampati study, all the best combinations included the harmonics and not 
the voice parameters. Moreover, all the models yielded moderate to excellent 
accuracy (0.88-0.91%) obtaining the best results in the harmonics combination 
and vocal A in all positions. It is important to note that comparably to the 
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Mallampati study differences of the achieved results in the metrics evaluations 
differ notably from the training to the testing group being significantly higher 
in the second one.

As mentioned before, the small sample size could explain these results. 
Moreover, the results indicate that the developed models achieved robust 
performance across different evaluation metrics such as AUC values. 
Regarding this metric, in all the combinations an AUC value ranging from 
0.61-0.83 was obtained, which indicates a reasonably strong to high level 
of discrimination showing consistent and reliable performance. However, in 
the combination of only descriptive data the model obtained an AUC of 0.56 
suggesting that its predictive performance is slightly better than random 
chance. In light of these results and similarly to the Mallampati study, we 
can affirm that the voice might play an important role in predicting a difficult 
airway as it significantly increases the AUC when introduced into the different 
algorithm combinations compared to only analyzing the descriptive data 
without the voice.

Furthermore, the models also obtained moderate to good performance in 
terms of identifying positive instances correctly and capturing a reasonable 
proportion of actual positive instances as the results obtained for precision 
and recall in the four selected combinations ranged from 0.50-0.75% and 
0.60-0.80% respectively.

On top of that, these results are aligned with obtaining an average F1-
scores results in the testing group ranging from 0.62 to 0.73, which also 
indicate a moderate to good performance of the model. F1 score is a metric 
that combines precision and recall into a single value, pointing to the fact 
that the model achieves a reasonable balance between precision and recall 
successfully identifying a significant proportion of positive cases while 
minimizing both false positives and false negatives.

Finally, the outcomes achieved indicate that the model’s predicted 
probabilities align with the actual outcomes as log loss values for the selected 
combinations ranged from 0.24-0.34 suggesting that the probabilistic 
predictions are relatively accurate, as the closer the log loss values are to 0, 
the better the match between predicted probabilities and true labels. 
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Additionally, other results worth mentioning are the analysis of the 
predictive power of the Mallampati test assessment in our population. When 
comparing the Mallampati test evaluated by the anesthesiologists in our 
department and then the correlation of these predictions to the Cormack 
grades obtained in our sample, it is observable that the AUC result values 
obtained are 0.73%. Therefore, this indicates a moderate discriminatory 
power to correctly identify the Cormack of the patients.

Nevertheless, the ability of our developed models which introduce the 
harmonics + the descriptive data succeed in significantly improving this 
prediction reaching an AUC of 0.91%.  This indicates excellent performance 
in terms of its ability to discriminate between positive and negative 
instances. In the view of these results, it can be suggested that the predictive 
capabilities of the algorithm are confident, making it a valuable asset in the 
practical scenario of predicting a difficult airway. It is important to highlight 
that in this particular context the choice of the best models for both studies 
were based on a joint evaluation of all metrics which were considered 
relevant to the clinical problem rather than on a single metric. However, 
priority has been given to those models performing with high AUC as the 
ROC curve is used to assess the overall diagnostic performance of a test 
and to compare the performance of two or more diagnostic tests (178). 
However, when choosing the best models, a balance of all the metrics used 
to evaluate a binary classification model have been considered.

Furthermore, it is paramount to acknowledge the limitations and 
potential sources of bias in the study. One of the main limitations observed 
is that the sample size is small and it would be advisable for the study to 
undergo external validation to ensure the reproducibility of the results. 
Consequently, further research and validation on a larger dataset is 
necessary to confirm the generalizability and robustness of the developed 
algorithms. It is possible that if the sample size is increased and new data is 
introduced into the algorithm the obtained results will be different from the 
ones found in this study. Hence, new combinations that yield better results 
compared to the current ones can be found.

Another limitation is that voice parameters exhibit significant individuals’ 
variability. Voice parameters have been shown to be influenced by a variety 
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of factors such as gender or altered in pathologies with higher values in 
voices with severe deviations (111). This variability may have affected our 
data analysis. In addition to this fluctuation in the voice parameters, another 
limitation to consider is the fact that the range of extension or flexion of the 
neck was not measured. Thus, patients could have been subjected to different 
degrees of neck movement meaning there might have been a variation in 
terms of the level of stress imposed on their voices, which may well have 
altered the results.

Furthermore, for future studies, it would be interesting to monitor and 
observe how this phenomenon affects the results. Besides, voice recordings 
were performed in a sitting position, whereas intubation occurs in supine 
position. For this reason, it should be noted that when the patients are 
intubated, they are relaxed under the effects of neuromuscular relaxant 
and other medications, which contribute to the relaxation of all pharyngeal 
structures. Thus, this causes changes in the patient’s baseline conditions, 
which might feasibly affect the study outcomes.

Moreover, it should be also mentioned that improving our data collection 
and voice recordings method would have allowed us to have fewer patient 
losses and increase the total sample size, enabling us to test our hypothesis 
in a larger proportion of patients.

To conclude, our findings contribute to the existing body of knowledge 
by offering a novel approach and advancing in the field preoperatively 
predicting a difficult airway. The results obtained so far present promising 
opportunities for future applications such as a telematic preanesthetic 
consultation. However, further exploration and refinement of the algorithm 
to enhance its performance and utility should be performed.
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1.	 The predictive algorithms based on machine learning are useful as 
a tool for predicting a difficult intubation, due to the fact that when 
the acoustic parameters of the voice along with the descriptive data 
such as the clinical characteristics of the patients when introduced 
into classification algorithms are able to predict a difficult intubation.

2.	 There is a relationship between the anatomy of the upper respiratory 
tract and the following voice parameters: Harmonics, jitter, shimmer, 
HNR and spectral.

3.	 There is a correspondence between the analysis of acoustic voice 
parameters and the grade of the Cormack Classification scale as 
it enables the classification of patients into different groups based 
on the degree of observed laryngeal structures according to the 
Cormack classification.

4.	 There is a correlation between the voice parameters with the 
Mallampati test, as it enables the classification of patients into 
different groups according to the Mallampati Class. 

5.	 The model’s combinations which yielded the best results for the 
prediction of Cormack III or IV were the ones including Harmonic 
+ descriptive data of patients in vocal A all positions and Voice 
parameters + descriptive data vocals I flexion position, O normal 
position and O all positions respectively when only including 
patients with Cormack III and IV achieving an AUC value of 0.91%

6.	 The model’s combinations which yielded the best results for the 
prediction of Mallampati were the ones including Harmonics + 
descriptive data of the patients in vocals E and I in normal position 
and O flexion vs O extension when only including patients with 
Mallampati III and IV, reaching an AUC value of 0.97%
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7.	 The voice parameters such as jitter, shimmer and harmonics 
contribute to the prediction of a difficult intubation as it significantly 
increases the AUC when introduced into the different algorithm 
combinations in comparison to the ones in which only the descriptive 
data without the voice is analyzed. 

8.	 Our findings show that it is possible to find a tool based on the voice 
and descriptive data of the patient with comparable predictive power 
to Mallampati test which may potentially allow the replacement of 
the physical presence of the patient when assessing the Mallampati 
grades during the preanesthetic visit. 

9.	 The outcomes derived from this study demonstrate the potential 
utility of predictive algorithms as a non-invasive, voice-based tool 
for predicting a difficult intubation preoperatively. 

10.	 The results of this study present promising opportunities for future 
applications such as telematic pre-anesthetic consultation. What 
could mean a significant change in our daily clinical practice as 
it would allow for the online visits low-risk patients, as the only 
limitation to this type of visits currently is the physical examination 
and concretely the airway evaluation. Therefore, this would allow 
for better resource management, thus improving the efficiency of 
healthcare processes and a change in the current paradigm of the 
anesthesiologist’s daily practice. 

11.	 Further validation of this developed tool is needed including studies 
with a larger sample size of patients to validate it and obtain more 
reliable results, as well as to analyze its usefulness and effectiveness. 
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11.1. ANNEX 1:  Summary receiver operating characteristic ROC plot for 
different traditional predictive test for a difficult laryngoscopy (47)
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11.2. ANNEX 2:  Summary receiver operating characteristic (ROC) plot 
for the traditional predictive test for a difficult tracheal intubation. (47)
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11.3 ANNEX 3: American Society of Anesthesiologists difficult airway 
management algorithm in adults (18)
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11.4. ANNEX 4: Research Ethics committee report
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11.5. ANNEX 5: Informed consent of the participants
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11.6. ANNEX 6: Data collection form
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11.7. ANNEX 7: Full table 6. The mean accuracy of the classification 
algorithms for the prediction of the Mallampati of the different combinations

ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data         
All vocals

415/179 H2O GRADIENT 
BOOSTING

0,79 0,69

HARMONICS + Descriptive data         
A normal (_1)

415/179 H2O NAIVE BAYES 0,79 0,69

HARMONICS + Descriptive data        
A extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,66

HARMONICS + Descriptive data     
A flexion (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,74

HARMONICS + Descriptive data       
E normal (_1)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,73

HARMONICS  + Descriptive data    
E extension  (_2)

415/179 H2O GRADIENT 
BOOSTING

0,79 0,73

HARMONICS + Descriptive data    
E flexion(_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,75

HARMONICS + Descriptive data       
I normal (_1)

415/179 H2O GENERALISED 
LINEAR MODEL

0,76 0,74

HARMONICS + Descriptive data    
I extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,75

HARMONICS + Descriptive data       
I flexion(_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,75 0,74

HARMONICS + Descriptive data      
O normal (_1)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,72

HARMONICS + Descriptive data      
O extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,76

HARMONICS + Descriptive data       
O flexion(_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,72

HARMONICS + Descriptive data     
U normal (_1)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,74

HARMONICS + Descriptive data     
U extension 2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,83 0,73

HARMONICS + Descriptive data      
U Flexion (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,80 0,74

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

415/179 H2O NAIVE BAYES 0,79 0,71

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

415/179 H2O NAIVE BAYES 0,79 0,68
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

415/179 H2O GRADIENT 
BOOSTING

0,80 0,70

HARMONICS + Descriptive data       
A all positions

415/179 H2O GRADIENT 
BOOSTING

0,82 0,56

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

415/179 H2O GRADIENT 
BOOSTING

0,82 0,75

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,73

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,72

HARMONICS  + Descriptive data     
E all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,72

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,74

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,74

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,75

HARMONICS + Descriptive data   I 
all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,75

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,76 0,73

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

415/179 H2O NAIVE BAYES 0,79 0,70

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,77 0,72

HARMONICS + Descriptive data  
O all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,74

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,74

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,82 0,74

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

415/179 H2O GENERALISED 
LINEAR MODEL

0,77 0,76

HARMONICS + Descriptive data     
U all positions

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,75

HARMONICS + Descriptive data         
All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,95 0,95
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data         
A normal (_1)

Only 
Mallampati 
1  and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

HARMONICS + Descriptive data        
A extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,99

HARMONICS + Descriptive data     
A flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,96 0,98

HARMONICS + Descriptive data       
E normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,99

HARMONICS  + Descriptive data    
E extension  (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,99

HARMONICS + Descriptive data    
E flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

HARMONICS + Descriptive data       
I normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,99

HARMONICS + Descriptive data    
I extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,99

HARMONICS + Descriptive data       
I flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,99

HARMONICS + Descriptive data      
O normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,99
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data      
O extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,99

HARMONICS + Descriptive data       
O flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,96 0,98

HARMONICS + Descriptive data     
U normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS + Descriptive data     
U extension 2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS + Descriptive data      
U Flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,96 0,99

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,99

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,99

HARMONICS + Descriptive data       
A all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,95 0,95

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,99

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,99

HARMONICS  + Descriptive data     
E all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,99

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

Only 
Mallampati 
1  and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,96

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS + Descriptive data   I 
all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,96 0,94

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,99

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,99
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive data  
O all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,98 0,98

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,96 0,98

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

HARMONICS + Descriptive data     
U all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,96 0,98

Només DADES DESCRIPTIVES 415/179 H2O GENERALISED 
LINEAR MODEL

0,75 0,74

Només HARMÒNICS    A normal 
(_1)

415/179 H2O GENERALISED 
LINEAR MODEL

0,35 0,34

Només HARMÒNICS    A extensió 
(_2)

415/179 H2O RANDOM 
FOREST

0,46 0,21

Spetral + descriptive data  All 
vocals      

415/179 H2O GENERALISED 
LINEAR MODEL

0,77 0,72

Spectral+ descriptive data A 
normal       

415/179 H2O GRADIENT 
BOOSTING

0,78 0,79

Spectral+ descriptive data O 
extension  

415/179 H2O GRADIENT 
BOOSTING

0,80 0,58

Spectral+ descriptive data O 
flexion    

415/179 H2O GENERALISED 
LINEAR MODEL

0,81 0,75

Spectral+ descriptive data A 
flexion vs A extension    

415/179 H2O GENERALISED 
LINEAR MODEL

0,79 0,74

Spectral + descriptive data E 
flexion vs E e xtension

415/179 H2O GRADIENT 
BOOSTING

0,80 0,64

Voice parameters+ descriptive 
data All vocals

415/179 H2O GRADIENT 
BOOSTING

0,69 0,69
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

Voice parameters+ descriptive 
data A normal

415/179 H2O GENERALISED 
LINEAR MODEL

0,80 0,74

Voice parameters+ descriptive 
data O extension

415/179 H2O GRADIENT 
BOOSTING

0,79 0,73

Voice parameters+ descriptive 
data O flexion

415/179 H2O NAIVE BAYES 0,78 0,70

Voice parameters+ descriptive 
data A flexion vs A extension

415/179 H2O NAIVE BAYES 0,79 0,66

Voice parameters+ descriptive 
data E flexion vs E extension

415/179 H2O NAIVE BAYES 0,76 0,59

Voice parameters+ descriptive 
data O flexion vs O extension

415/179 H2O NAIVE BAYES 0,78 0,68

Voice parameters+ descriptive 
data All vocals

Only 
Mallampati  
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,39 0,95

Voice parameters+ descriptive 
data A normal

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,97 0,98

Voice parameters+ descriptive 
data O extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,96 0,98

Voice parameters+ descriptive 
data O flexion

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,96 0,98

Voice parameters+ descriptive 
data A flexion vs A extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O NAIVE BAYES 0,97 0,98

Voice parameters+ descriptive 
data E flexion vs E extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GENERALISED 
LINEAR MODEL

0,96 0,98

Voice parameters+ descriptive 
data O flexion vs O extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,97 0,98



— 253 —

Annexes

11.8. ANNEX 8: Full table 7. The mean AUC values of the classification 
algorithms for the prediction of the Mallampati of the different combinations

AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data         
All vocals

415/179 H2O GRADIENT 
BOOSTING

0,68 0,74 0,39 0,36

HARMONICS + 
Descriptive data         
A normal (_1)

415/179 H2O NAIVE 
BAYES

0,76 0,72 0,46 0,39

HARMONICS + 
Descriptive data        
A extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,73 0,52 0,40

HARMONICS + 
Descriptive data     
A flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,73 0,52 0,41

HARMONICS + 
Descriptive data       
E normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,42

HARMONICS  + 
Descriptive data    E 
extension  (_2)

415/179 H2O GRADIENT 
BOOSTING

0,70 0,75 0,37 0,43

HARMONICS + 
Descriptive data    E 
flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS + 
Descriptive data       
I normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS + 
Descriptive data    I 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS + 
Descriptive data       
I flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,52 0,41

HARMONICS + 
Descriptive data      
O normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS + 
Descriptive data      
O extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data       
O flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,40

HARMONICS + 
Descriptive data     
U normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data     
U extension 2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS + 
Descriptive data      
U Flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,73 0,52 0,40

HARMONICS + 
Descriptive data     
A normal (_1) vs A 
flexion (_3)

415/179 H2O NAIVE 
BAYES

0,75 0,72 0,44 0,39

HARMONICS + 
Descriptive data      
A normal (_1) vs A 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,76 0,71 0,45 0,37

HARMONICS + 
Descriptive data       
A flexion (_3) vs A 
extension (_2)

415/179 H2O GRADIENT 
BOOSTING

0,67 0,74 0,38 0,41

HARMONICS + 
Descriptive data       
A all positions

415/179 H2O GRADIENT 
BOOSTING

0,69 0,71 0,32 0,35

HARMONICS  + 
Descriptive data   E 
normal (_1) vs E 
flexion (_3)

415/179 H2O GRADIENT 
BOOSTING

0,71 0,74 0,43 0,41

HARMONICS + 
Descriptive data       
E normal (_1) vs E 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,41

HARMONICS  + 
Descriptive data    E 
flexion (_2) vs E 
extension (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,52 0,41
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS  + 
Descriptive data     E 
all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,52 0,41

HARMONICS + 
Descriptive data       
I normal (_1) vs I 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data    I 
normal (_1) vs I 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data    I 
flexion (_3) vs I 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data   I 
all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS  + 
Descriptive data     
O normal (_1) vs O 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,50 0,41

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,75 0,73 0,45 0,39

HARMONICS + 
Descriptive data    
O flexion(_3) vs O 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,51 0,41

HARMONICS + 
Descriptive data  O 
all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,50 0,42

HARMONICS  + 
Descriptive data      
U normal (_1) vs U 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,40

HARMONICS + 
Descriptive data       
U normal (_1) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data      
U flexion (_3) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,52 0,40

HARMONICS + 
Descriptive data     
U all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,53 0,41

HARMONICS + 
Descriptive data         
All vocals

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,89 0,97 0,29 0,23

HARMONICS + 
Descriptive data         
A normal (_1)

Only 
Mallampati 
1  and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,23 0,50

HARMONICS + 
Descriptive data        
A extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,85 0,99 0,25 0,38

HARMONICS + 
Descriptive data     
A flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,87 0,96 0,27 0,49

HARMONICS + 
Descriptive data       
E normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,23 0,58

HARMONICS  + 
Descriptive data    E 
extension  (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,88 0,99 0,24 0,38

HARMONICS + 
Descriptive data    E 
flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,87 0,96 0,23 0,49

HARMONICS + 
Descriptive data       
I normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,23 0,58
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data    I 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,26 0,58

HARMONICS + 
Descriptive data       
I flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,90 0,99 0,24 0,38

HARMONICS + 
Descriptive data      
O normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,88 0,99 0,24 0,37

HARMONICS + 
Descriptive data      
O extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,90 0,99 0,24 0,38

HARMONICS + 
Descriptive data       
O flexion(_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,86 0,99 0,22 0,31

HARMONICS + 
Descriptive data     
U normal (_1)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,88 0,99 0,24 0,31

HARMONICS + 
Descriptive data     
U extension 2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,90 0,98 0,24 0,29

HARMONICS + 
Descriptive data      
U Flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,88 0,99 0,22 0,37

HARMONICS + 
Descriptive data     
A normal (_1) vs A 
flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,83 0,98 0,32 0,52

HARMONICS + 
Descriptive data      
A normal (_1) vs A 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,87 0,97 0,26 0,56
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data       
A flexion (_3) vs A 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,20 0,56

HARMONICS + 
Descriptive data       
A all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,85 0,98 0,21 0,23

HARMONICS  + 
Descriptive data   E 
normal (_1) vs E 
flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,20 0,50

HARMONICS + 
Descriptive data       
E normal (_1) vs E 
extension(_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,98 0,21 0,58

HARMONICS  + 
Descriptive data    E 
flexion (_2) vs E 
extension (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,85 0,98 0,20 0,58

HARMONICS  + 
Descriptive data     E 
all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,22 0,50

HARMONICS + 
Descriptive data       
I normal (_1) vs I 
flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,26 0,58

HARMONICS + 
Descriptive data    I 
normal (_1) vs I 
extension(_2)

Only 
Mallampati 
1  and 4 
cases

189/81 H2O NAIVE 
BAYES

0,89 0,98 0,24 0,25

HARMONICS + 
Descriptive data    I 
flexion (_3) vs I 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,89 0,99 0,24 0,31

HARMONICS + 
Descriptive data   I 
all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,89 0,99 0,24 0,34
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS  + 
Descriptive data     
O normal (_1) vs O 
flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,85 0,97 0,18 0,21

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,87 0,97 0,27 0,58

HARMONICS + 
Descriptive data    
O flexion(_3) vs O 
extension (_2)

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,86 0,97 0,29 0,58

HARMONICS + 
Descriptive data  O 
all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,87 0,97 0,28 0,40

HARMONICS  + 
Descriptive data      
U normal (_1) vs U 
flexion (_3)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,88 0,99 0,22 0,30

HARMONICS + 
Descriptive data       
U normal (_1) vs U 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,87 0,99 0,22 0,34

HARMONICS + 
Descriptive data      
U flexion (_3) vs U 
extension (_2)

Only 
Mallampati 
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,85 0,97 0,19 0,50

HARMONICS + 
Descriptive data     
U all positions

Only 
Mallampati 
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,91 0,98 0,23 0,29

Només DADES 
DESCRIPTIVES 

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,73 0,52 0,41

Només 
HARMÒNICS    A 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,50 0,51 0,21 0,21

Només 
HARMÒNICS    A 
extensió (_2)

415/179 H2O RANDOM 
FOREST

0,47 0,44 0,23 0,18
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Spetral + 
descriptive data  All 
vocals      

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,73 0,72 0,42 0,37

Spectral+ 
descriptive data A 
normal       

415/179 H2O GRADIENT 
BOOSTING

0,64 0,69 0,35 0,39

Spectral+ 
descriptive data O 
extension  

415/179 H2O GRADIENT 
BOOSTING

0,69 0,65 0,41 0,32

Spectral+ 
descriptive data O 
flexion    

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,76 0,74 0,50 0,41

Spectral+ 
descriptive data 
A flexion vs A 
extension    

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,72 0,71 0,45 0,39

Spectral + 
descriptive data 
E flexion vs E e 
xtension

415/179 H2O GRADIENT 
BOOSTING

0,72 0,70 0,42 0,34

Voice parameters+ 
descriptive data All 
vocals

415/179 H2O GRADIENT 
BOOSTING

0,60 0,66 0,30 0,36

Voice parameters+ 
descriptive data A 
normal

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,74 0,49 0,40

Voice parameters+ 
descriptive data O 
extension

415/179 H2O GRADIENT 
BOOSTING

0,66 0,72 0,35 0,37

Voice parameters+ 
descriptive data O 
flexion

415/179 H2O NAIVE 
BAYES

0,75 0,75 0,41 0,36

Voice parameters+ 
descriptive data 
A flexion vs A 
extension

415/179 H2O NAIVE 
BAYES

0,71 0,68 0,42 0,35

Voice parameters+ 
descriptive data 
E flexion vs E 
extension

415/179 H2O NAIVE 
BAYES

0,76 0,69 0,44 0,31
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Voice parameters+ 
descriptive data 
O flexion vs O 
extension

415/179 H2O NAIVE 
BAYES

0,75 0,72 0,45 0,34

Voice parameters+ 
descriptive data All 
vocals

Only 
Mallampati  
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,66 0,81 0,04 0,16

Voice parameters+ 
descriptive data A 
normal

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,80 0,97 0,23 0,41

Voice parameters+ 
descriptive data O 
extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,70 0,97 0,12 0,48

Voice parameters+ 
descriptive data O 
flexion

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,75 0,99 0,20 0,56

Voice parameters+ 
descriptive data 
A flexion vs A 
extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,53 0,98 0,15 0,46
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AUC Pr AUC

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Voice parameters+ 
descriptive data 
E flexion vs E 
extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,89 0,97 0,30 0,50

Voice parameters+ 
descriptive data 
O flexion vs O 
extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,77 0,93 0,19 0,36
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11.9. ANNEX 9. Full Table 8: Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, Precision values for the training group, Recall 
values for the testing group

Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data         
All vocals

415/179 H2O GRADIENT 
BOOSTING

0,52 0,38 0,45 0,74

HARMONICS + 
Descriptive data         
A normal (_1)

415/179 H2O NAIVE 
BAYES

0,51 0,37 0,64 0,68

HARMONICS + 
Descriptive data        A 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,35 0,63 0,74

HARMONICS + 
Descriptive data     A 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,62 0,42 0,60 0,63

HARMONICS + 
Descriptive data       E 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,62 0,41 0,56 0,66

HARMONICS  + 
Descriptive data    E 
extension  (_2)

415/179 H2O GRADIENT 
BOOSTING

0,51 0,41 0,50 0,63

HARMONICS + 
Descriptive data    E 
flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,63 0,44 0,57 0,63

HARMONICS + 
Descriptive data       I 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,57 0,42 0,72 0,63

HARMONICS + 
Descriptive data    I 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,61 0,44 0,58 0,63

HARMONICS + 
Descriptive data       I 
flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,56 0,43 0,72 0,61

HARMONICS + 
Descriptive data      O 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,63 0,40 0,56 0,66
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Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data      O 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,45 0,59 0,61

HARMONICS + 
Descriptive data       O 
flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,63 0,40 0,55 0,66

HARMONICS + 
Descriptive data     U 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,43 0,59 0,63

HARMONICS + 
Descriptive data     U 
extension 2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,64 0,41 0,56 0,66

HARMONICS + 
Descriptive data      U 
Flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,56 0,42 0,64 0,63

HARMONICS + 
Descriptive data     A 
normal (_1) vs A 
flexion (_3)

415/179 H2O NAIVE 
BAYES

0,50 0,39 0,66 0,66

HARMONICS + 
Descriptive data      A 
normal (_1) vs A 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,51 0,36 0,65 0,71

HARMONICS + 
Descriptive data       A 
flexion (_3) vs A 
extension (_2)

415/179 H2O GRADIENT 
BOOSTING

0,61 0,38 0,46 0,68

HARMONICS + 
Descriptive data       A 
all positions

415/179 H2O GRADIENT 
BOOSTING

0,62 0,31 0,46 0,84

HARMONICS  + 
Descriptive data   E 
normal (_1) vs E 
flexion (_3)

415/179 H2O GRADIENT 
BOOSTING

0,61 0,44 0,45 0,63

HARMONICS + 
Descriptive data       E 
normal (_1) vs E 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,41 0,59 0,63



— 265 —

Annexes

Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS  + 
Descriptive data    E 
flexion (_2) vs E 
extension (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,62 0,40 0,59 0,66

HARMONICS  + 
Descriptive data     E 
all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,40 0,58 0,66

HARMONICS + 
Descriptive data       I 
normal (_1) vs I flexion 
(_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,43 0,59 0,63

HARMONICS + 
Descriptive data    I 
normal (_1) vs I 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,61 0,43 0,59 0,63

HARMONICS + 
Descriptive data    I 
flexion (_3) vs I 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,44 0,63 0,63

HARMONICS + 
Descriptive data   I all 
positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,44 0,59 0,63

HARMONICS  + 
Descriptive data     O 
normal (_1) vs O 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,54 0,41 0,69 0,68

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,51 0,39 0,65 0,68

HARMONICS + 
Descriptive data    O 
flexion(_3) vs O 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,56 0,40 0,65 0,68

HARMONICS + 
Descriptive data  O all 
positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,58 0,42 0,60 0,63

HARMONICS  + 
Descriptive data      U 
normal (_1) vs U 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,42 0,63 0,63
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Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data       U 
normal (_1) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,65 0,42 0,55 0,66

HARMONICS + 
Descriptive data      U 
flexion (_3) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,59 0,45 0,65 0,61

HARMONICS + 
Descriptive data     U 
all positions

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,60 0,43 0,60 0,61

HARMONICS + 
Descriptive data         
All vocals

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,65 0,50 0,63 1,00

HARMONICS + 
Descriptive data         
A normal (_1)

Only 
Mallampati 1  
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75

HARMONICS + 
Descriptive data        A 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,63 1,00 0,63 0,75

HARMONICS + 
Descriptive data     A 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,54 0,75 0,47 0,75

HARMONICS + 
Descriptive data       E 
normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 1,00 0,47 0,75

HARMONICS  + 
Descriptive data    E 
extension  (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 1,00 0,73 0,75

HARMONICS + 
Descriptive data    E 
flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75

HARMONICS + 
Descriptive data       I 
normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 1,00 0,47 0,75

HARMONICS + 
Descriptive data    I 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 1,00 0,47 0,75
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DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data       I 
flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 1,00 0,73 0,75

HARMONICS + 
Descriptive data      O 
normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,80 0,73 1,00

HARMONICS + 
Descriptive data      O 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 1,00 0,73 0,75

HARMONICS + 
Descriptive data       O 
flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,58 0,75 0,73 0,75

HARMONICS + 
Descriptive data     U 
normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,75 0,73 0,75

HARMONICS + 
Descriptive data     U 
extension 2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,75 0,73 0,75

HARMONICS + 
Descriptive data      U 
Flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,58 1,00 0,73 0,75

HARMONICS + 
Descriptive data     A 
normal (_1) vs A 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,71 0,75 0,63 0,75

HARMONICS + 
Descriptive data      A 
normal (_1) vs A 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 1,00 0,47 0,75

HARMONICS + 
Descriptive data       A 
flexion (_3) vs A 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 1,00 0,47 0,75

HARMONICS + 
Descriptive data       A 
all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,47 0,50 0,73 1,00

HARMONICS  + 
Descriptive data   E 
normal (_1) vs E 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75
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Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + 
Descriptive data       E 
normal (_1) vs E 
extension(_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,80 1,00 0,47 0,75

HARMONICS  + 
Descriptive data    E 
flexion (_2) vs E 
extension (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 1,00 0,47 0,75

HARMONICS  + 
Descriptive data     E 
all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 0,75 0,37 0,75

HARMONICS + 
Descriptive data       I 
normal (_1) vs I flexion 
(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 1,00 0,47 0,75

HARMONICS + 
Descriptive data    I 
normal (_1) vs I 
extension(_2)

Only 
Mallampati 1  
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,57 0,73 1,00

HARMONICS + 
Descriptive data    I 
flexion (_3) vs I 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,75 0,73 0,75

HARMONICS + 
Descriptive data   I all 
positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,67 0,67 0,73 1,00

HARMONICS  + 
Descriptive data     O 
normal (_1) vs O 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,55 0,44 0,63 1,00

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 1,00 0,47 0,75

HARMONICS + 
Descriptive data    O 
flexion(_3) vs O 
extension (_2)

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 1,00 0,47 0,75

HARMONICS + 
Descriptive data  O all 
positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

1,00 0,75 0,47 0,75
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DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS  + 
Descriptive data      U 
normal (_1) vs U 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,58 0,67 0,73 1,00

HARMONICS + 
Descriptive data       U 
normal (_1) vs U 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,62 0,67 0,73 1,00

HARMONICS + 
Descriptive data      U 
flexion (_3) vs U 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,88 0,75 0,47 0,75

HARMONICS + 
Descriptive data     U 
all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,58 0,75 0,73 0,75

Només DADES 
DESCRIPTIVES 

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,56 0,43 0,73 0,61

Només HARMÒNICS    
A normal (_1)

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,24 0,24 0,91 0,97

Només HARMÒNICS    
A extensió (_2)

415/179 H2O RANDOM 
FOREST

0,27 0,21 0,78 1,00

Spetral + descriptive 
data  All vocals      

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,52 0,40 0,61 0,66

Spectral+ descriptive 
data A normal       

415/179 H2O GRADIENT 
BOOSTING

0,54 0,51 0,43 0,55

Spectral+ descriptive 
data O extension  

415/179 H2O GRADIENT 
BOOSTING

0,61 0,31 0,44 0,76

Spectral+ descriptive 
data O flexion    

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,58 0,44 0,56 0,68

Spectral+ descriptive 
data A flexion vs A 
extension    

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,52 0,42 0,55 0,66

Spectral + descriptive 
data E flexion vs E e 
xtension

415/179 H2O GRADIENT 
BOOSTING

0,61 0,33 0,47 0,71
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Precision Recall

DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Voice parameters+ 
descriptive data All 
vocals

415/179 H2O GRADIENT 
BOOSTING

0,34 0,37 0,50 0,63

Voice parameters+ 
descriptive data A 
normal

415/179 H2O 
GENERALISED 
LINEAR MODEL

0,54 0,42 0,61 0,66

Voice parameters+ 
descriptive data O 
extension

415/179 H2O GRADIENT 
BOOSTING

0,52 0,41 0,44 0,63

Voice parameters+ 
descriptive data O 
flexion

415/179 H2O NAIVE 
BAYES

0,49 0,40 0,66 0,79

Voice parameters+ 
descriptive data A 
flexion vs A extension

415/179 H2O NAIVE 
BAYES

0,52 0,34 0,64 0,63

Voice parameters+ 
descriptive data E 
flexion vs E extension

415/179 H2O NAIVE 
BAYES

0,47 0,32 0,69 0,82

Voice parameters+ 
descriptive data O 
flexion vs O extension

415/179 H2O NAIVE 
BAYES

0,50 0,37 0,66 0,76

Voice parameters+ 
descriptive data All 
vocals

Only 
Mallampati  
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,08 0,50 0,80 0,50

Voice parameters+ 
descriptive data A 
normal

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,75 0,75 0,37 0,75

Voice parameters+ 
descriptive data O 
extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,75 0,75 0,37 0,75

Voice parameters+ 
descriptive data O 
flexion

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

0,50 0,75 0,27 0,75
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DATASET  
(PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Voice parameters+ 
descriptive data A 
flexion vs A extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

1,00 0,75 0,37 0,75

Voice parameters+ 
descriptive data E 
flexion vs E extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR MODEL

0,69 0,75 0,70 0,75

Voice parameters+ 
descriptive data O 
flexion vs O extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O GRADIENT 
BOOSTING

1,00 0,75 0,37 0,75
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11.10. ANNEX 10. Full Table 9: Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, F1 and Log loss values for the training group 
and the testing group respectively

Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data         All vocals

415/179 H2O 
GRADIENT 
BOOSTING

0,58 0,50 0,47 0,50

HARMONICS + Descriptive 
data         A normal (_1)

415/179 H2O NAIVE 
BAYES

0,80 1,00 0,57 0,48

HARMONICS + Descriptive 
data        A extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,59 0,48

HARMONICS + Descriptive 
data     A flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,51

HARMONICS + Descriptive 
data       E normal (_1)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,58 0,51

HARMONICS  + Descriptive 
data    E extension  (_2)

415/179 H2O 
GRADIENT 
BOOSTING

0,69 0,48 0,50 0,49

HARMONICS + Descriptive 
data    E flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,52

HARMONICS + Descriptive 
data       I normal (_1)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,51

HARMONICS + Descriptive 
data    I extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,58 0,52
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DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data       I flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,50

HARMONICS + Descriptive 
data      O normal (_1)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,50

HARMONICS + Descriptive 
data      O extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,52

HARMONICS + Descriptive 
data       O flexion(_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,50

HARMONICS + Descriptive 
data     U normal (_1)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,51

HARMONICS + Descriptive 
data     U extension 2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,51

HARMONICS + Descriptive 
data      U Flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,51

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

415/179 H2O NAIVE 
BAYES

0,80 0,97 0,57 0,49

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,83 0,57 0,48

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

415/179 H2O 
GRADIENT 
BOOSTING

0,72 0,63 0,50 0,49

HARMONICS + Descriptive 
data       A all positions

415/179 H2O 
GRADIENT 
BOOSTING

0,67 0,49 0,52 0,45
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Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS  + Descriptive 
data   E normal (_1) vs E 
flexion (_3)

415/179 H2O 
GRADIENT 
BOOSTING

0,57 0,46 0,51 0,52

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,59 0,50

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,59 0,50

HARMONICS  + Descriptive 
data     E all positions

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,50

HARMONICS + Descriptive 
data       I normal (_1) vs I 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,58 0,51

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,58 0,51

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,52

HARMONICS + Descriptive 
data   I all positions

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,52

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,57 0,51

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

415/179 H2O NAIVE 
BAYES

0,84 0,57 0,50

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,50
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DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data  O all positions

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,49 0,58 0,51

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,51

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,59 0,52

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,58 0,52

HARMONICS + Descriptive 
data     U all positions

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,59 0,50 0,59 0,51

HARMONICS + Descriptive 
data         All vocals

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,33 0,70 0,60 0,67

HARMONICS + Descriptive 
data         A normal (_1)

Only 
Mallampati 1  
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,37 0,09 0,58 0,75

HARMONICS + Descriptive 
data        A extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,34 0,64 0,63 0,86

HARMONICS + Descriptive 
data     A flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,10 0,50 0,75

HARMONICS + Descriptive 
data       E normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,09 0,58 0,86

HARMONICS  + Descriptive 
data    E extension  (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,42 0,81 0,70 0,86
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Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data    E flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,39 0,09 0,58 0,75

HARMONICS + Descriptive 
data       I normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,09 0,58 0,86

HARMONICS + Descriptive 
data    I extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,39 0,09 0,63 0,86

HARMONICS + Descriptive 
data       I flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,43 0,80 0,70 0,86

HARMONICS + Descriptive 
data      O normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,46 0,74 0,70 0,89

HARMONICS + Descriptive 
data      O extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,42 0,77 0,70 0,86

HARMONICS + Descriptive 
data       O flexion(_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,40 0,72 0,64 0,75

HARMONICS + Descriptive 
data     U normal (_1)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,42 0,79 0,70 0,75

HARMONICS + Descriptive 
data     U extension 2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,44 0,82 0,70 0,75

HARMONICS + Descriptive 
data      U Flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,42 0,56 0,64 0,86

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,28 0,47 0,67 0,75

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,37 0,09 0,63 0,86
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DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,37 0,09 0,58 0,86

HARMONICS + Descriptive 
data       A all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,59 0,74 0,57 0,67

HARMONICS  + Descriptive 
data   E normal (_1) vs E 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,09 0,58 0,75

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,09 0,55 0,86

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,36 0,09 0,58 0,86

HARMONICS  + Descriptive 
data     E all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,35 0,09 0,54 0,75

HARMONICS + Descriptive 
data       I normal (_1) vs I 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,39 0,09 0,63 0,86

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

Only 
Mallampati 1  
and 4 cases

189/81 H2O NAIVE 
BAYES

0,36 0,76 0,70 0,73

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,42 0,80 0,70 0,75

HARMONICS + Descriptive 
data   I all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,43 0,76 0,70 0,80

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,70 0,89 0,58 0,62
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Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,37 0,09 0,63 0,86

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,38 0,09 0,63 0,86

HARMONICS + Descriptive 
data  O all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,36 0,09 0,63 0,75

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,44 0,65 0,64 0,80

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,50 0,73 0,67 0,80

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

Only 
Mallampati 1 
and 4 cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,37 0,09 0,58 0,75

HARMONICS + Descriptive 
data     U all positions

Only 
Mallampati 1 
and 4 cases

189/81 H2O NAIVE 
BAYES

0,35 0,86 0,64 0,75

Només DADES 
DESCRIPTIVES 

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,58 0,50

Només HARMÒNICS    A 
normal (_1)

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,73 0,53 0,37 0,38

Només HARMÒNICS    A 
extensió (_2)

415/179 H2O RANDOM 
FOREST

0,73 0,55 0,39 0,35

Spetral + descriptive data  
All vocals      

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,56 0,49 0,53 0,50
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Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Spectral+ descriptive data A 
normal       

415/179 H2O 
GRADIENT 
BOOSTING

0,62 0,54 0,46 0,53

Spectral+ descriptive data O 
extension  

415/179 H2O 
GRADIENT 
BOOSTING

0,57 0,59 0,49 0,44

Spectral+ descriptive data 
O flexion    

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,47 0,56 0,54

Spectral+ descriptive data A 
flexion vs A extension    

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,60 0,48 0,52 0,52

Spectral + descriptive data E 
flexion vs E e xtension

415/179 H2O 
GRADIENT 
BOOSTING

0,73 0,49 0,52 0,45

Voice parameters+ 
descriptive data All vocals

415/179 H2O 
GRADIENT 
BOOSTING

0,60 0,52 0,40 0,47

Voice parameters+ 
descriptive data A normal

415/179 H2O 
GENERALISED 
LINEAR 
MODEL

0,58 0,50 0,57 0,52

Voice parameters+ 
descriptive data O extension

415/179 H2O 
GRADIENT 
BOOSTING

0,60 0,48 0,46 0,50

Voice parameters+ 
descriptive data O flexion

415/179 H2O NAIVE 
BAYES

0,90 0,56 0,53

Voice parameters+ 
descriptive data A flexion vs 
A extension

415/179 H2O NAIVE 
BAYES

0,80 0,57 0,44

Voice parameters+ 
descriptive data E flexion vs 
E extension

415/179 H2O NAIVE 
BAYES

0,86 0,56 0,46

Voice parameters+ 
descriptive data O flexion vs 
O extension

415/179 H2O NAIVE 
BAYES

0,92 0,56 0,50



— 280 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

Log loss F1 

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TRAINING 
70%

TESTING 
30%

TRAINING 
70%

TESTING 
30%

Voice parameters+ 
descriptive data All vocals

Only 
Mallampati  
1 and 4 
cases

189/81 H2O RANDOM 
FOREST

0,17 0,14

Voice parameters+ 
descriptive data A normal

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,36 0,10 0,49

Voice parameters+ 
descriptive data O extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GRADIENT 
BOOSTING

0,48 0,47

Voice parameters+ 
descriptive data O flexion

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GRADIENT 
BOOSTING

0,39 0,10 0,34

Voice parameters+ 
descriptive data A flexion vs 
A extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O NAIVE 
BAYES

0,48 0,26 0,54

Voice parameters+ 
descriptive data E flexion vs 
E extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GENERALISED 
LINEAR 
MODEL

0,26 0,11 0,56

Voice parameters+ 
descriptive data O flexion vs 
O extension

Only 
Mallampati  
1 and 4 
cases

189/81 H2O 
GRADIENT 
BOOSTING

0,15 0,10 0,54



— 281 —

Annexes

11.11. ANNEX 11. Full Table 10. Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in testing 
group. TN: True negatives, FN: False negatives, FP: False positives, TP: True 
positives.

TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data         
All vocals

179 H2O 
GRADIENT 
BOOSTING

96 10 45 28

HARMONICS + Descriptive data         
A normal (_1)

179 H2O NAIVE 
BAYES

97 12 44 26

HARMONICS + Descriptive data        
A extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

90 10 51 28

HARMONICS + Descriptive data     
A flexion (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

108 14 33 24

HARMONICS + Descriptive data       
E normal (_1)

179 H2O 
GENERALISED 
LINEAR MODEL

105 13 36 25

HARMONICS  + Descriptive data    
E extension  (_2)

179 H2O 
GRADIENT 
BOOSTING

106 14 35 24

HARMONICS + Descriptive data    
E flexion(_3)

179 H2O 
GENERALISED 
LINEAR MODEL

111 14 30 24

HARMONICS + Descriptive data       
I normal (_1)

179 H2O 
GENERALISED 
LINEAR MODEL

108 14 33 24

HARMONICS + Descriptive data    I 
extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

111 14 30 24

HARMONICS + Descriptive data       
I flexion(_3)

179 H2O 
GENERALISED 
LINEAR MODEL

110 15 31 23

HARMONICS + Descriptive data      
O normal (_1)

179 H2O 
GENERALISED 
LINEAR MODEL

104 13 37 25
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data      
O extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

113 15 28 23

HARMONICS + Descriptive data       
O flexion(_3)

179 H2O 
GENERALISED 
LINEAR MODEL

103 13 38 25

HARMONICS + Descriptive data     
U normal (_1)

179 H2O 
GENERALISED 
LINEAR MODEL

109 14 32 24

HARMONICS + Descriptive data     
U extension 2)

179 H2O 
GENERALISED 
LINEAR MODEL

105 13 36 25

HARMONICS + Descriptive data      
U Flexion (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

108 14 33 24

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

179 H2O NAIVE 
BAYES

102 13 39 25

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

179 H2O NAIVE 
BAYES

94 11 47 27

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

179 H2O 
GRADIENT 
BOOSTING

99 12 42 26

HARMONICS + Descriptive data       
A all positions

179 H2O 
GRADIENT 
BOOSTING

69 6 72 32

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

179 H2O 
GRADIENT 
BOOSTING

110 14 31 24

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

179 H2O 
GENERALISED 
LINEAR MODEL

107 14 34 24

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

104 13 37 25

HARMONICS  + Descriptive data     
E all positions

179 H2O 
GENERALISED 
LINEAR MODEL

104 13 37 25

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

109 14 32 24
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data    I 
normal (_1) vs I extension(_2)

179 H2O 
GENERALISED 
LINEAR MODEL

109 14 32 24

HARMONICS + Descriptive data    I 
flexion (_3) vs I extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

111 14 30 24

HARMONICS + Descriptive data   I 
all positions

179 H2O 
GENERALISED 
LINEAR MODEL

111 14 30 24

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

104 12 37 26

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

179 H2O NAIVE 
BAYES

100 12 41 26

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

102 12 39 26

HARMONICS + Descriptive data  
O all positions

179 H2O 
GENERALISED 
LINEAR MODEL

108 14 33 24

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

179 H2O 
GENERALISED 
LINEAR MODEL

108 14 33 24

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

107 13 34 25

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

179 H2O 
GENERALISED 
LINEAR MODEL

113 15 28 23

HARMONICS + Descriptive data     
U all positions

179 H2O 
GENERALISED 
LINEAR MODEL

111 15 30 23

HARMONICS + Descriptive data         
All vocals

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

73 0 4 4

HARMONICS + Descriptive data         
A normal (_1)

Only 
Mallampati 1  
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data        
A extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

77 1 0 3
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data     
A flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data       
E normal (_1)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS  + Descriptive data    
E extension  (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

77 1 0 3

HARMONICS + Descriptive data    
E flexion(_3)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data       
I normal (_1)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data    I 
extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data       
I flexion(_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

77 1 0 3

HARMONICS + Descriptive data      
O normal (_1)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 0 1 4

HARMONICS + Descriptive data      
O extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

77 1 0 3

HARMONICS + Descriptive data       
O flexion(_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

HARMONICS + Descriptive data     
U normal (_1)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

HARMONICS + Descriptive data     
U extension 2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

HARMONICS + Descriptive data      
U Flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

77 1 0 3
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data       
A all positions

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

73 0 4 4

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS  + Descriptive data     
E all positions

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data    I 
normal (_1) vs I extension(_2)

Only 
Mallampati 1  
and 4 cases

81 H2O NAIVE 
BAYES

74 0 3 4

HARMONICS + Descriptive data    I 
flexion (_3) vs I extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

HARMONICS + Descriptive data   I 
all positions

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

75 0 2 4

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

72 0 5 4
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

Only 
Mallampati  1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

77 1 0 3

HARMONICS + Descriptive data  
O all positions

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

75 0 2 4

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

75 0 2 4

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Only 
Mallampati 1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

HARMONICS + Descriptive data     
U all positions

Only 
Mallampati 1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

Només DADES DESCRIPTIVES 179 H2O 
GENERALISED 
LINEAR MODEL

110 15 31 23

Només HARMÒNICS    A normal 
(_1)

179 H2O 
GENERALISED 
LINEAR MODEL

23 1 118 37

Només HARMÒNICS    A extensió 
(_2)

179 H2O RANDOM 
FOREST

0 0 141 38

Spetral + descriptive data  All 
vocals      

179 H2O 
GENERALISED 
LINEAR MODEL

103 13 38 25

Spectral+ descriptive data A 
normal       

179 H2O 
GRADIENT 
BOOSTING

121 17 20 21

Spectral+ descriptive data O 
extension  

179 H2O 
GRADIENT 
BOOSTING

75 9 66 29

Spectral+ descriptive data O 
flexion    

179 H2O 
GENERALISED 
LINEAR MODEL

108 12 33 26
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

Spectral+ descriptive data A 
flexion vs A extension    

179 H2O 
GENERALISED 
LINEAR MODEL

107 13 34 25

Spectral + descriptive data E 
flexion vs E e xtension

179 H2O 
GRADIENT 
BOOSTING

87 11 54 27

Voice parameters+ descriptive 
data All vocals

179 H2O 
GRADIENT 
BOOSTING

100 14 41 24

Voice parameters+ descriptive 
data A normal

179 H2O 
GENERALISED 
LINEAR MODEL

107 13 34 25

Voice parameters+ descriptive 
data O extension

179 H2O 
GRADIENT 
BOOSTING

107 14 34 24

Voice parameters+ descriptive 
data O flexion

179 H2O NAIVE 
BAYES

96 8 45 30

Voice parameters+ descriptive 
data A flexion vs A extension

179 H2O NAIVE 
BAYES

95 14 46 24

Voice parameters+ descriptive 
data E flexion vs E extension

179 H2O NAIVE 
BAYES

75 7 66 31

Voice parameters+ descriptive 
data O flexion vs O extension

179 H2O NAIVE 
BAYES

92 9 49 29

Voice parameters+ descriptive 
data All vocals

Only 
Mallampati  1 
and 4 cases

81 H2O RANDOM 
FOREST

75 2 2 2

Voice parameters+ descriptive 
data A normal

Only 
Mallampati  1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3

Voice parameters+ descriptive 
data O extension

Only 
Mallampati  1 
and 4 cases

81 H2O 
GRADIENT 
BOOSTING

76 1 1 3

Voice parameters+ descriptive 
data O flexion

Only 
Mallampati  1 
and 4 cases

81 H2O 
GRADIENT 
BOOSTING

76 1 1 3

Voice parameters+ descriptive 
data A flexion vs A extension

Only 
Mallampati  1 
and 4 cases

81 H2O NAIVE 
BAYES

76 1 1 3

Voice parameters+ descriptive 
data E flexion vs E extension

Only 
Mallampati  1 
and 4 cases

81 H2O 
GENERALISED 
LINEAR MODEL

76 1 1 3
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TESTING

DATASET  ( PARAMETERS 
COMBINATION)

CASES N 
PATIENTS

BEST MODEL TN FN FP TP

Voice parameters+ descriptive 
data O flexion vs O extension

Only 
Mallampati  1 
and 4 cases

81 H2O 
GRADIENT 
BOOSTING

76 1 1 3
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11.12. ANNEX 12. Full table 13: Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, for accuracy values for the training group and 
the testing group respectively.

ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS + Descriptive data         
All vocals

H2O GENERALISED 
LINEAR MODEL

219/94 0,70 0,49

HARMONICS + Descriptive data         
A normal (_1)

H2O GENERALISED 
LINEAR MODEL

219/94 0,71 0,62

HARMONICS + Descriptive data        
A extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,81 0,69

HARMONICS + Descriptive data     
A flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,80 0,62

HARMONICS + Descriptive data       
E normal (_1)

H2O GRADIENT 
BOOSTING

219/94 0,82 0,60

HARMONICS + Descriptive data    
E extension (_2)

H2O NAIVE BAYES 219/94 0,79 0,57

HARMONICS + Descriptive data    
E flexion (_3)

H2O NAIVE BAYES 219/94 0,77 0,60

HARMONICS + Descriptive data       
I normal (_1)

H2O RANDOM 
FOREST

219/94 0,76 0,61

HARMONICS + Descriptive data    
I extension (_2)

H2O RANDOM 
FOREST

219/94 0,78 0,60

HARMONICS + Descriptive data       
I flexion (_3)

H2O NAIVE BAYES 219/94 0,78 0,64

HARMONICS + Descriptive data      
O normal (_1)

H2O RANDOM 
FOREST

219/94 0,80 0,53

HARMONICS + Descriptive data      
O extension (_2)

H2O RANDOM 
FOREST

219/94 0,78 0,61

HARMONICS + Descriptive data       
O flexion (_3)

H2O NAIVE BAYES 219/94 0,76 0,52

HARMONICS + Descriptive data     
U normal (_1)

H2O RANDOM 
FOREST

219/94 0,82 0,64

HARMONICS + Descriptive data     
U extension 2)

H2O RANDOM 
FOREST

219/94 0,80 0,59
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS + Descriptive data      
U Flexion (_3)

H2O RANDOM 
FOREST

219/94 0,74 0,60

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

H2O RANDOM 
FOREST

219/94 0,75 0,69

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

H2O RANDOM 
FOREST

219/94 0,78 0,65

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

H2O RANDOM 
FOREST

219/94 0,78 0,62

HARMONICS + Descriptive data       
A all positions

H2O RANDOM 
FOREST

219/94 0,79 0,55

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

H2O NAIVE BAYES 219/94 0,78 0,59

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

H2O RANDOM 
FOREST

219/94 0,77 0,51

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

H2O NAIVE BAYES 219/94 0,84 0,57

HARMONICS  + Descriptive data     
E all positions

H2O NAIVE BAYES 219/94 0,78 0,59

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,83 0,65

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

H2O GRADIENT 
BOOSTING

219/94 0,83 0,67

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

H2O RANDOM 
FOREST

219/94 0,79 0,62

HARMONICS + Descriptive data   
I all positions

H2O NAIVE BAYES 219/94 0,75 0,57

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,77 0,53

HARMONICS + Descriptive data    
O normal (_1) vs O extension 
(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 0,67 0,68

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,71 0,52

HARMONICS + Descriptive data  
O all positions

H2O GRADIENT 
BOOSTING

219/94 0,72 0,57

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

H2O RANDOM 
FOREST

219/94 0,63 0,51
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

H2O RANDOM 
FOREST

219/94 0,61 0,57

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

H2O NAIVE BAYES 219/94 0,73 0,65

HARMONICS + Descriptive data     
U all positions

H2O NAIVE BAYES 219/94 0,75 0,60

HARMONICS+ descriptive data 
all vocals

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,74 0,47

HARMONICS + Descriptive data         
A normal (_1)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,65 0,50

HARMONICS + Descriptive data        
A extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,76 0,56

HARMONICS + Descriptive data     
A flexion (_3)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,66 0,46

HARMONICS + Descriptive data       
E normal (_1)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,70 0,49

HARMONICS + Descriptive data    
E extension  (_2)

Overweight 
Cormack 4

219/94

HARMONICS + Descriptive data    
E flexion(_3)

Overweight 
Cormack 4

219/94

HARMONICS + Descriptive data       
I normal (_1)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,75 0,46

HARMONICS + Descriptive data    
I extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,79 0,36

HARMONICS + Descriptive data       
I flexion(_3)

Overweight 
Cormack 4

219/94

HARMONICS + Descriptive data      
O normal (_1)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,68 0,52

HARMONICS + Descriptive data      
O extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,76 0,38

HARMONICS + Descriptive data       
O flexion(_3)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,85 0,44

HARMONICS + Descriptive data     
U normal (_1)

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,73 0,46

HARMONICS + Descriptive data     
U extension 2)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,78 0,33
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS + Descriptive data      
U Flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,64 0,48

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,69 0,48

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,69 0,49

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,75 0,45

HARMONICS + Descriptive data       
A all positions

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,63 0,48

HARMONICS + Descriptive data   
E normal (_1) vs E flexion (_3)

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,80 0,51

HARMONICS + Descriptive data       
E normal (_1) vs E extension (_2)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,72 0,63

HARMONICS + Descriptive data    
E flexion (_2) vs E extension (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,69 0,49

HARMONICS + Descriptive data     
E all positions

Overweight 
Cormack 4

H2O NAIVE BAYES 219/94 0,75 0,61

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,67 0,49

HARMONICS + Descriptive data    
I normal (_1) vs I extension (_2)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,65 0,49

HARMONICS + Descriptive data   
I all positions

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,66 0,49

HARMONICS + Descriptive data      
U normal (_1) vs U flexion (_3)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,66 0,48

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,66 0,48

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Overweight 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 0,68 0,46

HARMONICS + Descriptive data     
U all positions

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,68 0,44

HARMONICS+ descriptive data 
all vocals

Cormack 1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,84 0,95

HARMONICS + Descriptive data         
A normal (_1)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,60 0,84
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS + Descriptive data        
A extension (_2)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,87 0,81

HARMONICS + Descriptive data     
A flexion (_3)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,62 0,81

HARMONICS + Descriptive data       
E normal (_1)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,77 0,88

HARMONICS + Descriptive data    
E extension  (_2)

Cormack 1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,84 0,86

HARMONICS + Descriptive data    
E flexion (_3)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,91 0,79

HARMONICS + Descriptive data       
I normal (_1)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,75 0,84

HARMONICS + Descriptive data    
I extension (_2)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,92 0,77

HARMONICS + Descriptive data       
I flexion (_3)

Cormack 1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,82 0,93

HARMONICS + Descriptive data      
O normal (_1)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,88 0,86

HARMONICS + Descriptive data      
O extension (_2)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,70 0,79

HARMONICS + Descriptive data       
O flexion (_3)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,90 0,77

HARMONICS + Descriptive data     
U normal (_1)

Cormack 1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,71 0,88

HARMONICS + Descriptive data     
U extension 2)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,87 0,84

HARMONICS + Descriptive data      
U Flexion (_3)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,91 0,77

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,83 0,81

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,88 0,81

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Cormack 1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,77 0,93

HARMONICS + Descriptive data       
A all positions

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,83 0,93
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,78 0,84

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,92 0,77

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,66 0,79

HARMONICS  + Descriptive data     
E all positions

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,95 0,81

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,90 0,79

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,84 0,77

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,91 0,77

HARMONICS + Descriptive data   
I all positions

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,69 0,79

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,72 0,81

HARMONICS + Descriptive data    
O normal (_1) vs O extension 
(_2)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,68 0,77

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,71 0,72

HARMONICS + Descriptive data  
O all positions

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,93 0,79

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,81 0,84

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Cormack 1 and 4 
cases

H2O GENERALISED 
LINEAR MODEL

100/43 0,86 0,84

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Cormack 1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,81 0,79

HARMONICS + Descriptive data     
U all positions

Cormack 1 and 4 
cases

H2O NAIVE BAYES 100/43 0,93 0,81

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,69 0,61

HARMONICS      All vocals H2O NAIVE BAYES 219/94 0,42 0,50
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS         A normal (_1) H2O NAIVE BAYES 219/94 0,28 0,62

HARMONICS         A extension 
(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 0,56 0,34

HARMONICS    A flexion (_3) H2O NAIVE BAYES 219/94 0,26 0,70

HARMONICS    E normal (_1) H2O GENERALISED 
LINEAR MODEL

219/94 0,57 0,66

HARMONICS     E extension  (_2) H2O RANDOM 
FOREST

219/94 0,52 0,55

HARMONICS    E flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,76 0,60

HARMONICS      I normal (_1) H2O NAIVE BAYES 219/94 0,57 0,55

HARMONICS    I extension (_2) H2O GRADIENT 
BOOSTING

219/94 0,58 0,52

HARMONICS      I flexion(_3) H2O NAIVE BAYES 219/94 0,47 0,55

HARMONICS     O normal (_1) H2O GRADIENT 
BOOSTING

219/94 0,56 0,56

HARMONICS     O extension (_2) H2O GENERALISED 
LINEAR MODEL

219/94 0,49 0,32

HARMONICS       O flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,58 0,49

HARMONICS    U normal (_1) H2O NAIVE BAYES 219/94 0,56 0,56

HARMONICS     U extension 2) H2O NAIVE BAYES 219/94 0,52 0,34

HARMONICS   U Flexion (_3) H2O RANDOM 
FOREST

219/94 0,37 0,43

HARMONICS     A normal (_1) vs 
A flexion (_3)

H2O GENERALISED 
LINEAR MODEL

219/94 0,31 0,46

HARMONICS    A normal (_1) vs 
A extension (_2)

H2O NAIVE BAYES 219/94 0,31 0,60

HARMONICS        A flexion (_3) 
vs A extension (_2)

H2O NAIVE BAYES 219/94 0,50 0,69

HARMONICS     A all positions H2O NAIVE BAYES 219/94 0,40 0,72

HARMONICS     E normal (_1) vs 
E flexion (_3)

H2O GENERALISED 
LINEAR MODEL

219/94 0,38 0,77

HARMONICS     E normal (_1) vs 
E extension(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 0,60 0,44
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

HARMONICS     E flexion (_2) vs 
E extension (_3)

H2O GRADIENT 
BOOSTING

219/94 0,66 0,57

HARMONICS     E all positions H2O NAIVE BAYES 219/94 0,65 0,65

HARMONICS      I normal (_1) vs 
I flexion (_3)

H2O NAIVE BAYES 219/94 0,45 0,51

HARMONICS   I normal (_1) vs I 
extension(_2)

H2O NAIVE BAYES 219/94 0,49 0,65

HARMONICS I flexion (_3) vs I 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,70 0,47

HARMONICS    I all positions H2O NAIVE BAYES 219/94 0,43 0,61

HARMONICS       O normal (_1) 
vs O flexion (_3)

H2O RANDOM 
FOREST

219/94 0,57 0,29

HARMONICS  O normal (_1) vs 
O extension (_2)

H2O NAIVE BAYES 219/94 0,49 0,44

HARMONICS    O flexion(_3) vs 
O extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,71 0,67

HARMONICS   O all positions H2O RANDOM 
FOREST

219/94 0,58 0,74

HARMONICS      U normal (_1) vs 
U flexion (_3)

H2O NAIVE BAYES 219/94 0,31 0,52

HARMONICS     U normal (_1) vs 
U extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,58 0,40

HARMONICS     U flexion (_3) vs 
U extension (_2)

H2O RANDOM 
FOREST

219/94 0,28 0,53

HARMONICS      U all positions H2O RANDOM 
FOREST

219/94 0,24 0,46

Spectral+ Descriptive data all 
vocals

H2O GRADIENT 
BOOSTING

219/94 0,66 0,64

SPectral+ Descriptive data A 
normal

H2O RANDOM 
FOREST

219/94 0,72 0,66

SPectral+ Descriptive data O 
extension

H2O RANDOM 
FOREST

219/94 0,71 0,61

SPectral+ Descriptive data  O 
flexion

H2O NAIVE BAYES 219/94 0,78 0,66

Spectral+ Descriptive data A 
flexion vs A extension

H2O RANDOM 
FOREST

219/94 0,66 0,61
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ACCURACY

DATASET (PARAMETERS 
COMBINATION)

TYPE OF CASES BEST MODEL N 
PATIENTS 

TRAINING 
70% 

TESTING 
30%

SPectral+ Descriptive data  E 
flexion vs E extension

H2O NAIVE BAYES 219/94 0,72 0,65

Voice parameters + Descriptive 
data all vocals

H2O GENERALISED 
LINEAR MODEL

219/94 0,65 0,45

Voice parameters + Descriptive 
data A normal

H2O GENERALISED 
LINEAR MODEL

219/94 0,75 0,65

Voice parameters + Descriptive 
data O extension

H2O GRADIENT 
BOOSTING

219/94 0,74 0,64

Voice parameters + Descriptive 
data O flexion

H2O RANDOM 
FOREST

219/94 0,74 0,71

Voice parameters + Descriptive 
data A flexion vs A extension

H2O GENERALISED 
LINEAR MODEL

219/94 0,74 0,54

Voice parameters + Descriptive 
data E flexion vs E extension

H2O NAIVE BAYES 219/94 0,78 0,51

Voice parameters + Descriptive 
data O flexion vs O extension

H2O NAIVE BAYES 219/94 0,81 0,51

Voice parameters + Descriptive 
data all vocals

Only Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,80 0,86

Voice parameters + Descriptive 
data A normal

Only Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 0,79 0,81

Voice parameters + Descriptive 
data O extension

Only Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 0,73 0,84

Voice parameters + Descriptive 
data O flexion

Only Cormack 1 
and 4

H2O NAIVE BAYES 100/43 0,93 0,81

Voice parameters + Descriptive 
data A flexion vs A extension

Only Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 0,81 0,84

Voice parameters + Descriptive 
data E flexion vs E extension

Only Cormack 1 
and 4

H2O GRADIENT 
BOOSTING

100/43 0,71 0,91

Voice parameters + Descriptive 
data O flexion vs O extension

Only Cormack 1 
and 4

H2O NAIVE BAYES 100/43 0,93 0,81
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11.13. ANNEX 13. Full table 14 Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, for precision and recall values for the training 
group and the testing group respectively. 

DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data         All 
vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,40 0,68 0,27 0,89

HARMONICS + 
Descriptive data         A 
normal (_1)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,42 0,69 0,32 0,79

HARMONICS + 
Descriptive data        A 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,62 0,51 0,37 0,74

HARMONICS + 
Descriptive data     A 
flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,54 0,56 0,33 0,89

HARMONICS + 
Descriptive data       E 
normal (_1)

H2O GRADIENT 
BOOSTING

219/94 0,59 0,53 0,33 0,95

HARMONICS + 
Descriptive data    E 
extension  (_2)

H2O NAIVE 
BAYES

219/94 0,50 0,66 0,31 0,89

HARMONICS + 
Descriptive data    E 
flexion (_3)

H2O NAIVE 
BAYES

219/94 0,48 0,66 0,31 0,79

HARMONICS + 
Descriptive data       I 
normal (_1)

H2O RANDOM 
FOREST

219/94 0,50 0,86 0,33 0,95

HARMONICS + 
Descriptive data    I 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,50 0,79 0,32 0,89

HARMONICS + 
Descriptive data       I 
flexion (_3)

H2O NAIVE 
BAYES

219/94 0,47 0,66 0,33 0,79

HARMONICS + 
Descriptive data      O 
normal (_1)

H2O RANDOM 
FOREST

219/94 0,53 0,79 0,30 0,95
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data      O 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,51 0,72 0,32 0,84

HARMONICS + 
Descriptive data       O 
flexion(_3)

H2O NAIVE 
BAYES

219/94 0,46 0,75 0,29 0,95

HARMONICS + 
Descriptive data     U 
normal (_1)

H2O RANDOM 
FOREST

219/94 0,53 0,73 0,35 0,95

HARMONICS + 
Descriptive data     U 
extension 2)

H2O RANDOM 
FOREST

219/94 0,57 0,75 0,32 0,95

HARMONICS + 
Descriptive data      U 
Flexion (_3)

H2O RANDOM 
FOREST

219/94 0,45 0,78 0,31 0,84

HARMONICS + 
Descriptive data     A 
normal (_1) vs A flexion 
(_3)

H2O RANDOM 
FOREST

219/94 0,44 0,78 0,37 0,74

HARMONICS + 
Descriptive data      A 
normal (_1) vs A extension 
(_2)

H2O RANDOM 
FOREST

219/94 0,64 0,68 0,34 0,79

HARMONICS + 
Descriptive data       A 
flexion (_3) vs A extension 
(_2)

H2O RANDOM 
FOREST

219/94 0,50 0,73 0,33 0,89

HARMONICS + 
Descriptive data       A all 
positions

H2O RANDOM 
FOREST

219/94 0,62 0,75 0,31 0,95

HARMONICS  + 
Descriptive data   E 
normal (_1) vs E flexion 
(_3)

H2O NAIVE 
BAYES

219/94 0,49 0,69 0,31 0,89

HARMONICS + 
Descriptive data       E 
normal (_1) vs E 
extension(_2)

H2O RANDOM 
FOREST

219/94 0,48 0,85 0,29 0,95
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS  + 
Descriptive data    E 
flexion (_2) vs E extension 
(_3)

H2O NAIVE 
BAYES

219/94 0,58 0,65 0,30 0,84

HARMONICS  + 
Descriptive data     E all 
positions

H2O NAIVE 
BAYES

219/94 0,47 0,74 0,31 0,84

HARMONICS + 
Descriptive data       I 
normal (_1) vs I flexion 
(_3)

H2O GRADIENT 
BOOSTING

219/94 0,70 0,48 0,36 0,95

HARMONICS + 
Descriptive data    I 
normal (_1) vs I 
extension(_2)

H2O GRADIENT 
BOOSTING

219/94 0,59 0,51 0,36 0,79

HARMONICS + 
Descriptive data    I flexion 
(_3) vs I extension (_2)

H2O RANDOM 
FOREST

219/94 0,52 0,79 0,33 0,89

HARMONICS + 
Descriptive data   I all 
positions

H2O NAIVE 
BAYES

219/94 0,43 0,72 0,31 0,89

HARMONICS  + 
Descriptive data     O 
normal (_1) vs O flexion 
(_3)

H2O GRADIENT 
BOOSTING

219/94 0,50 0,47 0,30 0,95

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,37 0,85 0,36 0,74

HARMONICS + 
Descriptive data    O 
flexion(_3) vs O extension 
(_2)

H2O GRADIENT 
BOOSTING

219/94 0,37 0,53 0,28 0,89

HARMONICS + 
Descriptive data  O all 
positions

H2O GRADIENT 
BOOSTING

219/94 0,60 0,49 0,31 0,89

HARMONICS  + 
Descriptive data      U 
normal (_1) vs U flexion 
(_3)

H2O RANDOM 
FOREST

219/94 0,38 0,78 0,29 0,95
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data       U 
normal (_1) vs U extension 
(_2)

H2O RANDOM 
FOREST

219/94 0,36 0,88 0,29 0,79

HARMONICS + 
Descriptive data      U 
flexion (_3) vs U extension 
(_2)

H2O NAIVE 
BAYES

219/94 0,42 0,71 0,31 0,58

HARMONICS + 
Descriptive data     U all 
positions

H2O NAIVE 
BAYES

219/94 0,44 0,67 0,30 0,74

HARMONICS+ decriptive 
data all vocals

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,43 0,65 0,25 0,84

HARMONICS + 
Descriptive data         A 
normal (_1)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,34 0,75 0,28 0,95

HARMONICS + 
Descriptive data        A 
extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,50 0,52 0,30 0,84

HARMONICS + 
Descriptive data     A 
flexion (_3)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,38 0,87 0,25 0,84

HARMONICS + 
Descriptive data       E 
normal (_1)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,39 0,80 0,26 0,84

HARMONICS + 
Descriptive data       I 
normal (_1)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,47 0,55 0,24 0,79

HARMONICS + 
Descriptive data    I 
extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,52 0,42 0,23 0,89

HARMONICS + 
Descriptive data      O 
normal (_1)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,38 0,83 0,29 0,95

HARMONICS + 
Descriptive data      O 
extension (_2)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,48 0,60 0,24 0,95

HARMONICS + 
Descriptive data       O 
flexion(_3)

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,70 0,53 0,23 0,79
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data     U 
normal (_1)

Overweight 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,46 0,70 0,26 0,95

HARMONICS + 
Descriptive data     U 
extension 2)

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,52 0,58 0,23 0,95

HARMONICS + 
Descriptive data      U 
Flexion (_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,35 0,87 0,28 1,00

HARMONICS + 
Descriptive data     A 
normal (_1) vs A flexion 
(_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,45 0,66 0,28 1,00

HARMONICS + 
Descriptive data      A 
normal (_1) vs A extension 
(_2)

Overweight 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,41 0,77 0,28 0,95

HARMONICS + 
Descriptive data       A 
flexion (_3) vs A extension 
(_2)

Overweight 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,43 0,62 0,25 0,89

HARMONICS + 
Descriptive data       A all 
positions

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,34 0,81 0,28 1,00

HARMONICS + 
Descriptive data   E 
normal (_1) vs E flexion 
(_3)

Overweight 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,52 0,59 0,28 0,89

HARMONICS + 
Descriptive data       E 
normal (_1) vs E extension 
(_2)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,39 0,67 0,32 0,74

HARMONICS + 
Descriptive data    E 
flexion (_2) vs E extension 
(_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,37 0,70 0,28 0,95

HARMONICS + 
Descriptive data     E all 
positions

Overweight 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,47 0,69 0,30 0,68
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data       I 
normal (_1) vs I flexion 
(_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,78 0,28 1,00

HARMONICS + 
Descriptive data    I 
normal (_1) vs I extension 
(_2)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,89 0,28 1,00

HARMONICS + 
Descriptive data   I all 
positions

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,89 0,28 1,00

HARMONICS + 
Descriptive data      U 
normal (_1) vs U flexion 
(_3)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,86 0,28 1,00

HARMONICS + 
Descriptive data       U 
normal (_1) vs U extension 
(_2)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,85 0,28 1,00

HARMONICS + 
Descriptive data      U 
flexion (_3) vs U extension 
(_2)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,38 0,79 0,27 1,00

HARMONICS + 
Descriptive data     U all 
positions

Overweight 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,49 0,59 0,25 0,89

HARMONICS+ decriptive 
data all vocals

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,53 0,61 1,00 0,60

HARMONICS + 
Descriptive data         A 
normal (_1)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,26 0,85 0,40 0,80

HARMONICS + 
Descriptive data        A 
extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,65 0,56 0,36 0,80

HARMONICS + 
Descriptive data     A 
flexion (_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,29 0,92 0,36 0,80

HARMONICS + 
Descriptive data       E 
normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,47 0,80 0,50 0,80



— 304 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS  + 
Descriptive data    E 
extension  (_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,53 0,50 0,44 0,80

HARMONICS + 
Descriptive data    E 
flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,77 0,76 0,33 0,80

HARMONICS + 
Descriptive data       I 
normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,47 0,84 0,40 0,80

HARMONICS + 
Descriptive data    I 
extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,88 0,68 0,31 0,80

HARMONICS + 
Descriptive data       I 
flexion(_3)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,46 0,55 0,67 0,80

HARMONICS + 
Descriptive data      O 
normal (_1)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,60 0,69 0,44 0,80

HARMONICS + 
Descriptive data      O 
extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,31 0,95 0,33 0,80

HARMONICS + 
Descriptive data       O 
flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,76 0,76 0,31 0,80

HARMONICS + 
Descriptive data     U 
normal (_1)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,34 0,56 0,50 0,80

HARMONICS + 
Descriptive data     U 
extension 2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,62 0,69 0,40 0,80

HARMONICS + 
Descriptive data      U 
Flexion (_3)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,77 0,71 0,31 0,80

HARMONICS + 
Descriptive data     A 
normal (_1) vs A flexion 
(_3)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,59 0,69 0,36 0,80

HARMONICS + 
Descriptive data      A 
normal (_1) vs A extension 
(_2)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,69 0,73 0,36 0,80
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data       A 
flexion (_3) vs A extension 
(_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,67 0,61 0,67 0,80

HARMONICS + 
Descriptive data       A all 
positions

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,39 0,62 0,75 0,60

HARMONICS + 
Descriptive data   E 
normal (_1) vs E flexion 
(_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,38 0,62 0,40 0,80

HARMONICS + 
Descriptive data       E 
normal (_1) vs E extension 
(_2)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,79 0,74 0,31 0,80

HARMONICS + 
Descriptive data    E 
flexion (_2) vs E extension 
(_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,33 0,79 0,33 0,80

HARMONICS + 
Descriptive data     E all 
positions

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,88 0,78 0,36 0,80

HARMONICS + 
Descriptive data       I 
normal (_1) vs I flexion 
(_3)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,67 0,69 0,33 0,80

HARMONICS + 
Descriptive data    I 
normal (_1) vs I extension 
(_2)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,61 0,82 0,31 0,80

HARMONICS + 
Descriptive data    I flexion 
(_3) vs I extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,79 0,68 0,31 0,80

HARMONICS + 
Descriptive data   I all 
positions

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,29 0,78 0,33 0,80

HARMONICS  + 
Descriptive data     O 
normal (_1) vs O flexion 
(_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,32 0,79 0,36 0,80
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS + 
Descriptive data    O 
normal (_1) vs O 
extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,32 0,84 0,31 0,80

HARMONICS + 
Descriptive data    O 
flexion(_3) vs O extension 
(_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,49 0,88 0,27 0,80

HARMONICS + 
Descriptive data  O all 
positions

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,75 0,83 0,33 0,80

HARMONICS  + 
Descriptive data      U 
normal (_1) vs U flexion 
(_3)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,52 0,71 0,40 0,80

HARMONICS + 
Descriptive data       U 
normal (_1) vs U extension 
(_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,59 0,78 0,40 0,80

HARMONICS + 
Descriptive data      U 
flexion (_3) vs U extension 
(_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,40 0,89 0,33 0,80

HARMONICS + 
Descriptive data     U all 
positions

Cormack 1 
and 4 cases

H2O NAIVE 
BAYES

100/43 0,81 0,83 0,36 0,80

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,46 0,67 0,30 0,68

HARMONICS      All vocals H2O NAIVE 
BAYES

219/94 0,26 0,79 0,27 0,84

HARMONICS         A 
normal (_1)

H2O NAIVE 
BAYES

219/94 0,21 0,94 0,33 0,84

HARMONICS         A 
extension (_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,36 0,79 0,23 0,95

HARMONICS    A flexion 
(_3)

H2O NAIVE 
BAYES

219/94 0,21 0,98 0,37 0,68

HARMONICS    E normal 
(_1)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,30 0,69 0,34 0,74
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS     E 
extension  (_2)

H2O RANDOM 
FOREST

219/94 0,38 0,74 0,27 0,74

HARMONICS    E 
flexion(_3)

H2O GRADIENT 
BOOSTING

219/94 0,46 0,46 0,29 0,68

HARMONICS      I normal 
(_1)

H2O NAIVE 
BAYES

219/94 0,34 0,72 0,27 0,74

HARMONICS    I extension 
(_2)

H2O GRADIENT 
BOOSTING

219/94 0,36 0,60 0,26 0,74

HARMONICS      I 
flexion(_3)

H2O NAIVE 
BAYES

219/94 0,26 0,75 0,29 0,84

HARMONICS     O normal 
(_1)

H2O GRADIENT 
BOOSTING

219/94 0,28 0,62 0,30 0,89

HARMONICS     O 
extension (_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,26 0,81 0,23 1,00

HARMONICS       O 
flexion(_3)

H2O GRADIENT 
BOOSTING

219/94 0,33 0,61 0,26 0,84

HARMONICS    U normal 
(_1)

H2O NAIVE 
BAYES

219/94 0,34 0,67 0,30 0,84

HARMONICS     U 
extension 2)

H2O NAIVE 
BAYES

219/94 0,44 0,76 0,23 0,95

HARMONICS   U Flexion 
(_3)

H2O RANDOM 
FOREST

219/94 0,26 0,92 0,25 0,95

HARMONICS     A normal 
(_1) vs A flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,23 1,00 0,26 0,89

HARMONICS    A normal 
(_1) vs A extension (_2)

H2O NAIVE 
BAYES

219/94 0,22 0,94 0,31 0,79

HARMONICS        A flexion 
(_3) vs A extension (_2)

H2O NAIVE 
BAYES

219/94 0,26 0,71 0,38 0,84

HARMONICS     A all 
positions

H2O NAIVE 
BAYES

219/94 0,41 0,78 0,39 0,68

HARMONICS     E normal 
(_1) vs E flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,24 0,96 0,44 0,63

HARMONICS     E normal 
(_1) vs E extension(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,30 0,68 0,26 0,95

HARMONICS     E flexion 
(_2) vs E extension (_3)

H2O GRADIENT 
BOOSTING

219/94 0,37 0,63 0,28 0,68
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

HARMONICS     E all 
positions

H2O NAIVE 
BAYES

219/94 0,40 0,55 0,33 0,68

HARMONICS      I normal 
(_1) vs I flexion (_3)

H2O NAIVE 
BAYES

219/94 0,26 0,88 0,27 0,84

HARMONICS   I normal 
(_1) vs I extension(_2)

H2O NAIVE 
BAYES

219/94 0,29 0,84 0,33 0,68

HARMONICS I flexion (_3) 
vs I extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,48 0,47 0,25 0,84

HARMONICS    I all 
positions

H2O NAIVE 
BAYES

219/94 0,26 0,90 0,30 0,74

HARMONICS       O 
normal (_1) vs O flexion 
(_3)

H2O RANDOM 
FOREST

219/94 0,33 0,68 0,21 0,95

HARMONICS  O normal 
(_1) vs O extension (_2)

H2O NAIVE 
BAYES

219/94 0,31 0,88 0,23 0,79

HARMONICS    O 
flexion(_3) vs O extension 
(_2)

H2O GRADIENT 
BOOSTING

219/94 0,50 0,47 0,33 0,63

HARMONICS   O all 
positions

H2O RANDOM 
FOREST

219/94 0,37 0,66 0,38 0,42

HARMONICS      U normal 
(_1) vs U flexion (_3)

H2O NAIVE 
BAYES

219/94 0,23 0,92 0,29 0,95

HARMONICS     U normal 
(_1) vs U extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,30 0,57 0,24 0,89

HARMONICS     U flexion 
(_3) vs U extension (_2)

H2O RANDOM 
FOREST

219/94 0,22 0,97 0,26 0,74

HARMONICS      U all 
positions

H2O RANDOM 
FOREST

219/94 0,21 0,21 0,21 0,21

Spectral+ Descriptive 
data all vocals

H2O GRADIENT 
BOOSTING

219/94 0,34 0,64 0,32 0,68

SPectral+ Descriptive data 
A normal

H2O RANDOM 
FOREST

219/94 0,41 0,77 0,35 0,79

SPectral+ Descriptive data 
O extension

H2O RANDOM 
FOREST

219/94 0,41 0,78 0,30 0,74

SPectral+ Descriptive data  
O flexion

H2O NAIVE 
BAYES

219/94 0,50 0,57 0,34 0,74

Spectral+ Descriptive 
data A flexion vs A 
extension

H2O RANDOM 
FOREST

219/94 0,40 0,86 0,33 0,89

SPectral+ Descriptive data  
E flexion vs E extension

H2O NAIVE 
BAYES

219/94 0,45 0,71 0,33 0,68
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DATASET (PARAMETERS 
COMBINATION)

TYPE OF 
CASES

BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

Precision Recall Precision Recall

Voice parameters + 
Descriptive data all vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,33 0,70 0,27 1,00

Voice parameters + 
Descriptive data A normal

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,44 0,61 0,32 0,63

Voice parameters + 
Descriptive data O 
extension

H2O GRADIENT 
BOOSTING

219/94 0,52 0,51 0,33 0,74

Voice parameters + 
Descriptive data O flexion

H2O RANDOM 
FOREST

219/94 0,47 0,83 0,38 0,63

Voice parameters + 
Descriptive data A flexion 
vs A extension

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,43 0,75 0,29 0,84

Voice parameters + 
Descriptive data E flexion 
vs E extension

H2O NAIVE 
BAYES

219/94 0,47 0,58 0,28 0,89

Voice parameters + 
Descriptive data O flexion 
vs O extension

H2O NAIVE 
BAYES

219/94 0,62 0,47 0,28 0,89

Voice parameters + 
Descriptive data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,68 0,73 0,44 0,80

Voice parameters + 
Descriptive data A normal

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,35 0,69 0,36 0,80

Voice parameters + 
Descriptive data O 
extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,37 0,78 0,40 0,80

Voice parameters + 
Descriptive data O flexion

Only 
Cormack 1 
and 4

H2O NAIVE 
BAYES

100/43 0,84 0,71 0,36 0,80

Voice parameters + 
Descriptive data A flexion 
vs A extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,38 0,78 0,40 0,80

Voice parameters + 
Descriptive data E flexion 
vs E extension

Only 
Cormack 1 
and 4

H2O GRADIENT 
BOOSTING

100/43 0,29 0,66 0,57 0,80

Voice parameters + 
Descriptive data O flexion 
vs O extension

Only 
Cormack 1 
and 4

H2O NAIVE 
BAYES

100/43 0,75 0,78 0,36 0,80
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11.14. ANNEX 14. Full Table 15. Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, for AUC and Pr AUC values for the training 
group and the testing group respectively (Simplified)

DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data         All vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,55 0,33 0,62 0,27

HARMONICS + Descriptive 
data         A normal (_1)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,60 0,32 0,67 0,27

HARMONICS + Descriptive 
data        A extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,60 0,39 0,71 0,31

HARMONICS + Descriptive 
data     A flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,61 0,40 0,67 0,27

HARMONICS + Descriptive 
data       E normal (_1)

H2O GRADIENT 
BOOSTING

219/94 0,61 0,42 0,69 0,30

HARMONICS  + Descriptive 
data    E extension  (_2)

H2O NAIVE BAYES 219/94 0,62 0,41 0,67 0,26

HARMONICS + Descriptive 
data    E flexion(_3)

H2O NAIVE BAYES 219/94 0,61 0,38 0,65 0,24

HARMONICS + Descriptive 
data       I normal (_1)

H2O RANDOM 
FOREST

219/94 0,62 0,41 0,71 0,30

HARMONICS + Descriptive 
data    I extension (_2)

H2O RANDOM 
FOREST

219/94 0,62 0,44 0,70 0,29

HARMONICS + Descriptive 
data       I flexion(_3)

H2O NAIVE BAYES 219/94 0,61 0,39 0,67 0,25

HARMONICS + Descriptive 
data      O normal (_1)

H2O RANDOM 
FOREST

219/94 0,62 0,45 0,69 0,31

HARMONICS + Descriptive 
data      O extension (_2)

H2O RANDOM 
FOREST

219/94 0,62 0,38 0,70 0,29

HARMONICS + Descriptive 
data       O flexion(_3)

H2O NAIVE BAYES 219/94 0,62 0,39 0,66 0,25

HARMONICS + Descriptive 
data     U normal (_1)

H2O RANDOM 
FOREST

219/94 0,62 0,43 0,74 0,33

HARMONICS + Descriptive 
data     U extension 2)

H2O RANDOM 
FOREST

219/94 0,62 0,41 0,74 0,34

HARMONICS + Descriptive 
data      U Flexion (_3)

H2O RANDOM 
FOREST

219/94 0,61 0,35 0,68 0,29
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

H2O RANDOM 
FOREST

219/94 0,62 0,38 0,71 0,30

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,61 0,46 0,68 0,26

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,61 0,39 0,66 0,25

HARMONICS + Descriptive 
data       A all positions

H2O RANDOM 
FOREST

219/94 0,61 0,47 0,69 0,28

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

H2O NAIVE BAYES 219/94 0,62 0,41 0,68 0,26

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

H2O RANDOM 
FOREST

219/94 0,62 0,43 0,68 0,27

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

H2O NAIVE BAYES 219/94 0,62 0,44 0,67 0,28

HARMONICS  + Descriptive 
data     E all positions

H2O NAIVE BAYES 219/94 0,62 0,42 0,68 0,26

HARMONICS + Descriptive 
data       I normal (_1) vs I flexion 
(_3)

H2O GRADIENT 
BOOSTING

219/94 0,61 0,38 0,72 0,30

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

H2O GRADIENT 
BOOSTING

219/94 0,61 0,41 0,69 0,28

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,62 0,42 0,73 0,34

HARMONICS + Descriptive 
data   I all positions

H2O NAIVE BAYES 219/94 0,61 0,38 0,67 0,26

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,59 0,28 0,61 0,24

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,61 0,33 0,70 0,29
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,62 0,27 0,63 0,25

HARMONICS + Descriptive 
data  O all positions

H2O GRADIENT 
BOOSTING

219/94 0,58 0,30 0,70 0,30

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

H2O RANDOM 
FOREST

219/94 0,67 0,31 0,59 0,22

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,67 0,28 0,64 0,28

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

H2O NAIVE BAYES 219/94 0,70 0,36 0,60 0,24

HARMONICS + Descriptive 
data     U all positions

H2O NAIVE BAYES 219/94 0,68 0,36 0,64 0,26

HARMONICS+ decriptive data 
all vocals

Overweight 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,67 0,34 0,62 0,27

HARMONICS + Descriptive 
data         A normal (_1)

Overweight 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,71 0,33 0,63 0,26

HARMONICS + Descriptive 
data        A extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,61 0,29 0,60 0,23

HARMONICS + Descriptive 
data     A flexion (_3)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,73 0,31 0,55 0,20

HARMONICS + Descriptive 
data       E normal (_1)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,73 0,31 0,56 0,21

HARMONICS + Descriptive 
data       I normal (_1)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,67 0,33 0,50 0,20

HARMONICS + Descriptive 
data    I extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,63 0,32 0,53 0,20

HARMONICS + Descriptive 
data      O normal (_1)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,73 0,34 0,64 0,26

HARMONICS + Descriptive 
data      O extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,68 0,35 0,53 0,21

HARMONICS + Descriptive 
data       O flexion(_3)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,75 0,43 0,49 0,20

HARMONICS + Descriptive 
data     U normal (_1)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 0,74 0,37 0,59 0,22
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data     U extension 2)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,73 0,37 0,54 0,22

HARMONICS + Descriptive 
data      U Flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,73 0,33 0,64 0,27

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,69 0,32 0,63 0,27

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 0,74 0,38 0,61 0,23

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 0,70 0,35 0,58 0,22

HARMONICS + Descriptive 
data       A all positions

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,69 0,33 0,66 0,29

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 0,74 0,39 0,63 0,24

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,34 0,70 0,31

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,34 0,67 0,29

HARMONICS  + Descriptive 
data     E all positions

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 0,74 0,39 0,63 0,24

HARMONICS + Descriptive 
data       I normal (_1) vs I flexion 
(_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,72 0,33 0,64 0,27

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,33 0,64 0,27

HARMONICS + Descriptive 
data   I all positions

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,33 0,64 0,27

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,73 0,33 0,64 0,28



— 314 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,70 0,33 0,64 0,26

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,73 0,35 0,66 0,28

HARMONICS + Descriptive 
data     U all positions

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,60 0,29 0,58 0,22

HARMONICS+ decriptive data 
all vocals

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,73 0,15 0,83 0,51

HARMONICS + Descriptive 
data         A normal (_1)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,62 0,16 0,84 0,30

HARMONICS + Descriptive 
data        A extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,68 0,20 0,85 0,30

HARMONICS + Descriptive 
data     A flexion (_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,67 0,18 0,85 0,29

HARMONICS + Descriptive 
data       E normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,77 0,16 0,83 0,32

HARMONICS  + Descriptive 
data    E extension  (_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,63 0,10 0,88 0,27

HARMONICS + Descriptive 
data    E flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,85 0,23 0,83 0,21

HARMONICS + Descriptive 
data       I normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,70 0,14 0,85 0,30

HARMONICS + Descriptive 
data    I extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,85 0,22 0,79 0,18

HARMONICS + Descriptive 
data       I flexion(_3)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,65 0,11 0,94 0,52

HARMONICS + Descriptive 
data      O normal (_1)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,75 0,28 0,86 0,32

HARMONICS + Descriptive 
data      O extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,70 0,19 0,82 0,27

HARMONICS + Descriptive 
data       O flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,85 0,22 0,76 0,20

HARMONICS + Descriptive 
data     U normal (_1)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,51 0,16 0,83 0,34
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS + Descriptive 
data     U extension 2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,78 0,29 0,83 0,28

HARMONICS + Descriptive 
data      U Flexion (_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,84 0,22 0,80 0,21

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,75 0,19 0,82 0,23

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,82 0,23 0,82 0,27

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 0,55 0,09 0,86 0,35

HARMONICS + Descriptive 
data       A all positions

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,64 0,18 0,91 0,40

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,66 0,17 0,84 0,30

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,88 0,26 0,81 0,20

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,59 0,16 0,82 0,27

HARMONICS  + Descriptive 
data     E all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,85 0,32 0,84 0,23

HARMONICS + Descriptive 
data       I normal (_1) vs I flexion 
(_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,87 0,23 0,81 0,21

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,86 0,21 0,79 0,19

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,87 0,23 0,81 0,19

HARMONICS + Descriptive 
data   I all positions

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,68 0,17 0,83 0,27
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,66 0,18 0,82 0,26

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,63 0,18 0,83 0,27

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,68 0,14 0,73 0,16

HARMONICS + Descriptive 
data  O all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,91 0,29 0,83 0,23

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,68 0,13 0,79 0,22

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

Cormack 1 
and 4 cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,77 0,29 0,84 0,26

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

Cormack 1 
and 4 cases

H2O RANDOM 
FOREST

100/43 0,82 0,25 0,81 0,20

HARMONICS + Descriptive 
data     U all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 0,90 0,31 0,82 0,22

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,69 0,34 0,56 0,22

HARMONICS      All vocals H2O NAIVE BAYES 219/94 0,50 0,20 0,63 0,29

HARMONICS         A normal (_1) H2O NAIVE BAYES 219/94 0,39 0,16 0,71 0,33

HARMONICS         A extension 
(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,60 0,29 0,47 0,18

HARMONICS    A flexion (_3) H2O NAIVE BAYES 219/94 0,43 0,19 0,63 0,28

HARMONICS    E normal (_1) H2O 
GENERALISED 
LINEAR MODEL

219/94 0,55 0,23 0,66 0,27

HARMONICS     E extension  
(_2)

H2O RANDOM 
FOREST

219/94 0,54 0,24 0,58 0,23

HARMONICS    E flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,65 0,33 0,61 0,25

HARMONICS      I normal (_1) H2O NAIVE BAYES 219/94 0,59 0,27 0,65 0,36

HARMONICS    I extension (_2) H2O GRADIENT 
BOOSTING

219/94 0,50 0,22 0,57 0,23
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS      I flexion(_3) H2O NAIVE BAYES 219/94 0,50 0,21 0,65 0,29

HARMONICS     O normal (_1) H2O GRADIENT 
BOOSTING

219/94 0,55 0,22 0,62 0,23

HARMONICS     O extension 
(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,53 0,24 0,56 0,23

HARMONICS       O flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,52 0,23 0,59 0,20

HARMONICS    U normal (_1) H2O NAIVE BAYES 219/94 0,53 0,23 0,64 0,29

HARMONICS     U extension 2) H2O NAIVE BAYES 219/94 0,55 0,27 0,52 0,20

HARMONICS   U Flexion (_3) H2O RANDOM 
FOREST

219/94 0,44 0,18 0,55 0,21

HARMONICS     A normal (_1) vs 
A flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,45 0,17 0,61 0,24

HARMONICS    A normal (_1) vs 
A extension (_2)

H2O NAIVE BAYES 219/94 0,42 0,17 0,65 0,25

HARMONICS        A flexion (_3) 
vs A extension (_2)

H2O NAIVE BAYES 219/94 0,46 0,20 0,69 0,28

HARMONICS     A all positions H2O NAIVE BAYES 219/94 0,43 0,19 0,64 0,25

HARMONICS     E normal (_1) vs 
E flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,58 0,24 0,70 0,32

HARMONICS     E normal (_1) vs 
E extension(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,54 0,23 0,64 0,28

HARMONICS     E flexion (_2) vs 
E extension (_3)

H2O GRADIENT 
BOOSTING

219/94 0,61 0,26 0,56 0,22

HARMONICS     E all positions H2O NAIVE BAYES 219/94 0,53 0,25 0,66 0,31

HARMONICS      I normal (_1) vs 
I flexion (_3)

H2O NAIVE BAYES 219/94 0,51 0,20 0,65 0,32

HARMONICS   I normal (_1) vs I 
extension(_2)

H2O NAIVE BAYES 219/94 0,57 0,26 0,66 0,30

HARMONICS I flexion (_3) vs I 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,53 0,25 0,59 0,25

HARMONICS    I all positions H2O NAIVE BAYES 219/94 0,56 0,24 0,65 0,29

HARMONICS       O normal (_1) 
vs O flexion (_3)

H2O RANDOM 
FOREST

219/94 0,55 0,23 0,46 0,24
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

HARMONICS  O normal (_1) vs 
O extension (_2)

H2O NAIVE BAYES 219/94 0,57 0,25 0,55 0,22

HARMONICS    O flexion(_3) vs 
O extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,55 0,24 0,62 0,32

HARMONICS   O all positions H2O RANDOM 
FOREST

219/94 0,53 0,24 0,58 0,30

HARMONICS      U normal (_1) 
vs U flexion (_3)

H2O NAIVE BAYES 219/94 0,42 0,19 0,67 0,29

HARMONICS     U normal (_1) 
vs U extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,48 0,20 0,49 0,18

HARMONICS     U flexion (_3) vs 
U extension (_2)

H2O RANDOM 
FOREST

219/94 0,48 0,17 0,61 0,25

HARMONICS      U all positions H2O RANDOM 
FOREST

219/94 0,42 0,17 0,59 0,23

Spectral+ Descriptive data all 
vocals

H2O GRADIENT 
BOOSTING

219/94 0,56 0,22 0,60 0,27

SPectral+ Descriptive data A 
normal

H2O RANDOM 
FOREST

219/94 0,74 0,33 0,70 0,30

SPectral+ Descriptive data O 
extension

H2O RANDOM 
FOREST

219/94 0,73 0,32 0,65 0,26

SPectral+ Descriptive data  O 
flexion

H2O NAIVE BAYES 219/94 0,70 0,31 0,67 0,23

Spectral+ Descriptive data A 
flexion vs A extension

H2O RANDOM 
FOREST

219/94 0,68 0,30 0,69 0,29

SPectral+ Descriptive data  E 
flexion vs E extension

H2O NAIVE BAYES 219/94 0,70 0,29 0,69 0,21

Voice parameters + Descriptive 
data all vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,51 0,28 0,61 0,23

Voice parameters + Descriptive 
data A normal

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,71 0,31 0,62 0,24

Voice parameters + Descriptive 
data O extension

H2O GRADIENT 
BOOSTING

219/94 0,65 0,35 0,64 0,25

Voice parameters + Descriptive 
data O flexion

H2O RANDOM 
FOREST

219/94 0,77 0,38 0,67 0,28

Voice parameters + Descriptive 
data A flexion vs A extension

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,75 0,36 0,64 0,24

Voice parameters + Descriptive 
data E flexion vs E extension

H2O NAIVE BAYES 219/94 0,67 0,35 0,62 0,23
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DATASET  ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

AUC Pr AUC AUC Pr AUC

Voice parameters + Descriptive 
data O flexion vs O extension

H2O NAIVE BAYES 219/94 0,69 0,37 0,61 0,23

Voice parameters + Descriptive 
data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,76 0,14 0,75 0,25

Voice parameters + Descriptive 
data A normal

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,69 0,18 0,82 0,26

Voice parameters + Descriptive 
data O extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,68 0,19 0,87 0,32

Voice parameters + Descriptive 
data O flexion

Only 
Cormack 1 
and 4

H2O NAIVE BAYES 100/43 0,86 0,20 0,84 0,23

Voice parameters + Descriptive 
data A flexion vs A extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,78 0,23 0,86 0,30

Voice parameters + Descriptive 
data E flexion vs E extension

Only 
Cormack 1 
and 4

H2O GRADIENT 
BOOSTING

100/43 0,60 0,15 0,86 0,35

Voice parameters + Descriptive 
data O flexion vs O extension

Only 
Cormack 1 
and 4

H2O NAIVE BAYES 100/43 0,88 0,23 0,84 0,23
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11.15. ANNEX 15. Full Table 16. Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, for F1 and Log loss values for the training group 
and the testing group respectively. 

DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data         
All vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,48 0,60 0,41 0,54

HARMONICS + Descriptive data         
A normal (_1)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,61 0,45 0,49

HARMONICS + Descriptive data        
A extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,52 0,53 0,49 0,48

HARMONICS + Descriptive data     
A flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,54 0,54 0,49 0,56

HARMONICS + Descriptive data       
E normal (_1)

H2O GRADIENT 
BOOSTING

219/94 0,54 0,51 0,49 0,53

HARMONICS  + Descriptive data    
E extension  (_2)

H2O NAIVE 
BAYES

219/94 0,56 0,86 0,46

HARMONICS + Descriptive data    
E flexion(_3)

H2O NAIVE 
BAYES

219/94 0,54 0,88 0,44 0,98

HARMONICS + Descriptive data       
I normal (_1)

H2O RANDOM 
FOREST

219/94 0,61 0,51 0,49 0,52

HARMONICS + Descriptive data    
I extension (_2)

H2O RANDOM 
FOREST

219/94 0,60 0,55 0,47 0,56

HARMONICS + Descriptive data       
I flexion(_3)

H2O NAIVE 
BAYES

219/94 0,54 0,82 0,47 0,91

HARMONICS + Descriptive data      
O normal (_1)

H2O RANDOM 
FOREST

219/94 0,62 0,45 0,45 0,48

HARMONICS + Descriptive data      
O extension (_2)

H2O RANDOM 
FOREST

219/94 0,57 0,60 0,46 0,47

HARMONICS + Descriptive data       
O flexion(_3)

H2O NAIVE 
BAYES

219/94 0,56 0,89 0,44

HARMONICS + Descriptive data     
U normal (_1)

H2O RANDOM 
FOREST

219/94 0,62 0,55 0,51 0,54

HARMONICS + Descriptive data     
U extension 2)

H2O RANDOM 
FOREST

219/94 0,61 0,51 0,48 0,52

HARMONICS + Descriptive data      
U Flexion (_3)

H2O RANDOM 
FOREST

219/94 0,55 0,49 0,46 0,50



— 321 —

Annexes

DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

H2O RANDOM 
FOREST

219/94 0,56 0,52 0,49 0,52

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

H2O RANDOM 
FOREST

219/94 0,58 0,75 0,48 0,48

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

H2O RANDOM 
FOREST

219/94 0,58 0,57 0,49 0,58

HARMONICS + Descriptive data       
A all positions

H2O RANDOM 
FOREST

219/94 0,62 0,61 0,46 0,49

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

H2O NAIVE 
BAYES

219/94 0,56 0,88 0,47 0,98

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

H2O RANDOM 
FOREST

219/94 0,60 0,49 0,44 0,54

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

H2O NAIVE 
BAYES

219/94 0,61 0,80 0,44

HARMONICS  + Descriptive data     
E all positions

H2O NAIVE 
BAYES

219/94 0,57 0,89 0,45

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,53 0,53 0,52 0,52

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

H2O GRADIENT 
BOOSTING

219/94 0,54 0,53 0,49 0,51

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

H2O RANDOM 
FOREST

219/94 0,61 0,56 0,49 0,55

HARMONICS + Descriptive data   
I all positions

H2O NAIVE 
BAYES

219/94 0,53 0,93 0,46 0,98

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 0,47 0,58 0,45 0,53

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,51 0,59 0,48 0,48

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,42 0,99 0,43 0,76

HARMONICS + Descriptive data  
O all positions

H2O GRADIENT 
BOOSTING

219/94 0,41 0,61 0,46 0,47

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

H2O RANDOM 
FOREST

219/94 0,48 0,51 0,44 0,54

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

H2O RANDOM 
FOREST

219/94 0,50 0,49 0,43 0,50

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

H2O NAIVE 
BAYES

219/94 0,52 0,81 0,40 0,98

HARMONICS + Descriptive data     
U all positions

H2O NAIVE 
BAYES

219/94 0,52 0,88 0,42
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS+ decriptive data 
all vocals

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,51 0,54 0,39 0,49

HARMONICS + Descriptive data         
A normal (_1)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,47 0,58 0,43 0,50

HARMONICS + Descriptive data        
A extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,48 0,63 0,44 0,61

HARMONICS + Descriptive data     
A flexion (_3)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,52 0,52 0,39 0,51

HARMONICS + Descriptive data       
E normal (_1)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,52 0,48 0,40 0,52

HARMONICS  + Descriptive data    
E extension  (_2)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data    
E flexion(_3)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data       
I normal (_1)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,48 0,66 0,37 0,80

HARMONICS + Descriptive data    
I extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,45 0,36

HARMONICS + Descriptive data       
I flexion(_3)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data      
O normal (_1)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,51 0,56 0,44 0,50

HARMONICS + Descriptive data      
O extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,49 0,91 0,38

HARMONICS + Descriptive data       
O flexion(_3)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,58 0,36

HARMONICS + Descriptive data     
U normal (_1)

Overweigh 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,52 0,72 0,41

HARMONICS + Descriptive data     
U extension 2)

Overweigh 
Cormack 4

H2O RANDOM 
FOREST

219/94 0,52 0,46 0,36 0,55

HARMONICS + Descriptive data      
U Flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,58 0,44 0,50

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,45 0,58 0,44 0,50

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Overweigh 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,51 0,71 0,43 0,99
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Overweigh 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,50 0,67 0,40 0,98

HARMONICS + Descriptive data       
A all positions

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,47 0,58 0,44 0,49

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

Overweigh 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,54 0,73 0,43 0,98

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,48 0,57 0,44 0,47

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,48 0,56 0,43 0,48

HARMONICS  + Descriptive data     
E all positions

Overweigh 
Cormack 4

H2O NAIVE 
BAYES

219/94 0,55 0,75 0,41 0,94

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,49 0,58 0,44 0,50

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,51 0,58 0,44 0,50

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data   
I all positions

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,51 0,58 0,44 0,50

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

Overweigh 
Cormack 4

219/94

HARMONICS + Descriptive data  
O all positions

Overweigh 
Cormack 4

219/94

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,58 0,44 0,50

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,58 0,44 0,50
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Overweigh 
Cormack 4

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,50 0,57 0,43 0,49

HARMONICS + Descriptive data     
U all positions

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 0,43 0,39

HARMONICS+ decriptive data 
all vocals

Cormack 
1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,55 0,75 0,45

HARMONICS + Descriptive data         
A normal (_1)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,38 0,53 0,53 0,39

HARMONICS + Descriptive data        
A extension (_2)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,50 0,52 0,50 0,38

HARMONICS + Descriptive data     
A flexion (_3)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,42 0,52 0,50 0,37

HARMONICS + Descriptive data       
E normal (_1)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,56 0,39 0,62 0,29

HARMONICS  + Descriptive data    
E extension  (_2)

Cormack 
1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,43 0,57 0,57 0,30

HARMONICS + Descriptive data    
E flexion(_3)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,69 0,78 0,47

HARMONICS + Descriptive data       
I normal (_1)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,56 0,43 0,53 0,29

HARMONICS + Descriptive data    
I extension (_2)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,70 0,72 0,44

HARMONICS + Descriptive data       
I flexion(_3)

Cormack 
1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,48 0,73 0,89

HARMONICS + Descriptive data      
O normal (_1)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,57 0,42 0,57 0,40

HARMONICS + Descriptive data      
O extension (_2)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,45 0,43 0,47 0,43
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data       
O flexion(_3)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,68 0,76 0,44

HARMONICS + Descriptive data     
U normal (_1)

Cormack 
1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,34 0,49 0,62 0,30

HARMONICS + Descriptive data     
U extension 2)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,57 0,40 0,53 0,46

HARMONICS + Descriptive data      
U Flexion (_3)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,67 0,68 0,44

HARMONICS + Descriptive data     
A normal (_1) vs A flexion (_3)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,61 0,43 0,50 0,28

HARMONICS + Descriptive data      
A normal (_1) vs A extension (_2)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,64 0,63 0,50

HARMONICS + Descriptive data       
A flexion (_3) vs A extension (_2)

Cormack 
1 and 4 
cases

H2O GRADIENT 
BOOSTING

100/43 0,49 0,48 0,73 0,28

HARMONICS + Descriptive data       
A all positions

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,44 0,50 0,67 0,24

HARMONICS  + Descriptive data   
E normal (_1) vs E flexion (_3)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,40 0,46 0,53 0,36

HARMONICS + Descriptive data       
E normal (_1) vs E extension(_2)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,74 0,71 0,44

HARMONICS  + Descriptive data    
E flexion (_2) vs E extension (_3)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,38 0,48 0,47 0,38

HARMONICS  + Descriptive data     
E all positions

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,80 0,63 0,50

HARMONICS + Descriptive data       
I normal (_1) vs I flexion (_3)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,68 0,78 0,47
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS + Descriptive data    
I normal (_1) vs I extension(_2)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,66 0,79 0,44

HARMONICS + Descriptive data    
I flexion (_3) vs I extension (_2)

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,67 0,75 0,44

HARMONICS + Descriptive data   
I all positions

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,39 0,47 0,47 0,47

HARMONICS  + Descriptive data     
O normal (_1) vs O flexion (_3)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,43 0,46 0,50 0,39

HARMONICS + Descriptive data    
O normal (_1) vs O extension (_2)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,42 0,45 0,44 0,39

HARMONICS + Descriptive data    
O flexion(_3) vs O extension (_2)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,56 0,44 0,40 0,33

HARMONICS + Descriptive data  
O all positions

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,77 0,69 0,47

HARMONICS  + Descriptive data      
U normal (_1) vs U flexion (_3)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,54 0,39 0,53 0,35

HARMONICS + Descriptive data       
U normal (_1) vs U extension (_2)

Cormack 
1 and 4 
cases

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,57 0,40 0,53 0,40

HARMONICS + Descriptive data      
U flexion (_3) vs U extension (_2)

Cormack 
1 and 4 
cases

H2O RANDOM 
FOREST

100/43 0,54 0,33 0,47 0,32

HARMONICS + Descriptive data     
U all positions

Cormack 
1 and 4 
cases

H2O NAIVE 
BAYES

100/43 0,78 0,47 0,50

ONLY descriptive data H2O RANDOM 
FOREST

219/94 0,50 0,60 0,41 0,52

HARMONICS      All vocals H2O NAIVE 
BAYES

219/94 0,36 0,56 0,41

HARMONICS         A normal (_1) H2O NAIVE 
BAYES

219/94 0,35 0,73 0,47 0,48
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS         A extension 
(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,46 0,68 0,37 0,55

HARMONICS    A flexion (_3) H2O NAIVE 
BAYES

219/94 0,35 0,60 0,48 0,52

HARMONICS    E normal (_1) H2O 
GENERALISED 
LINEAR MODEL

219/94 0,40 0,72 0,47 0,49

HARMONICS     E extension  (_2) H2O RANDOM 
FOREST

219/94 0,40 0,57 0,40 0,53

HARMONICS    E flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,44 0,41

HARMONICS      I normal (_1) H2O NAIVE 
BAYES

219/94 0,42 0,65 0,40 0,47

HARMONICS    I extension (_2) H2O GRADIENT 
BOOSTING

219/94 0,38 0,67 0,38 0,54

HARMONICS      I flexion(_3) H2O NAIVE 
BAYES

219/94 0,37 0,73 0,43 0,51

HARMONICS     O normal (_1) H2O GRADIENT 
BOOSTING

219/94 0,37 0,66 0,45 0,50

HARMONICS     O extension (_2) H2O 
GENERALISED 
LINEAR MODEL

219/94 0,39 0,68 0,37 0,51

HARMONICS       O flexion(_3) H2O GRADIENT 
BOOSTING

219/94 0,38 0,64 0,40 0,50

HARMONICS    U normal (_1) H2O NAIVE 
BAYES

219/94 0,39 0,62 0,44 0,87

HARMONICS     U extension 2) H2O NAIVE 
BAYES

219/94 0,42 0,68 0,37 0,89

HARMONICS   U Flexion (_3) H2O RANDOM 
FOREST

219/94 0,39 0,71 0,40 0,50

HARMONICS     A normal (_1) vs A 
flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,37 0,71 0,40 0,50

HARMONICS    A normal (_1) vs A 
extension (_2)

H2O NAIVE 
BAYES

219/94 0,35 0,73 0,44 0,54

HARMONICS        A flexion (_3) vs 
A extension (_2)

H2O NAIVE 
BAYES

219/94 0,36 0,81 0,52 0,53

HARMONICS     A all positions H2O NAIVE 
BAYES

219/94 0,35 0,78 0,50 0,61
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

HARMONICS     E normal (_1) vs E 
flexion (_3)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,39 0,69 0,52 0,50

HARMONICS     E normal (_1) vs E 
extension(_2)

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,41 0,68 0,40 0,54

HARMONICS     E flexion (_2) vs E 
extension (_3)

H2O GRADIENT 
BOOSTING

219/94 0,44 0,68 0,39 0,67

HARMONICS     E all positions H2O NAIVE 
BAYES

219/94 0,39 0,44 0,63

HARMONICS      I normal (_1) vs I 
flexion (_3)

H2O NAIVE 
BAYES

219/94 0,40 0,86 0,41 0,52

HARMONICS   I normal (_1) vs I 
extension(_2)

H2O NAIVE 
BAYES

219/94 0,42 0,77 0,44 0,62

HARMONICS I flexion (_3) vs I 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,40 0,63 0,39 0,50

HARMONICS    I all positions H2O NAIVE 
BAYES

219/94 0,39 0,91 0,43 0,64

HARMONICS       O normal (_1) vs 
O flexion (_3)

H2O RANDOM 
FOREST

219/94 0,40 0,66 0,35 0,51

HARMONICS  O normal (_1) vs O 
extension (_2)

H2O NAIVE 
BAYES

219/94 0,44 0,89 0,36

HARMONICS    O flexion(_3) vs O 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,39 0,91 0,44 0,70

HARMONICS   O all positions H2O RANDOM 
FOREST

219/94 0,41 0,55 0,40 0,50

HARMONICS      U normal (_1) vs 
U flexion (_3)

H2O NAIVE 
BAYES

219/94 0,36 0,74 0,44 0,63

HARMONICS     U normal (_1) vs 
U extension (_2)

H2O GRADIENT 
BOOSTING

219/94 0,36 0,69 0,38 0,56

HARMONICS     U flexion (_3) vs U 
extension (_2)

H2O RANDOM 
FOREST

219/94 0,35 0,69 0,39 0,50

HARMONICS      U all positions H2O RANDOM 
FOREST

219/94 0,35 0,68 0,39 0,50

Spectral+ Descriptive data all 
vocals

H2O GRADIENT 
BOOSTING

219/94 0,42 0,57 0,43 0,51

SPectral+ Descriptive data A 
normal

H2O RANDOM 
FOREST

219/94 0,53 0,48 0,48 0,46

SPectral+ Descriptive data O 
extension

H2O RANDOM 
FOREST

219/94 0,53 0,63 0,43 0,49
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

SPectral+ Descriptive data  O 
flexion

H2O NAIVE 
BAYES

219/94 0,52 0,34 0,47

Spectral+ Descriptive data A 
flexion vs A extension

H2O RANDOM 
FOREST

219/94 0,52 0,54 0,48 0,46

SPectral+ Descriptive data  E 
flexion vs E extension

H2O NAIVE 
BAYES

219/94 0,52 0,34 0,44

Voice parameters + Descriptive 
data all vocals

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,44 0,65 0,42 0,51

Voice parameters + Descriptive 
data A normal

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,49 0,61 0,42 0,53

Voice parameters + Descriptive 
data O extension

H2O GRADIENT 
BOOSTING

219/94 0,45 0,34 0,45

Voice parameters + Descriptive 
data O flexion

H2O RANDOM 
FOREST

219/94 0,58 0,53 0,47 0,48

Voice parameters + Descriptive 
data A flexion vs A extension

H2O 
GENERALISED 
LINEAR MODEL

219/94 0,54 0,60 0,43 0,53

Voice parameters + Descriptive 
data E flexion vs E extension

H2O NAIVE 
BAYES

219/94 0,51 0,84 0,43 0,98

Voice parameters + Descriptive 
data O flexion vs O extension

H2O NAIVE 
BAYES

219/94 0,50 0,88 0,43

Voice parameters + Descriptive 
data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM 
FOREST

100/43 0,58 0,35 0,57 0,33

Voice parameters + Descriptive 
data A normal

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,44 0,50 0,50 0,40

Voice parameters + Descriptive 
data O extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,47 0,50 0,53 0,43

Voice parameters + Descriptive 
data O flexion

Only 
Cormack 1 
and 4

H2O NAIVE 
BAYES

100/43 0,71 0,86 0,50

Voice parameters + Descriptive 
data A flexion vs A extension

Only 
Cormack 1 
and 4

H2O 
GENERALISED 
LINEAR MODEL

100/43 0,49 0,48 0,53 0,40

Voice parameters + Descriptive 
data E flexion vs E extension

Only 
Cormack 1 
and 4

H2O GRADIENT 
BOOSTING

100/43 0,35 0,34 0,67 0,53
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DATASET ( PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TRAINING 70% TESTING 30%

F1 Log Loss F1 Log Loss

Voice parameters + Descriptive 
data O flexion vs O extension

Only 
Cormack 1 
and 4

H2O NAIVE 
BAYES

100/43 0,76 0,88 0,50
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11.16 ANNEX 16. Full Table 17. Performance of classification models: 
Combination parameters and group of analyzed patients, type of 
classification algorithm used, number of participants (N) used in both 
training and testing groups, for true negatives, false negatives, false 
positives, true positive values for the training group and the testing group 
respectively.
DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data         All vocals

H2O GENERALISED 
LINEAR MODEL

219/94 29 2 46 17

HARMONICS + Descriptive 
data         A normal (_1)

H2O GENERALISED 
LINEAR MODEL

219/94 43 4 32 15

HARMONICS + Descriptive 
data        A extension (_2)

H2O GRADIENT 
BOOSTING

219/94 51 5 24 14

HARMONICS + Descriptive 
data     A flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 41 2 34 17

HARMONICS + Descriptive 
data       E normal (_1)

H2O GRADIENT 
BOOSTING

219/94 38 1 37 18

HARMONICS  + Descriptive 
data    E extension  (_2)

H2O NAIVE BAYES 219/94 37 2 38 17

HARMONICS + Descriptive 
data    E flexion(_3)

H2O NAIVE BAYES 219/94 41 4 34 15

HARMONICS + Descriptive 
data       I normal (_1)

H2O RANDOM FOREST 219/94 39 1 36 18

HARMONICS + Descriptive 
data    I extension (_2)

H2O RANDOM FOREST 219/94 39 2 36 17

HARMONICS + Descriptive 
data       I flexion(_3)

H2O NAIVE BAYES 219/94 45 4 30 15

HARMONICS + Descriptive 
data      O normal (_1)

H2O RANDOM FOREST 219/94 32 1 43 18

HARMONICS + Descriptive 
data      O extension (_2)

H2O RANDOM FOREST 219/94 41 3 34 16

HARMONICS + Descriptive 
data       O flexion(_3)

H2O NAIVE BAYES 219/94 31 1 44 18

HARMONICS + Descriptive 
data     U normal (_1)

H2O RANDOM FOREST 219/94 42 1 33 18

HARMONICS + Descriptive 
data     U extension 2)

H2O RANDOM FOREST 219/94 37 1 38 18

HARMONICS + Descriptive 
data      U Flexion (_3)

H2O RANDOM FOREST 219/94 40 3 35 16
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

H2O RANDOM FOREST 219/94 51 5 24 14

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

H2O RANDOM FOREST 219/94 46 4 29 15

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

H2O RANDOM FOREST 219/94 41 2 34 17

HARMONICS + Descriptive 
data       A all positions

H2O RANDOM FOREST 219/94 34 1 41 18

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

H2O NAIVE BAYES 219/94 38 2 37 17

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

H2O RANDOM FOREST 219/94 30 1 45 18

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

H2O NAIVE BAYES 219/94 38 3 37 16

HARMONICS  + Descriptive 
data     E all positions

H2O NAIVE BAYES 219/94 39 3 36 16

HARMONICS + Descriptive 
data       I normal (_1) vs I 
flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 43 1 32 18

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

H2O GRADIENT 
BOOSTING

219/94 48 4 27 15

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

H2O RANDOM FOREST 219/94 41 2 34 17

HARMONICS + Descriptive 
data   I all positions

H2O NAIVE BAYES 219/94 37 2 38 17

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

H2O GRADIENT 
BOOSTING

219/94 32 1 43 18

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

H2O GENERALISED 
LINEAR MODEL

219/94 50 5 25 14



— 333 —

Annexes

DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 32 2 43 17

HARMONICS + Descriptive 
data  O all positions

H2O GRADIENT 
BOOSTING

219/94 37 2 38 17

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

H2O RANDOM FOREST 219/94 30 1 45 18

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

H2O RANDOM FOREST 219/94 39 4 36 15

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

H2O NAIVE BAYES 219/94 50 8 25 11

HARMONICS + Descriptive 
data     U all positions

H2O NAIVE BAYES 219/94 42 5 33 14

HARMONICS+ decriptive data 
all vocals

Overweigh 
Cormack 4

H2O RANDOM FOREST 219/94 28 3 47 16

HARMONICS + Descriptive 
data         A normal (_1)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 29 1 46 18

HARMONICS + Descriptive 
data        A extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 37 3 38 16

HARMONICS + Descriptive 
data     A flexion (_3)

Overweigh 
Cormack 4

H2O RANDOM FOREST 219/94 27 3 48 16

HARMONICS + Descriptive 
data       E normal (_1)

Overweigh 
Cormack 4

H2O RANDOM FOREST 219/94 30 3 45 16

HARMONICS + Descriptive 
data       I normal (_1)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 28 4 47 15

HARMONICS + Descriptive 
data    I extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 17 2 58 17

HARMONICS + Descriptive 
data      O normal (_1)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 31 1 44 18

HARMONICS + Descriptive 
data      O extension (_2)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 18 1 57 18

HARMONICS + Descriptive 
data       O flexion(_3)

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 26 4 49 15

HARMONICS + Descriptive 
data     U normal (_1)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 25 1 50 18

HARMONICS + Descriptive 
data     U extension 2)

Overweigh 
Cormack 4

H2O RANDOM FOREST 219/94 13 1 62 18



— 334 —

Voice analysis as a method for preoperatively predicting a difficult airway based on machine learning algorithms

DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data      U Flexion (_3)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 28 1 47 18

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 25 2 50 17

HARMONICS + Descriptive 
data       A all positions

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 31 2 44 17

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 45 5 30 14

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 28 1 47 18

HARMONICS  + Descriptive 
data     E all positions

Overweigh 
Cormack 4

H2O NAIVE BAYES 219/94 44 6 31 13

HARMONICS + Descriptive 
data       I normal (_1) vs I 
flexion (_3)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 27 0 48 19

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 27 0 48 19

HARMONICS + Descriptive 
data   I all positions

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 27 0 48 19

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 26 0 49 19

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

Overweigh 
Cormack 4

H2O GENERALISED 
LINEAR MODEL

219/94 24 0 51 19
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data     U all positions

Overweigh 
Cormack 4

H2O GRADIENT 
BOOSTING

219/94 24 2 51 17

HARMONICS+ decriptive data 
all vocals

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 38 2 0 3

HARMONICS + Descriptive 
data         A normal (_1)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

HARMONICS + Descriptive 
data        A extension (_2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 31 1 7 4

HARMONICS + Descriptive 
data     A flexion (_3)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 31 1 7 4

HARMONICS + Descriptive 
data       E normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 34 1 4 4

HARMONICS  + Descriptive 
data    E extension  (_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 33 1 5 4

HARMONICS + Descriptive 
data    E flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 30 1 8 4

HARMONICS + Descriptive 
data       I normal (_1)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 32 1 6 4

HARMONICS + Descriptive 
data    I extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS + Descriptive 
data       I flexion(_3)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 36 1 2 4

HARMONICS + Descriptive 
data      O normal (_1)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 33 1 5 4

HARMONICS + Descriptive 
data      O extension (_2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 30 1 8 4

HARMONICS + Descriptive 
data       O flexion(_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS + Descriptive 
data     U normal (_1)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 34 1 4 4

HARMONICS + Descriptive 
data     U extension 2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

HARMONICS + Descriptive 
data      U Flexion (_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS + Descriptive 
data     A normal (_1) vs A 
flexion (_3)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 31 1 7 4

HARMONICS + Descriptive 
data      A normal (_1) vs A 
extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 31 1 7 4
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data       A flexion (_3) vs A 
extension (_2)

Cormack 1 
and 4 cases

H2O GRADIENT 
BOOSTING

100/43 36 1 2 4

HARMONICS + Descriptive 
data       A all positions

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 37 2 1 3

HARMONICS  + Descriptive 
data   E normal (_1) vs E flexion 
(_3)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

HARMONICS + Descriptive 
data       E normal (_1) vs E 
extension(_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS  + Descriptive 
data    E flexion (_2) vs E 
extension (_3)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 30 1 8 4

HARMONICS  + Descriptive 
data     E all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 31 1 7 4

HARMONICS + Descriptive 
data       I normal (_1) vs I 
flexion (_3)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 30 1 8 4

HARMONICS + Descriptive 
data    I normal (_1) vs I 
extension(_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS + Descriptive 
data    I flexion (_3) vs I 
extension (_2)

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 29 1 9 4

HARMONICS + Descriptive 
data   I all positions

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 30 1 8 4

HARMONICS  + Descriptive 
data     O normal (_1) vs O 
flexion (_3)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 31 1 7 4

HARMONICS + Descriptive 
data    O normal (_1) vs O 
extension (_2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 29 1 9 4

HARMONICS + Descriptive 
data    O flexion(_3) vs O 
extension (_2)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 27 1 11 4

HARMONICS + Descriptive 
data  O all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 30 1 8 4

HARMONICS  + Descriptive 
data      U normal (_1) vs U 
flexion (_3)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 32 1 6 4
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS + Descriptive 
data       U normal (_1) vs U 
extension (_2)

Cormack 1 
and 4 cases

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

HARMONICS + Descriptive 
data      U flexion (_3) vs U 
extension (_2)

Cormack 1 
and 4 cases

H2O RANDOM FOREST 100/43 30 1 8 4

HARMONICS + Descriptive 
data     U all positions

Cormack 1 
and 4 cases

H2O NAIVE BAYES 100/43 31 1 7 4

ONLY descriptive data H2O RANDOM FOREST 219/94 44 6 31 13

HARMONICS      All vocals H2O NAIVE BAYES 219/94 31 3 44 16

HARMONICS         A normal 
(_1)

H2O NAIVE BAYES 219/94 42 3 33 16

HARMONICS         A extension 
(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 14 1 61 18

HARMONICS    A flexion (_3) H2O NAIVE BAYES 219/94 53 6 22 13

HARMONICS    E normal (_1) H2O GENERALISED 
LINEAR MODEL

219/94 48 5 27 14

HARMONICS     E extension  
(_2)

H2O RANDOM FOREST 219/94 38 5 37 14

HARMONICS    E flexion(_3) H2O GRADIENT 
BOOSTING

219/94 43 6 32 13

HARMONICS      I normal (_1) H2O NAIVE BAYES 219/94 38 5 37 14

HARMONICS    I extension (_2) H2O GRADIENT 
BOOSTING

219/94 35 5 40 14

HARMONICS      I flexion(_3) H2O NAIVE BAYES 219/94 36 3 39 16

HARMONICS     O normal (_1) H2O GRADIENT 
BOOSTING

219/94 36 2 39 17

HARMONICS     O extension 
(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 11 0 64 19

HARMONICS       O flexion(_3) H2O GRADIENT 
BOOSTING

219/94 30 3 45 16

HARMONICS    U normal (_1) H2O NAIVE BAYES 219/94 37 3 38 16

HARMONICS     U extension 2) H2O NAIVE BAYES 219/94 14 1 61 18

HARMONICS   U Flexion (_3) H2O RANDOM FOREST 219/94 22 1 53 18

HARMONICS     A normal (_1) 
vs A flexion (_3)

H2O GENERALISED 
LINEAR MODEL

219/94 26 2 49 17

HARMONICS    A normal (_1) vs 
A extension (_2)

H2O NAIVE BAYES 219/94 41 4 34 15
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

HARMONICS        A flexion (_3) 
vs A extension (_2)

H2O NAIVE BAYES 219/94 49 3 26 16

HARMONICS     A all positions H2O NAIVE BAYES 219/94 55 6 20 13

HARMONICS     E normal (_1) 
vs E flexion (_3)

H2O GENERALISED 
LINEAR MODEL

219/94 60 7 15 12

HARMONICS     E normal (_1) 
vs E extension(_2)

H2O GENERALISED 
LINEAR MODEL

219/94 23 1 52 18

HARMONICS     E flexion (_2) vs 
E extension (_3)

H2O GRADIENT 
BOOSTING

219/94 41 6 34 13

HARMONICS     E all positions H2O NAIVE BAYES 219/94 48 6 27 13

HARMONICS      I normal (_1) 
vs I flexion (_3)

H2O NAIVE BAYES 219/94 32 3 43 16

HARMONICS   I normal (_1) vs I 
extension(_2)

H2O NAIVE BAYES 219/94 48 6 27 13

HARMONICS I flexion (_3) vs I 
extension (_2)

H2O GRADIENT 
BOOSTING

219/94 28 3 47 16

HARMONICS    I all positions H2O NAIVE BAYES 219/94 43 5 32 14

HARMONICS       O normal (_1) 
vs O flexion (_3)

H2O RANDOM FOREST 219/94 9 1 66 18

HARMONICS  O normal (_1) vs 
O extension (_2)

H2O NAIVE BAYES 219/94 26 4 49 15

HARMONICS    O flexion(_3) vs 
O extension (_2)

H2O GRADIENT 
BOOSTING

219/94 51 7 24 12

HARMONICS   O all positions H2O RANDOM FOREST 219/94 62 11 13 8

HARMONICS      U normal (_1) 
vs U flexion (_3)

H2O NAIVE BAYES 219/94 31 1 44 18

HARMONICS     U normal (_1) 
vs U extension (_2)

H2O GRADIENT 
BOOSTING

219/94 21 2 54 17

HARMONICS     U flexion (_3) 
vs U extension (_2)

H2O RANDOM FOREST 219/94 36 5 39 14

HARMONICS      U all positions H2O RANDOM FOREST 219/94 27 3 48 16

Spectral+ Descriptive data all 
vocals

H2O GRADIENT 
BOOSTING

219/94 47 6 28 13

SPectral+ Descriptive data A 
normal

H2O RANDOM FOREST 219/94 47 4 28 15

SPectral+ Descriptive data O 
extension

H2O RANDOM FOREST 219/94 43 5 32 14

SPectral+ Descriptive data  O 
flexion

H2O NAIVE BAYES 219/94 48 5 27 14
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DATASET  (PARAMETERS 
COMBINATION)

CASES BEST MODEL N 
PATIENTS 

TESTING 30%

TN FN FP TP

Spectral+ Descriptive data A 
flexion vs A extension

H2O RANDOM FOREST 219/94 40 2 35 17

SPectral+ Descriptive data  E 
flexion vs E extension

H2O NAIVE BAYES 219/94 48 6 27 13

Voice parameters + Descriptive 
data all vocals

H2O GENERALISED 
LINEAR MODEL

219/94 23 0 52 19

Voice parameters + Descriptive 
data A normal

H2O GENERALISED 
LINEAR MODEL

219/94 49 7 26 12

Voice parameters + Descriptive 
data O extension

H2O GRADIENT 
BOOSTING

219/94 46 5 29 14

Voice parameters + Descriptive 
data O flexion

H2O RANDOM FOREST 219/94 55 7 20 12

Voice parameters + Descriptive 
data A flexion vs A extension

H2O GENERALISED 
LINEAR MODEL

219/94 35 3 40 16

Voice parameters + Descriptive 
data E flexion vs E extension

H2O NAIVE BAYES 219/94 31 2 44 17

Voice parameters + Descriptive 
data O flexion vs O extension

H2O NAIVE BAYES 219/94 31 2 44 17

Voice parameters + Descriptive 
data all vocals

Only 
Cormack 1 
and 4

H2O RANDOM FOREST 100/43 33 1 5 4

Voice parameters + Descriptive 
data A normal

Only 
Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 31 1 7 4

Voice parameters + Descriptive 
data O extension

Only 
Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

Voice parameters + Descriptive 
data O flexion

Only 
Cormack 1 
and 4

H2O NAIVE BAYES 100/43 31 1 7 4

Voice parameters + Descriptive 
data A flexion vs A extension

Only 
Cormack 1 
and 4

H2O GENERALISED 
LINEAR MODEL

100/43 32 1 6 4

Voice parameters + Descriptive 
data E flexion vs E extension

Only 
Cormack 1 
and 4

H2O GRADIENT 
BOOSTING

100/43 35 1 3 4

Voice parameters + Descriptive 
data O flexion vs O extension

Only 
Cormack 1 
and 4

H2O NAIVE BAYES 100/43 31 1 7 4
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10.17. ANNEX 17. KNIME workflow
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