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Abstract
This thesis investigates the complex nature of the blockchain ecosystem, where
technology, law, and economics intersect across layers and applications. By of-
fering an interdisciplinary perspective on blockchains, we seek to understand
both their potential as well as their vulnerabilities. With a specific emphasis
on blockchain cybersecurity, this thesis sheds a light to the diverse attack vec-
tors targeting cryptocurrencies, blockchains, and associated entities, aiming to
evaluate their economic impact using publicly available data. Furthermore, the
study delves into the legal and regulatory frameworks pertinent to blockchains
and crypto-assets, recognizing and addressing the technical limitations that im-
pede regulatory intervention. We explore the economic and cybersecurity chal-
lenges associated with MEV, including practices like front-running and sandwich
attacks, which are deemed illegal in traditional financial markets. The thesis also
analyses smart contracts, examining their complex relationships with users and
the resulting ’information gap’. Finally, we explore the blockchain’s potential as
a normative tool, facilitating disintermediation and transparency in multifaceted
use cases, such as AI applications and renewable energy communities.

Resumen
Aquesta tesi investiga la naturalesa complexa de l’ecosistema blockchain, on la
tecnologia, el dret i l’economia es creuen entre capes i aplicacions. En oferir
una perspectiva interdisciplinària sobre les cadenes de blocs, busquem entendre
tant el seu potencial com les seves vulnerabilitats. Amb un èmfasi especı́fic en la
ciberseguretat de blockchain, aquesta tesi il.lumina diversos vectors d’atac dirigits
a criptomonedes, blockchains i entitats associades, amb l’objectiu d’avaluar el
seu impacte econòmic mitjançant dades disponibles públicament. A més, l’estudi
aprofundeix en els marcs legals i reglamentaris pertinents a les cadenes de blocs i
els criptoactius, reconeixent i abordant les limitacions tècniques que impedeixen
la intervenció reguladora. L’estudi explora els contractes intel.ligents, examinant
les seves complexes relacions amb els usuaris i el ‘buit d’informació’ resultant.
Finalment, examinem el potencial de la cadena de blocs com a eina normativa,
que facilita l’arbitratge, la desintermediació i la millora de la ciberseguretat en
casos d’ús multifacètics, com ara les aplicacions d’IA i els mercats d’energies
renovables.
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Chapter 1

INTRODUCTION

Breakthrough innovation occurs
when we bring down boundaries
and encourage disciplines to learn
from each other.

Gyan Nagpal

1.1 On Blockchains
The origin of ledgers dates back thousands of years. Their usage has been signifi-
cant across industries [4]. In the inception of the conventional banking system, in-
stitutions authenticated data records manually for centuries until the introduction
of computers led to the digitization of ledgers, transforming the banking system
although still mirroring the practices originally conducted on paper. The early
computer networks brought the concept of distributed computing in the 1960s,
when scientists began to explore new ways to connect multiple computers to share
resources and work collaboratively [5]. Over the years, this field developed in dif-
ferent directions, popularizing the concept of peer-to-peer (P2P) networks in the
1990s-2000s [6]. In a P2P network, participants could directly interact and share
resources (e.g., file sharing applications such as Gnutella or BitTorrent) without
relying on a central server [6].

In 2009, Satoshi Nakamoto (a pseudonymous figure) introduced Bitcoin, a
cryptocurrency based on a public blockchain that sparked a transformative revo-
lution in the world of finance and digital technology [7]. A public blockchain is
a peer-to-peer distributed ledger technology (DLT) that records transactions be-
tween two or more parties in a verifiable and permanent way by storing them as a
sequence of blocks. In such a system, anyone can trade a digital cryptocurrency

1
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without the need for a trusted central authority (e.g., a bank).
In computer science, decentralization is a concept that refers to the distribution

or dispersion of control, power, resources, or decision-making across multiple en-
tities or nodes within a network or system [8]. In a fully decentralized system,
there is no single central node or authority that holds complete control over any
aspect of the system. Instead, decision-making and control are distributed among
various participants or nodes, often aiming to achieve a more democratic, transpar-
ent, and resilient infrastructure. In contrast to public (permissionless) blockchains,
private blockchains differ in the way their membership is restricted (or permis-
sioned), as only parties that are granted access by a controlling authority are able
to use the ledger [9]. In private blockchains, access control is usually centralized
and parties are verified using similar techniques as found in centralized systems
(PKI, certificate chains, etc.). The novelty of public blockchains as a trust-less and
fully decentralized system greatly motivates our interest in these unusual artifacts.

In a public blockchain, the interconnected chain of blocks is typically safe-
guarded by cryptographic techniques and a randomized lottery mechanism. Each
block includes a secure digest or hash (a unique digital fingerprint) of the preced-
ing block, an verifiable proof from the lottery process, a timestamp, and a list of
unique transactions. Therefore, once a transaction is recorded and stored within a
block, it cannot be tampered without modifications to the entire series of following
blocks [10]. Hashes enable anyone to verify the integrity of the data. Hence, any
alteration in the original data would result in a completely different hash, making
it nearly impossible to tamper with the data without detection.

One of the most important parts of Nakamoto’s work is the development of the
Proof of Work (PoW) consensus mechanism which Nakamoto borrowed from
the HashCash scheme introduced in 1997 by Adam Back [7]. PoW aims to solve
the Byzantine Generals Problem with an unknown number of participant nodes
by inducing an unforgeable computational effort, thus preventing quorum attacks
where an adversary simply controls a large number of nodes. Byzantine Generals
Problem is a key problem in distributed computing. It describes a situation in
which the system’s actors must agree on a consistent outcome, even though some
of these individuals are unreliable or downright malicious [11].

PoW works as a lottery mechanism where a node that solves a computationally-
intensive random search operation is allowed to create a new block. The node that
first solves a cryptographic puzzle set by the rules of the network is the one that
gets to create the next block in a process called mining [12]. In general, the higher
the relative computational power available to a miner, the greater the likelihood
of finding a valid solution before a less-endowed competing miner. Then, other
participants in the network validate the proof of work by independently verifying
that the hash of the new block meets the required criteria, thus establishing a con-
sensus. PoW belongs to the probabilistic-finality consensus mechanism category,

2
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as the finality of a block is not absolute but probabilistic. Under PoW, once a
block is added to the blockchain, it is considered final, but this finality comes with
a certain probability depending on the number of blocks added on top of a partic-
ular block. The higher number of blocks mined after a certain block the higher
the probability of its finality [13].

With PoW, Nakamoto introduced a groundbreaking concept by incorporating
economic incentives in the form of cryptocurrency rewards [7]. Miners, who ac-
tively contribute computing power (and equipment), are motivated by the prospect
of receiving tokens of economic value, such as Bitcoin. This innovation is con-
sidered a crucial element in the realm of distributed systems, aiming to establish a
truly decentralized transaction ledger. Here, the system positions miners as ratio-
nal agents which try to maximize their gains by adhering to the rules of the net-
work. The design ensures that no specific party, including miners, requires trust
for the system to function as intended and for consensus to be reached among
participants. The incentives built into the system are rooted in game theory, pro-
viding a framework to understand the circumstances under which rational players,
like miners, may choose to collaborate or collude, potentially challenging the es-
tablished rules of the system [14, 15]. Tokenomics, a relatively recent concept,
emerges from the synergy between tokens (typically generated on a blockchain)
and economic incentives, often rooted in the principles of game theory [16]. A
digital token is a broad term referring to a digital representation of value that can
serve various purposes. Today, many digital tokens are known as cryptocurren-
cies or crypto-assets, such as the Bitcoin (BTC). The definition of crypto-assets
varies amongst jurisdictions. At a EU level, ”digital representations of value or
rights which may be transferred and stored electronically, using distributed ledger
technology” are referred as crypto-assets [17]. The European Union’s regulation
distinguishes between different crypto-asset categories (e.g., asset-referenced to-
kens, electronic money tokens and other crypto-assets not covered by existing EU
law such as utility tokens) [17]. Nevertheless, in this thesis we use the terms
crypto-assets and cryptocurrencies interchangeably, making category specific dis-
tinctions only when relevant to the discussion.

Today, cryptocurrencies are built upon different consensus mechanisms among
which, Proof-of-Work (PoW) and Proof-of-Stake (PoS) are the most prevalent.
The Proof-of-Stake (PoS) consensus mitigates one of the most criticized aspects
of PoW - the high power consumption needed for its operations. In PoS, rather
than relying on computing power to mine a block, nodes known as validators,
are required to lock up a form of ’security deposit’ in a given cryptocurrency
(e.g., ETH) in order to participate in the consensus. Using the security deposit
incentivizes nodes to act honestly, keeping the network secured [18, 19]. Under
PoS, the more coins a node holds, the higher probability they have to validate a
blockchain transaction and be rewarded.

3
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1.2 Blockchains and Cyber Security
Even though public blockchains introduce groundbreaking concepts, they come
with their own set of constraints and vulnerabilities. The blockchain ecosystem
possesses a complexity that extends well beyond the simplified portrayals it typ-
ically receives [20, 21]. Its security landscape is multifaceted, encompassing in-
tricate set of cyber vulnerabilities across use cases and applications. The rapid
adoption of cryptocurrencies and the lucrative nature of their trading have posi-
tioned them as an important and dynamic asset class within the broader financial
landscape, drawing significant attention from users, investors, businesses, and reg-
ulatory bodies worldwide. Nevertheless, this has also increased the number and
sofistication of attacks targeting cryptocurrencies and the underlying blockchain
technology, costing users millions of euros [22, 23].

Attacks that target incentive design in blockchains are of paramount impor-
tance due to their potential to undermine the fundamental principles of security,
decentralization, and trust that blockchain technology seeks to establish [20]. In-
centive mechanisms are integral to motivating participants, such as miners or val-
idators, to behave in ways that contribute to the overall health and security of the
network. By exploiting or manipulating these incentives, malicious actors can
disrupt the intended operation of the blockchain system, leading to a range of
undesirable outcomes, including double-spending, transaction censorship, and a
breakdown in consensus [21]. As noted by [22], majority (or 51% attacks) have
been common in the last years. 51% attacks occur when a miner (or group of
miners) controls 51% or more of the computational power in the network. Such a
scenario empowers the attacker to manipulate transactions, potentially leading to
the double spending of the same cryptocurrency [21]. The increased propensity
of joining mining pools (e.g., due increased difficulty level of finding a block)
have affected the ability of the incentive mechanism to ensure decentralization
and security resistance over the possibility of majority attacks.

Managing incentives to strengthen the security is not an easy task. Often,
increasing the security means a trade-off with the decentralization and scalabil-
ity. For example ’sharding’ mitigates a problem of network congestion attributed
to a significant volume of transactions demanding substantial computational re-
sources, but it makes blockchains more easily corruptible, especially through 51%
attacks. This example brings to the forefront the Buterin Trilemma [2]. Vitalik
Buterin, the founder of Ethereum argued that achieving high levels of scalability,
security, and decentralization simultaneously is a challenging trilemma, as im-
proving one aspect often comes at the expense of the other two. The tendency
for centralization brings to the forefront the issue of a single (central) point of
failure - which decentralized technologies promise to avoid. There are different
instances of centralization in the blockchain ecosystems, such as mining central-

4
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ization (under PoW), wealth concentration (under PoS), wallet ownership concen-
tration (e.g., in centralized exchanges), etc.

From a computer science perspective, blockchain systems can manifest cen-
tralization in both logical and practical forms, each presenting distinct challenges
to the overall security. We define logical centralization as centralization that arises
when factors such as reduced randomness in selecting miners, or on-chain incen-
tives favoring those with dominant computing power, introduce a concentration
of influence. This scenario can compromise the decentralization principle, po-
tentially leading to the dominance of a few powerful entities in the network. On
the other hand, practical centralization occurs when users predominantly transact
through major centralized exchanges (or other service providers) consolidating
control within a limited number of platforms. These forms of centralization have
varying impacts on security. Logical centralization poses risks to the fundamental
tenets of decentralization and cybersecurity. On the other hand, practical central-
ization introduces vulnerabilities related to data privacy and potential points of
failure such as leak of wallet IDs, but can also have a diminishing effect on user’s
confidence in the blockchain ecosystem and its services.

Real-world blockchains form intricate ecosystems, typically involving numer-
ous stakeholders, users, applications, and service providers. This complexity ex-
pands the potential vectors for attacks and introduces a broader spectrum of vul-
nerabilities, extending beyond the confines of the consensus mechanism [20]. For
example, the ability for miners (or validators) to order transactions within a block
can create an important challenge in the blockchain ecosystem which can conse-
quently impact users and the overall security. Miner (or maximum) extractable
value (MEV) is a measure of the profit a miner (or validator, sequencer, etc.)
can make through the ability to arbitrarily include, exclude, or reorder transac-
tions within the blocks they produce - driven by the economic incentives tied to
transaction fees [24]. When transacting, users attach fees to their transactions to
encourage miners to prioritize the inclusion of their transactions within a block.
Paired with the presence of a decentralized market exchange where cryptocur-
rencies are traded by smart contracts depending on consensus outcomes, targeted
exploitation of MEV can lead to front-running, back-running, and sandwich at-
tacks [23]. These types of attacks which occur when a entity such as a miner (or
validator) manages to attach their own transactions before and/or after the user’s
transaction, performing a financial arbitrage and extracting profits - an action il-
legal in traditional financial markets (e.g., stock exchange and broker). Statistics
show that MEV is worrisome as one out of 30 transactions might have been added
to the blockchain for this purpose, while MEV related sandwich attacks are esti-
mated to have cost users about 90 million dollars in 2022 [25, 26, 27].

The presence of smart contracts introduces a vulnerability that extends the
potential impact of attacks in the blockchain ecosystem. In 2013, Ethereum intro-
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duced a virtual machine that enabled the decentralized execution of blockchain-
resident programs, known as smart contracts, without the need for third-party in-
tervention [28]. Within this framework, participants can autonomously coordi-
nate complex sets of contractual relationships in a peer-to-peer fashion, adhering
to protocols and rules embedded within executable code [29, 30]. Smart con-
tracts provide transparency to the various stakeholders since their code (actions
and terms) is public and cannot be changed, as they are immutably stored and
executed on a blockchain [31]. Decentralized applications (DApps) function au-
tonomously on a blockchain through the execution of smart contracts, while a de-
centralized autonomous organization (DAO) is a collective decision-making body
run by its members through a set of smart contracts, rather than being controlled
by a centralized authority [32].

The widespread integration of smart contracts across various use cases has
elevated both their significance and susceptibility to potential attackers. The issue
of bugs emerges in smart contracts, some a result of complex logic and some due
to a typo, an incorrect line of code, or a mistaken order in two (or more) lines
of code [33]. Bugs can lead to a myriad of unwanted outcomes, as was the case
when 300 million dollars worth of crypto-assets were lost forever due to a bug in
the Parity wallet which allowed for unwanted functionality to be exploited [34]. A
missing line in a smart contract led to a hack of 10 million euros [35]. The DAO
hack enabled attackers to undertake a re-entrancy attack enabling them to steal 150
million dollars worth of cryptocurrency [36]. The inability to fix code deployed
that is found to have software bugs have been one of the main challenges for both
businesses and regulators. The inability of non-tech users to fully understand the
smart contract code has been noted as another of the main challenges associated
with smart contracts and their adoption [37].

Centralized exchanges (CEXs) are external entities to the main blockchain in-
frastructure, however they are also an important part of the blockchain ecosystem
enabling millions of users around the world to transact with cryptocurrencies. Due
their importance, they are also a vulnerability point that often gets exploited, cost-
ing users millions of euros. CEX can be regarded as a marketplace where users
typically need to entrust the custody of their funds to the exchange before engag-
ing in trading activities. Users usually need to create an accounts on the CEX
platform and deposit their funds into wallets controlled by the exchange in order
to make a transaction. An attack on the software of a CEX, can yield significant
consequences for user’s funds, leading to substantial losses. As seen in [22], wal-
let attacks on crypto exchanges and wallet service providers have been increasing
over the last years. Besides theft of coins, cyber attacks on centralized exchanges
can also cause abnormal economic losses for users and investors. Compared to
CEX, Decentralized Exchanges (DEX) operate on a distinct mechanism, where
users wanting to transact are matched in a peer-to-peer way, without a centralized
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intermediary, and they retain control of their private keys and funds. DEXs also
present their own set of security vulnerabilities [38].

Moreover, smart contracts face a constraint in their inability to access exter-
nal data necessary for governing logic execution. Oracles serve the purpose of
supplying this external data to smart contracts [39]. They can take the form of
traditionally centralized entities or decentralized applications [40]. Oracles are
entities crucial to the blockchain ecosystem, yet they also introduce a cyberse-
curity risks associated with data inaccuracies or fraudulent activities [41]. Some
of the risks include the incorrect execution or non-execution of smart contracts,
along with the manipulation of market prices.

1.3 Motivation
As we stand on the threshold of a new technological paradigm, the need to fortify
this transformative technology against cyber threats has never been more pro-
nounced. While ensuring absolute security in any computer-based system is an
unattainable objective [42], standards, strategies, and regulations exist as a way
to bolster security and mitigate cyber risks. Cybersecurity involves the protection
of digital systems, networks, and data from unauthorized access, attacks, damage,
or theft [43]. Cybersecurity is an inherently interdisciplinary domain as it en-
compasses a wide range of fields, disciplines and expertise. While technological
advances focus on creating secure software, hardware, and network infrastructure
to prevent and detect potential cyber threats, legal and policy frameworks define
the boundaries and responsibilities related to cybersecurity. Laws and regulations
dictate how organizations handle data, respond to security incidents, and protect
individuals’ privacy. Moreover, international standards guide global cybersecurity
efforts, fostering collaboration and a united front against cyber threats.

Cybersecurity risks related to blockchain technology and its applications (e.g.,
cryptocurrencies) could be analyzed and potentially mitigated from two angles
(one does not exclude the other):

1. by improving the technical resilience of technology used or related to the
blockchain system and associated smart contracts, which may include de-
veloping incentive mechanisms under which blockchains would be more
resistant to adversarial behavior.

2. by introducing regulatory measures that mitigate these risks and alleviate
the burden of risks of attacks from the affected parties.

Enhancing the technical resilience of blockchain infrastructure, guaranteeing
the reliability of smart contracts, engineering and implementing a robust incen-
tive design to counter potential attacks are tasks mostly within the purview of
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technical experts. Token-based systems, for instance, can deter certain ’dishonest’
or malicious behavior through measures like token deductions or temporary re-
strictions, discouraging actions that could jeopardize the system. However, these
efforts may not be entirely sufficient in shielding users from the adverse conse-
quences of cyber attacks and associated vulnerabilities within blockchain systems
and applications, such as crypto-assets [44].

Crypto-assets have emerged as the most prominent application of blockchain
technology, yielding significant financial and innovative implications. Neverthe-
less, the European Securities and Markets Authority (ESMA) identified substan-
tial risks linked to crypto-assets, including concerns about cyber-attacks, money
laundering, and market manipulation. ESMA has emphasized that certain risks
specific to technology are inadequately addressed, and existing requirements may
not seamlessly apply or may lack relevance within a Distributed Ledger Technol-
ogy (DLT) framework [45]. Acknowledging the existing gaps in pertinent legis-
lation, the European Parliament, in its recommendations to the Commission on
’emerging risks in crypto-assets,’ called on the Commission to propose legisla-
tive changes in the realm of Information and Communication Technology (ICT)
and cybersecurity requirements for the European Union financial sector. This call
aims to address inconsistencies, gaps, and loopholes [46].

Nevertheless, crypto-assets and the underlying DLT constitute intricate ecosys-
tems, where furnishing pertinent insights requires an interdisciplinary examina-
tion that bridges the divide between legal, economic, and technical research. Cy-
ber attacks on blockchain applications extend beyond their immediate impact,
influencing financial markets and posing a potential threat to financial stability.
Decentralized technologies also deviate from the conventional regulatory norms
prevalent in centralized systems [47, 48], leaving users and businesses unpro-
tected. In line with two of the main objectives (to protect users and foster innova-
tion) of the EU Digital Package, we highlighting the necessity for a specialized ap-
proach in addressing a research gap that demands an interdisciplinary perspective.
An interdisciplinary research is crucial not only for addressing the complexities of
the blockchain but also for supporting policy and regulatory decisions related to
crypto-assets, decentralized technologies, and associated cyber risks. A thorough
comprehension of the security intricacies inherent in blockchain systems and their
applications is indispensable for the formulation and implementation of effective
regulatory measures.

1.4 Interdisciplinary perspectives on DLT Security
Blockchain systems are interdisciplinary in nature, not just by the diversity of their
applications but also by the way the blockchain operates. Besides tokenomics
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as described above, governance also represents a critical interdisciplinary facet
within blockchain systems, especially when related to cybersecurity. Within the
blockchain network, on-chain governance encompasses the structural framework
for incentivizing participation, decision-making processes, allocation of voting
rights, etc [8]. This mechanism operates directly within the blockchain protocol,
enabling stakeholders to collectively influence system upgrades, modifications, or
policy changes. The decentralized nature of on-chain governance seeks to ensure
a fair and inclusive decision-making process, aligning the interests of network
participants and enhancing the system’s security and resilience. In the context
of cybersecurity, effective governance is paramount for several reasons. First,
it directly influences security-related decisions and responses to potential threats
or attacks. The ability to promptly and efficiently implement security upgrades
is vital in mitigating vulnerabilities and safeguarding the network against evolv-
ing cyber threats. Additionally, the governance model impacts the economic and
financial stability of the blockchain ecosystem. Decisions regarding monetary
policies, inflation rates (e.g., a cap on minting coins can have a deflationary effect
on their economic value), and protocol changes can influence the value of cryp-
tocurrencies and the economic incentives for network participants. A hard forks
which happen when the blockchain splits into two separate branches following a
change in the rules of the system, are often seen as governance divisions that can
threaten the stability of a cryptocurrency, impact its economic returns and reduce
the presumed level of security in the blockchain [22].

On the other side, off-chain governance represents a different dimension that
encompasses elements such as regulations, policies, external management prac-
tices, third-party services, etc [8]. Unlike on-chain governance, which directly in-
teracts with the blockchain protocol, off-chain governance involves mechanisms
and external influences to the blockchain system. Despite this external position-
ing, off-chain governance can affect the on-chain behavior and outcomes within
the blockchain ecosystem [23]. Regulatory frameworks as part of the off-chain
governance, for instance, play a substantial role in shaping how blockchain tech-
nologies are utilized, adopted, as well as how cryptocurrencies are traded, taxed,
or legally recognized. Government policies regarding data privacy, security stan-
dards, and compliance requirements can influence the overall behavior and op-
erations of blockchain networks, impacting the way transactions are conducted
and data is managed on the blockchain. Likewise, third-party services, includ-
ing cryptocurrency exchanges and wallets service providers, play a vital role in
facilitating and securing blockchain transactions. Their security measures and
operational practices can directly impact users, affecting both the adoption and
security of the system. As noted in [49], third-party service providers can play a
pivotal role in bridging the gap between intricate technological advancements and
the end-users, making blockchain technology and smart contracts more accessible
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and user-friendly. However they can also become important vulnerability points
which could require adequate security standards and regulatory measures [44].

Furthermore, when considering the interdisciplinary nature of blockchain based
applications - cryptocurrencies exhibit a particularly strong connection to the realm
of finance. Financial factors, such as the potential for significant gains in cryp-
tocurrency value, can influence the propensity for cyber attacks, as highlighted
in [22]. Overall, the potential for significant gains in cryptocurrency value can
be seen as a double-edged sword. On one hand, it attracts investors and traders
seeking substantial profits. On the other, it can entice cyber criminals to devise so-
phisticated cyber attacks, including phishing, ransomware, and hacking attempts,
to exploit vulnerabilities and steal valuable assets. Therefore, designing effective
cyber security measures can be seen as prerogative to the widespread adoption of
blockchains and crypto assets.

1.5 DLT Opportunities beyond Vulnerabilities
Mitigating cyber vulnerabilities in blockchain systems is not merely a defensive
strategy but a catalyst for unlocking a myriad of new use cases and fostering inno-
vation. As blockchain technology becomes more resilient against cyber threats, it
will instill confidence in its broader application across diverse industries. In an era
defined by rapid digitization and an expanding digital frontier, blockchain tech-
nology has emerged as a revolutionary force with transformative potential across
domains. Attributes of decentralization, disintermediation and transparency have
propelled the utilization of blockchain technology into diverse sectors, including
finance, energy markets, supply chain, gaming, and beyond.

Blockchains address crucial missing elements in renewable energy markets,
where traditional centralized systems have faced challenges in transparency, ef-
ficiency, and resistance to fraud [50, 51, 52]. Blockchains can enhance coordi-
nation, privacy, and alignment of incentives within renewable energy use cases
establishing a trustworthy reputation in the eyes of relevant external stakehold-
ers. In particular, tokens build on top of a blockchain can be used as incentives
to guide participants in performing socially desirable (e.g., green) actions, thus
avoiding free-riding and other relevant problems in Commons based communi-
ties [53]. Likewise, blockchains seem to align with the socio-economic fabric of
Renewable Energy Communities (RECs), enabling stakeholders to replicate their
governance processes on-chain [54, 55].

The rapid growth and adoption of another groundbreaking technology - Ar-
tificial Intelligence (AI), has introduced various challenges, amongst which the
ones in data compliance and cybersecurity [56, 57, 58]. In accordance with regu-
latory standards, the need to address how data is managed and secured has been
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at the forefront of AI systems research needs [59]. Arguably, the incorporation
of blockchain technology can enable specific AI-based systems to align with reg-
ulatory provisions in particular to aspects such as data, data governance, record-
keeping, transparency assurance, and access control enforcement.

1.6 Contributions
On one hand, blockchain technology promises to revolutionize traditional sys-
tems, decentralize control, and provide a secure foundation for various applica-
tions. On the other hand, lurking in the shadows, are the multifaceted vulnerabil-
ities and threats that could undermine its very essence, causing a domino effect
across use cases. This thesis stands at the intersection of these contrasting forces,
aiming to navigate this digital frontier and unravel the complex tapestry of the
blockchain eco-system.

Conducting a comprehensive examination of the intricate relationship between
blockchain and cybersecurity, this thesis aims to identify cyber vulnerabilities
in real-world applications, assess their implications, and propose measures to
strengthen the security infrastructure of blockchain ecosystems and their appli-
cations. Mitigating these vulnerabilities requires an interdisciplinary and multi-
faceted strategy, encompassing efforts to a) analyze the economic impact of cyber
attacks on users and markets in real world blockchain applications b) enhance
the technical resilience of the blockchain eco-system and c) implement regulatory
measures that alleviate risks and reduce the impact of attacks on affected parties.

With this research work we aim to pave the way for a more secure digital
future, where technological innovation harmoniously coexists with legal and eco-
nomic imperatives. With the intent of promoting the creation of more robust, se-
cure and widely adopted blockchain systems, this thesis will provide the following
contributions:

• We offer a comprehensive taxonomy of cyber attacks and security vulnera-
bilities inherent to public blockchain technology, offering a structured un-
derstanding of potential threats.

• Using data from open blockchain APIs, we delve into the economic effects
of cyber attacks on both users and investors, shedding light on the financial
implications and risks associated with public blockchain-based systems and
cryptocurrencies.

• We highlight specific facets of public blockchain technology that might re-
quire regulatory intervention for long-term sustainability and secure opera-
tion.
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• We delve into the technical aspects of public blockchains which constrain
regulatory intervention. Understanding its limitations we propose alterna-
tive approaches that have the potential to mitigate certain cyber risks.

• We consider certain challenges of smart contracts, which are both software
artifacts and legal agreements, placing particular emphasis on the concept
of an ’information gap’ and its potential implications.

• We consider DLT as a normative tool that can be used to arbitrate and dis-
intermediate interactions in complex societal contexts, such as AI applica-
tions, energy markets, and commons based communities.

1.7 Thesis Organization

This thesis is divided in two parts. The first (Chapters 2, 3, 4, 5) focuses on
different cyber vulnerabilities, challenges and attack vectors in blockchain based
systems, analysing their economic and regulatory implications. The latter part
(Chapters 6 and 7), showcase how a blockchain, leveraging its technological ca-
pabilities, can be utilized as a security enhancement, coordination and incentive
alignment tool across different systems. The subject matter of individual chapters
can be summarized in the following way:

• Chapter 2: Understanding Cryptocurrency Returns under Cyber Attacks.
In this chapter we examine cryptocurrencies, arguably the most well known
blockchain application. We argue that although cryptocurrencies bring a
number of advantages, the blockchain infrastructure on which they are built
is susceptible to several types of security vulnerabilities and cyber-attacks,
affecting negatively users and businesses. Besides the technical challenges,
cryptocurrencies constitute a fairly recent and contentious asset category.
Their distinction from traditional fiat currencies lies in the absence of na-
tional central bank management. Furthermore, they deviate from conven-
tional stock properties, presenting a challenge in assessing risk exposure
for investors and policy experts. Due to their intricate nature, merely con-
fining risk analysis within an economic framework proves inadequate in
fully understanding the potential disruptions they might undergo. Hence
in this chapter we present a taxonomy of some of the possible attacks in a
blockchain system and estimate the impact that different attacks may have
on the economic returns of cryptocurrencies. Overall, we aim to develop
a deeper understanding of these systems that are objects of great research
interest in separate disciplines, supporting policymakers in their regulatory
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decisions concerning cryptocurrencies and associated cyber-related finan-
cial risks. This chapter is published as part of the joint work at the Journal
Blockchain: Research and Applications cited as [22]. Relevant research was
carried at Nokia Bell Labs Paris and LINCS (Laboratory for Information,
Networking and Communication Sciences) under the MSCA ITN ”BAn-
DIT” project funded by the EU Commission.

• Chapter 3: Navigating the Gap: Cybersecurity Challenges in Blockchain
and Crypto Regulation. This chapter is a logical continuation of the Chapter
2. Cyber-attacks targeting cryptocurrencies (and the underlying blockchain
technology) have been on the rise, costing users and businesses millions
of euros. As a mean of fostering fintech innovation, the EU has stated its
support for adoption and development of blockchain and cryptocurrencies
in the European Economic Area. Nevertheless, cryptocurrencies lie at the
top of a potentially dangerous feedback loop mediated by market valua-
tion. From a European Union regulatory standpoint, high cyber security
resilience is a precondition for sustainable innovation in an increasingly
digitalized financial sector, where protecting users and businesses is a pri-
ority. We present a regulatory overview of the emerging fields of cyber
risk, blockchain and cryptocurrencies in the EU and illustrate a techno-
regulatory gap which requires further attention. We highlight specific facets
of blockchain technology that might require regulatory intervention for long-
term sustainability and secure operations. We delve into the technical bound-
aries of blockchain which constrain regulatory intervention in certain cases.
Understanding its limitations, and propose alternative approaches that have
the potential to mitigate certain cyber security risks. This chapter is based
on an article published at 10th Graduate Conference in Law and Technology
at Sciences Po Paris cited as [44]. The chapter includes slight adjustments
compared to the published article to accommodate changes in regulatory
and industry developments. Relevant research was carried forward at Nokia
Bell Labs Paris and LINCS (Laboratory for Information, Networking and
Communication Sciences) under the MSCA ITN ”BAnDIT” project funded
by the EU Commission.

• Chapter 4: MEV Dynamics: Cybersecurity Challenges and Policy Perspec-
tives. In this chapter we dive deeper into the blockchain architecture, partic-
ularly focusing at the incentive design behind block formation in PoW and
PoS blockchains. We investigate the phenomena behind MEV (maximun
extractable value) which is a common centralizing force in blockchains,
causing security challenges in several well known blockchains. We dis-
cuss the economic and cyber security issues related by MEV such as front-
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running practices and sandwich attacks, which are considered illegal in tra-
ditional financial markets. This chapter continues by proposing possible
regulatory and technical measures as policy suggestions with an aim of mit-
igating the negative effects of MEV and protecting users and investors. This
chapter is based on an article published at the 35th International Conference
on Advanced Information Systems Engineering, under the Advanced Infor-
mation Systems Engineering Workshop [23]. Relevant research was car-
ried forward at University Pompeu Fabra under the MSCA ITN ”BAnDIT”
project funded by the EU Commission.

• Chapter 5: Closing the Information Gap. Smart contract is a self-executing
program that automates certain actions in agreement on a blockchain. Smart
contract adoption has increased over the last decade, also increasing some
of the challenges and risks users face when interacting with it. In this chap-
ter we dive into specific challenges related to smart-contracts. Guided by
notions from contract law and consumer protection we highlight the ’infor-
mation gap’ that exists between users (including judges/legal bodies) and
the source code in smart contracts. We present a spectrum of low-code to
no-code initiatives that aim at bridging this gap, promising the potential of
higher regulatory acceptance. We argue that this highlights the phenomena
of ’The Pitfall of the Trustless Dream’, as arguably solutions to the informa-
tion gap tend to make the system more centralized and vulnerable to a sin-
gle point of failure. In this article, we aim to make a practical contribution
of relevance to the wide-spread adoption of smart contracts and their legal
acceptance. This chapter is based on an article published at IEEE 24th Con-
ference on Business Informatics (CBI), under the International Workshop
towards Decentralized Governance Design [49]. Relevant research was car-
ried forward at University Pompeu Fabra under the MSCA ITN ”BAnDIT”
project funded by the EU Commission.

• Chapter 6: Blockchain for AI: EU AI Act Compliance from a Cybersecu-
rity Viewpoint This chapter aims to investigate the potential of blockchain
technology in mitigating certain cyber risks associated with artificial intel-
ligence (AI) systems. Aligned with ongoing regulatory deliberations within
the EU, and the escalating demand for more resilient cybersecurity mea-
sures within the realm of AI, our analysis focuses on specific mandates out-
lined in the proposed AI Act. We argue that by leveraging blockchain tech-
nology, AI systems can align with some of the requirements mandated in
the AI Act, specifically in terms of data, data governance, record-keeping,
transparency and access control. The study shows how blockchain can suc-
cessfully address certain attack vectors related to AI systems, such as data
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poisoning in trained AI models and data sets. Likewise, the chapter explores
how specific parameters can be incorporated to restrict access to critical AI
systems, with private keys enforcing these conditions through tamper-proof
infrastructure. Additionally, the article analyses how blockchain can fa-
cilitate independent audits and verification of AI system behaviour. This
chapter is published at the International Cybersecurity Law Review Journal
[59]. Relevant research was carried forward at University Pompeu Fabra
under the Protocol Labs Fellowship.

• Chapter 7: Blockchain for RECs: Enhancing Privacy and Incentives in
Energy Trading. In this chapter we present blockchain as a tool that can
enhance coordination, privacy, and incentive alignment within Renewable
Energy Communities (RECs), while empowering them to establish a trust-
worthy reputation in the eyes of relevant external stakeholders. We develop
a privacy-preserving energy trading protocol which enables secure commu-
nication of energy supply and demand. We show how, with a help of tok-
enized incentives, users are encouraged to publish usage profiles and trade
energy in a community-based public forum. This allows all users in the
community to benefit from typically cheaper locally-produced renewable
energy, while also allowing the community as a whole to more effectively
balance energy supply and demand, without compromising sensitive data
confidentiality. With this solution we aim to show how blockchain-based
protocols can contribute to the further adoption of sustainable energy, and
act as a privacy preserving security enhanced tool. This chapter is based on a
published article at the 8th International Conference on Renewable Energy
and Conservation [49]. Relevant research was carried forward at Univer-
sity Pompeu Fabra under the Protocol Labs Fellowship with the assistance
of the Interplanetary Wellbeing Center.

1.8 Limitations

This thesis acknowledges the extensive diversity of vulnerabilities and cyber-
attacks prevalent in blockchain systems and their applications. Nevertheless, given
the expansive and ever-evolving nature of these challenges, our objective is not to
offer an exaustive inventory of all potential threats within the confines of this
research, as such an endeavor would require volumes of literature. Instead, we
focus on a specific set of vulnerabilities and challenges present in blockchain sys-
tems. As a computer science thesis, this work does not aim to establish novel legal
foundations or offer a comprehensive analysis of current laws and regulations. In-
stead, its primary focus lies in addressing questions situated at the cross-road of
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technology and policy within the blockchain landscape. By specifically exploring
questions that navigate the complexities between technological advancements and
policy considerations, we aim to contribute insights that can facilitate a nuanced
understanding of the subject matter in both disciplines, and support policymak-
ers in regulatory decisions concerning blockchains, crypto-assets and associated
cyber risks and application opportunities.
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Chapter 2

UNDERSTANDING
CRYPTOCURRENCY RETURNS
UNDER CYBER ATTACKS

This chapter is based on the article: Ramos, S., Pianese, F., Leach, T., & Oliveras,
E. (2021). ”A great disturbance in the crypto: Understanding cryptocurrency re-
turns under attacks.” Journal of Blockchain: Research and Applications.

2.1 Introduction

A public blockchain is a peer to peer distributed ledger technology (DLT) that
records transactions between two or more parties in a verifiable and permanent
way by storing them as a sequence of blocks. The blocks are linked together into
a chain, which (in the most popular blockchains based on proof-of-work tech-
niques) is secured using cryptographic primitives and a randomized lottery mech-
anism. Each block contains a secure digest (or hash) of the previous block, an un-
forgeable proof from the lottery, a timestamp, and a list of transactions. One of the
main advances that blockchain technology brings is the idea that, once recorded,
a transaction stored in a block cannot be altered without modifying the entire se-
quence of subsequent blocks [10]. Blockchain technology originated with the de-
velopment of Bitcoin, a cryptocurrency developed in 2009 by Satoshi Nakamoto,
a pseudonym of its creator [7]. The definition of cryptocurrencies varies amongst
jurisdictions. At a EU level, “digital representations of value or rights which
may be transferred and stored electronically, using distributed ledger technol-
ogy”[17] are referred as crypto-assets. While the EU differentiates between dif-
ferent crypto-asset categories, in this thesis we use the terms crypto-assets and
cryptocurrencies interchangeably, making category distinctions only when rele-
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vant to the discussion. Soon after the emergence of Bitcoin, the so-called crypto
market saw a rapid take-off with the introduction of a vast number of new cryp-
tocurrencies. There are more than 2,000 crypto-assets outstanding[45].

Despite of their operational transparency, decentralization, and ease of support
for further applications, cryptocurrencies are still characterized as a highly risky
asset class [60]. On these grounds, many countries worldwide issued warning
notices for their citizens, advising them of the potential dangers of investing in
cryptocurrencies [45]. In particular, the European Securities and Markets Author-
ity (ESMA) emphasized that technology-specific risks are still under-addressed
while certain existing requirements may not be easily applied or may not be en-
tirely relevant in a DLT framework (e.g., GDPR). We go into more details over
this issue in Chapter 3.

It can be argued that, although cryptocurrencies bring a number of advantages
[61], the blockchain infrastructure on which they are built is susceptible to several
types of security vulnerabilities and cyber-attacks [20], [62], which ultimately af-
fect the overall risk level associated with crypto assets. Apart from the technical
issues, they make up a relatively new and controversial asset class: they differ
from fiat currencies in that they are not managed by a national central bank, but
they also lack fundamental properties typical of stocks, making the analysis of
their risk exposure difficult for investors, researchers, and policy makers. Because
of their complex nature, constraining an analysis of the risks associated with cryp-
tocurrencies within a purely economic framework is not sufficient to capture the
possible disruptions to which they are susceptible [63].

In this chapter we adopt a multidisciplinary perspective by exploring the prop-
erties of cryptocurrencies at the intersection of computer science and economics.
In particular, our objective is to analyze the various technical vulnerabilities (cyber-
attacks & coordinated user-miner behavior) that apply to cryptocurrencies and to
understand the economic (financial) impacts caused by them. After surveying the
most common types of attacks for PoW cryptocurrencies, we focus in more detail
on instances of 51% attacks, hard forks, and wallet attacks. Utilizing the intrinsic
features of blockchain technology, we adapt existing event study methodologies
to specific crypto-related event scenarios so that we can understand the impact
caused by them in terms of generated abnormal returns/losses. Our metric of
choice is the Cumulative Abnormal Return (CAR), which we define in Sec-
tion 2.4.1.

2.2 Cyber-attacks in cryptocurrencies
In this section, we introduce some technical background on how cryptocurren-
cies operate as a distributed systems on a computer network and characterize the
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blockchain replica agreement mechanisms, also known as ’consensus’. We focus
our analysis on blockchains based on Proof-of-Work (PoW), presently the most
common implementation of major cryptocurrencies [64]. We then concisely ex-
plore the main security threats by presenting a taxonomy of the types of attacks
associated with blockchain and cryptocurrencies, drawing from existing litera-
ture [62][65][66][67][20][68][69]. We give an explanation of the types of attack,
their likely surface and scope, as well as hints that make them detectable and the
benefits that the perpetrator may draw from them. We will later study in more
detail three types of attacks from collected traces: 51% or majority attacks, hard
forks, and wallet attacks. Our purpose is to estimate the impact on the attacked
cryptocurrencies in terms of generated cumulative abnormal returns/losses.

2.2.1 Consensus and Security

The proof of work (PoW) consensus mechanism is the most widely deployed con-
sensus mechanism in existing public blockchains [21]. This consensus mechanism
became popular with the development of Bitcoin, although Nakamoto acknowl-
edges its derivation from the HashCash scheme introduced in 1997 by Adam Back
[7]. PoW belongs to the probabilistic-finality consensus mechanism category as
it guarantees eventual consistency in nominal conditions [13]. In other words,
PoW works as a lottery mechanism where a node that solves a computationally-
intensive random search operation is allowed to create a new block. The node that
first solves a cryptographic puzzle set by the rules of the network is the one that
gets to create the next block [12]. This process is known as mining. In general,
the higher the computational power available to a miner, the greater the likelihood
of finding a valid solution before a less-endowed competing miner. Understand-
ing how a PoW lottery works is important because it determines the main security
properties of a blockchain [64].

2.2.2 Taxonomy of attacks

In Table 2.1 we present a taxonomy of the most relevant cyber-attacks targeting
cryptocurrencies, along with their impact, indicators, and affected system partic-
ipants. We add another classification (specific, non-specific), with specific being
an attack that solely targets one cryptocurrency at a time, and non-specific an
attack that at the same time affects multiple cryptocurrencies. We indicate as the-
oretical a type of attack that has only been discussed as possible with no evidence
of its actual occurrence. Smart contract vulnerabilities and attacks are beyond the
scope of this chapter, hence they are not included in the table below.
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Table 2.1: Taxonomy of attacks on cryptocurrencies
Attacks Description Purpose Type Possible Indicator
51% attack Attack on a blockchain by a

group of miners who control
more than 50 percent of the
network’s mining hash rate.

Double spend-
ing; Getting
block reward

Specific;
Attack;
Data
Avail-
able

Selfish-mining;
Stale Orphaned
Blocks; Consensus
and Block Delay

Goldfinger at-
tack

Specific type of a majority at-
tack; attackerâs motivation is
based on some incentive out-
side the cryptocurrency econ-
omy

Overthrowing
the system as a
whole

Specific;
Data
unavail-
able;
Theoret-
ical

Dominance over
total network hash
rate, can be noted by
demand for rental
(Nice Hash); buying
mining equipment
etc.

Hard Fork Blockchain splits into two
separate branches following a
change in the rules of the sys-
tem

Creating new
protocol rules
leading to new
currency

Specific;
Data
Avail-
able

Attack or controver-
sial situation (com-
munity conflict) may
lead to forking of a
cryptocurrency

Sybil Attack Single entity tries to take
over the network by creating
multiple accounts or running
multiple nodes

Allowing at-
tackers to
infiltrated the
routing of
messages on
the blokchain
overlay

Specific;
Data
unavail-
able

None

DNS Hijack Attack in which DNS queries
are incorrectly resolved in or-
der to unexpectedly redirect
users to malicious sites

Theft of coins Non-
Specific;
Data
Unavail-
able

None

BGP Hijack Illegitimate takeover of
groups of IP addresses by
corrupting internet routing
tables maintained using the
Border Gateway Protocol
(BGP).

Double Spend Indirect;
Data
Not
avail-
able

Delay in block prop-
agation

Eclipse
Attack

In an eclipse attack, the ma-
licious actor will ensure that
all of the targetâs connec-
tions are made to attacker-
controlled nodes. Leverages a
sybil attack on the blockchain
overlay.

Disrupt infor-
mation flow
to create ad-
vantages for
mounting 51%
attacks

Indirect;
Data
Unavail-
able

Crawling Bitcoin
overlay

Wallet Attack Big leak of Wallet IDs, wal-
let attack can happen through
different ways among which
A possible breach of the wal-
let provider core protocol;
DNS hijacking,phishing at-
tacks,remote code injection,
etc.

Theft of Coins Can be
both
Specific
and
Non-
Specific;
Data
Avail-
able

Inability to access
wallet

DDoS Distributed denial-of-service,
when an attacker makes a ma-
chine or network resource un-
available to its intended users
by disrupting services of the
host connected to the Internet

Degrades the
performance
of a cryptocur-
rency exchange,
Decreasing
Volume traded
could crash
the exchange
platform

Non-
Specific;
Data
unavail-
able

Inability to access a
trading platform

Dusting
Attack

”Dusting” a large number of
addresses by sending a few
âcoinsâ to them. The next
step is to of involves

Type of de-
anonymizing
attack Theft
of coins, Ran-
somware

Non-
Specific;
No Data
Avail-
able

Insignificant coin
amount sent from
unknown user ’dust’
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2.2.3 Majority Attack

A basic rule of PoW blockchains is that the most up-to-date state of the system is
represented by the longest chain, and all rational miners should attempt to generate
new blocks that extend it further to gain the next block reward. A majority attack
can be mounted by someone covertly possessing a large enough share of hash rate
that allows the attacker to produce blocks at a much faster pace than the rest of the
network. In these circumstances, the attacker could covertly create a private chain
which diverges from the ‘official’ one and which, once disclosed, will become the
legitimate state of the system, rewriting its entire history from the branching point.
This is known as a majority or 51% attack, whereby the attacker can exploit the
inconsistency between the two chains to mount a ”double spend” attack.

Double spending is what happens when the same digital currency can be spent
more than once, i.e., a transaction uses the same input as another that had al-
ready been broadcast on the previous chain [70]. This type of attack can be highly
profitable [68], depending on the holdings of the attacker, the liquidity of ex-
changes/merchants processing the fraudulent transactions, and the cost associated
with procuring the computational capacity required to mount the attack. So far,
there have been various recorded cases of 51% attacks on smaller cryptocurren-
cies, which we analyze in more detail in Section 2.5.

In practice, mounting a majority attack is not an easy task but it is still possible
especially through so-called ’mining pools’. Joining a mining pool is common
among miners as a way to make rewards from the mining process more predictable
[71]: due to the high absolute difficulty of winning a PoW lottery, mining a block
without having an extremely costly and potent mining equipment is very hard to
achieve by solo miners. As [72] explains, a miner running a 3 TH/s (terahash
per second) node which is priced at 4000 euros, was expected (in 2014) to find
a block every six months on average. Hence, in order to reduce the risk of not
finding a block and receiving a reward, pools allow small miners to contribute to
the network’s hash rate and together mine a block reward which will be later split
among the mining pool participants. [73] argue that colluding miners’ revenue is
larger than their individual fair share. Likewise, the ’difficulty level’ of finding
a block has been gradually increasing as it is shown in Figure 2.2. Pools can
unfortunately become a threat: [73] argue that honest but rational miners will have
the incentive to eventually join the attackers, and the colluding group will increase
in size until it becomes a majority. Today there are more than 15 known mining
pools present on the Bitcoin network (see Figure 2.1) and in several occasions the
biggest ones have become close to owning a majority stake of the mining power.

Regarding the cost of mounting an attack, [74] calculated the viability of at-
tacking various currencies by estimating the price of renting enough mining power
to match the overall network hash rate for an hour. For example, they observed
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Figure 2.1: Share of mining capacity held by major mining pools. Source: con-
seils.crypto 2020

that attacking Bitcoin at the time would cost around 696,885 dollars for one hour,
while for some minor coins such as LiteCoinCash the price of a double spend
attack would be as low as 24 dollars per hour. Although these calculations may
not be the most comprehensive and accurate due to other technical factors and to
the challenge of covertly renting significant amounts of computing power [75],
it can be noted that large miner populations make blockchains fairly resilient
against majority attack. In other words, well-established cryptocurrencies tend
to be impervious to this type of attack. This fact is important when considering
that blockchains can become fragmented due to community splits - a Hard Fork
may negatively affect the ledger’s security against majority attacks.

2.2.4 Hard Fork
Forking is said to happen when a blockchain splits into two separate branches fol-
lowing a change in the rules of the system. Forks can happen for multiple reasons,
usually because of disagreements among the user and developer communities (ex.
increasing the block size in the case of Bitcoin Cash [76]) and sometimes as a
response to a major hack (ex. the case of the DAO 1) [77]. Depending on the na-
ture of the rule change, forks can be categorized into Hard and Soft Forks. A Soft

1The “decentralized autonomous organization” (DAO) is a set of smart contracts on the
Ethereum blockchain. The 2016 DAO hack resulted in huge losses, and a majority of the com-
munity subsequently voted to roll-back the ledger state. This vote resulted in a hard fork of the
Ethereum blockchain from which Ethereum Classic originated.
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Figure 2.2: Bitcoin difficulty target over time. source:bitcoinwiki.org

Fork is a revision of the rules that is accepted by most stakeholders and usually
backward compatible [78]. In other words, blocks that will be generated follow-
ing the new rules are still valid according to the previous rules, hence nodes that
did not adopt the changes may still operate normally. A Hard Fork is a change
that is not backward compatible and that is the object of disagreement among
stakeholders. In this case, when nodes generate a block following the new rules,
it will be rejected by the nodes that did not approve of the change [78]. A Hard
Fork basically creates a new coin, as in the case of Bitcoin Cash and Bitcoin Gold
which are both derivatives of Bitcoin [76]. After a Hard Fork happens, unspent
transactions outputs from the original blockchain are considered valid both in the
old and the new currency: therefore users possessing 5 coins of currency X will
also possess 5 coins of new currency Y.

Although the Hard Fork doesn’t necessarily fall in the category of malicious
attacks, such as the 51% attack, it can still be considered an attack because it
causes a significant disturbance of the system’s operation by its own community,
creating a new ’competing’ cryptocurrency and diminishing the size and secu-
rity of both resulting systems [79], often casting doubts about the viability of the
smallest one. But opposing interests and visions for the future of a cryptocurrency
may lead communities to a point where substantial groups of stakeholders have
no choice but go their separate ways [76].

Given the public nature of the conflicts leading to these events, hefty traders
(e.g., investors holding large amount of coins) can make essential changes on the
market in anticipation of a hard fork split. When a large trading entity antici-
pates that a hard fork is about to occur, it has a strong incentive to increase its
stake in the parent token until the fork happens and later release tokens due to
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the knowledge of artificially inflated prices. A focused analysis of crypto-market
manipulation strategies is outside the scope of this chapter, although several past
studies detected examples of manipulative responses [80, 81].

There are also several other issues related to hard forks in terms of their mo-
tivations. Many forks seem to be similar and not offer any new desirable feature.
More than fifty forks of Bitcoin exist, but few currently show any trading volume
at all. In some cases, announced forks were downright scams meant to manipulate
the market or fool less knowledgeable investors, with no actual fork being carried
out. Some scams were meant to drive Bitcoin price down (ex. Bitcoin Platinum)
while others attempted to steal users’ credentials and cryptoassets through a fake
wallet website [82, 83]. The latter scam leads us to the next category of attacks,
that may sharply affect the price of cryptocurrencies when carried out at a large
enough scale: wallet attacks.

2.2.5 Wallet Attack

In order to transact with a cryptocurrency, users need to control a cryptocurrency
wallet. A wallet can be managed by a hardware device, a software program, or
an online service which stores the private and public keys corresponding to the
addresses associated with the user. An attack on a wallet software or wallet ser-
vice provider and its users can produce a big impact, resulting in a massive theft
of coins and decreasing the trust in the system overall. Besides traditional wal-
let service providers (e.g., Trinity, MyEther, Edge) cryptocurrrency holdings can
be stored on other online platforms such as exchanges (e.g., Coinbase, Bitfinex,
Bithumb, Bittrex). Coinbase is a digital exchange and online cryptocurrency wal-
let provider which, contrary to single-coin wallets, allows for holding and trad-
ing several cryptocurrencies under a same account. Wallet attacks do not usually
involve the blockchain: classic privilege escalation and the compromise of the
provider’s ”hot wallet” (cryptocurrency wallet that is connected to the internet)
credentials are the main technical vector leading to the theft of massive amounts
of holdings belonging to their users. The table below shows some of the biggest
wallet attacks of cryptocurrencies. We included a sample of both single-coin and
multi-coin wallet attacks to test for its effects.

Moreover, attacks targeting individual wallet users can be mounted via a mul-
titude of malicious techniques with the purpose of stealing user credentials and
gaining access to their funds [84]. Besides the case of insider attacks by dishonest
providers, possible attack vectors include DNS hijacking, virus/trojan infection
from phishing attacks, cross-site scripting, and organized social-engineering at-
tack.
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2.3 Related Work: Event Studies, Cyber-Attacks and
Cryptocurrencies

Event study analysis is commonly used to determine abnormal returns in stock
prices resulting from unanticipated events [85]. The main premise is that effi-
cient markets should ”price-in” new event information to the stock value of the
impacted entity. In other words, the impact of a certain event can be measured by
examining security prices surrounding the event [86], [87].

Several event studies in the literature focused on the effect of security breaches
(cyber-attacks) on companies’ stock performance [88, 89, 90, 91, 92] uses an
event-study analysis to assess the impact of cyber-attacks on the market value
of breached firms. Still, there are conflicting views about the economic impact
of such breaches. [93] maintains the lack of understanding of the different types
of cyber-attacks, as well as its effects. Whereas results generally suggest that
companies do experience financial losses, expressed as a negative stock market
reactions, some authors argue that the monetary effect depends on the type of the
attack [89] and the length of the event window [90]. Hung studies the association
between information security news and corporate stock prices [94]. Colivicchi
and Vignaroli investigate the possibility to to manage cyber-risk by forecasting
the daily portfolio volatility in relation to the fact that the stock market seems to
recognize the impacts of a related cyber-attack [95] .

To the best of our knowledge, although some studies did focus on the impact of
other types of events on cryptocurrencies, very few event studies were performed
on the effect of security breaches and cyber-attacks on cryptocurrencies. [96] uti-
lizes event studies to determine the stock price reactions of blockchain-related
listed companies after corporate name changes and finds significantly positive ab-
normal returns on the event date. Also, [97] studies the effect of US monetary
policy announcements on cryptocurrencies, protocols, and dApps. Hashemi Joo
et al. study the cryptocurrency value after 51% attacks and Abhishta et al. stud-
ies the impact of DDoS attacks on cryptocurrency exchanges by the changes in
transaction volumes traded [98, 99]. On the other hand, Auer and Claessens ex-
plore the cryptocurrency market reactions to regulatory news [100]. Apostolaki et
al. explores the potential impact of IP routing attacks on the functionality of the
Bitcoin cryptocurrency and alludes to the potential exploitation of BGP hijacks
for manipulating the price of Bitcoin [62]. Koutmos maintained the dominant
role of Bitcoin in terms of return and volatility spillovers among the 18 largest
cryptocurrencies [101]. Caporale et al. reinforces this argument alluding that
cyber-attacks targeting cryptocurrencies have a significant impact on the dynamic
linkages where Bitcoin plays a dominant role [102].
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2.4 Contribution
As noted before, the event study literature is mostly focused on corporate stock
performance analysis. There are few prior event studies applying to cryptocurren-
cies attacks. In the following, we will adapt existing event study methodologies
to specific crypto-related event scenarios so that we can analyze and understand
their impact.

We agree with [89] about the importance of dividing the attacks into different
categories depending on their type to estimate the economic effect. For the 51%
attack, we utilize data based on the intrinsic feature of blockchain technology that
tracks the exact time and date at which an attack happened by spotting the sudden
changes in the network’s longest chain and determining whether a transaction was
been double spent. This technical scenario introduces a different set of challenges
compared to company-related event studies, where the exact timeline of the prop-
agation of information about the event (e.g., a merger) is not clearly known and
the event window needs to incorporate a number of days prior to the known event
date in order to account for a possible information spill.

Despite the full availability of cryptocurrency data as part of the normal op-
eration of public blockchain systems, spotting a 51% attack on a cryptocurrency
requires technical skills not available to the general public, which introduces a
potential delay between the actual attack and the reporting of it. For example, the
BTG attack in 2020 was discovered by a researcher at MIT’s Digital Currency
Initiative [103]. Sometimes, it is once the information is spread by the media,
that the public and the markets become aware of it. Based on the finding in [104]
that cryptocurrency prices react quickly to ’bad news’ in the press, and the magni-
tudes of cumulative abnormal returns (CARs) are larger for negative events than
for positive events, implying that the market reaction to negative events is stronger
than to positive announcements [105], we attempt to go further than [98], which
uses media-publicized announcement dates of 51% attacks in their study. We can
better approximate the length of the event window by finding the exact time when
a 51% attack took place and can sometimes tell apart the effects of the attack itself
from the consequences of the attack’s awareness. In our analysis, we assume that
once an attack (event) has happened the information is potentially accessible and
available and the attacked cryptocurrency price can show a reaction. This is also
supported by [105] which notes high abnormal returns on days prior to the news
disclosure.

In the sample of cryptocurrency attacks analyzed in this chapter, we observe
that there are cases in which the news of an attack gets published quickly (on the
same day or in the following week) and cases where an attack was not officially
reported for a period of one month or longer. Accordingly, our analysis organizes
attacks into two categories, those that have been publicly ’known’ (information
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Table 2.2: List of 51% Attack Events Considered

Cryptocurrency Date Attack Date Pub. Type

Bitcoin Gold (1) 5/16/18-5/19/18 5/18/2018 Known
Bitcoin Gold (2) 1/23/20-1/24/20 1/25/2020 Known
Ethereum Classic 1/6/19â1/8/19 1/7/2019 Known

Vertcoin (1) 10/12/18â10/18/18 12/2/2018 Unreported
Vercoin (2) 10/27/18â10/28/18 12/2/2018 Unreported
Vercoin (3) 11/29/18â12/2/18 12/2/2018 Known
Verge (1) 4/4/18 4/4/2018 Known
Verge (2) 5/22/18 5/22/2018 Known

released in the media up to 10 days from the day of the attack) and those that were
’unreported’ (if the delay of the information spread was longer than 10 days from
the day of the attack).

Furthermore, the ’unreported’ category gives us an opportunity to test whether
a 51% attack was already known to some actors before it was openly reported. In
these cases, the imperfect availability of public information may still affect the
market price of the attacked currency and generate abnormal returns. Here, a pos-
sibility of potential inflating of prices (hence generating higher abnormal returns)
during an attack is also not excluded, if attackers manage to stay unnoticed to the
rest of the public.

Another particularity we observe in the data is that some attacks last few hours
while some last for multiple days, as it can be seen in Table 2.2. Although some
of the longer incidents can be classified as separate block reorganizations, i.e.,
subsequent distinct attacks of short duration, we choose to aggregate them into a
single attack with a longer duration for two main reasons: first, these strings of
events are usually reported by the media as ’an attack’, and second, from a tech-
nical perspective, a number of block reorganisations happening subsequently is
most probably caused by a same attacker (or organized group of attackers) trying
to abuse the network. For example, Bitcoin Gold was hit by two chain reorgani-
zations of over 10 blocks of length on January 23th and 24th in 2020. Although
the reorganisations were six hours apart, this situation was described as a single
attack both by the media and by the crypto-community. In the following, when a
majority attack lasts for longer than a day, we shall consider the first day as the
starting point of our event window, i.e., [0,0].

In the case of hard forks, we set out to understand the impact of protocol
changes on the prices of forked currencies. In our analysis, we use a sample
of five hard fork event traces, which we select to ensure the relevance and the
absence of interference from multiple confounding factors. Hence, we omit fork
events (ex. such as the Ethereum vs. Ethereum Classic fork) where the fork
immediately followed a cyber-attack event which greatly distorted the price of the
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Table 2.3: List of Hard Fork Events Considered

Cryptocurrency Forked Currency Date

Bitcoin Bitcoin Cash 8/1/2017
Bitcoin Bitcoin Gold 10/24/2017
Litecoin Litecoin Cash 2/18/2018

Bitcoin Cash Bitcoin SV 11/15/2018
Bitcoin Cash Bitcoin Candy 1/13/2018

Table 2.4: List of Wallet Attacks Considered

Exchange Loss (USD) Cryptocurrency Date

IOTA Trinity Wallet 1.6 mil IOTA 2/12/2020
Bithumb 19 mil XRP,EOS 3/29/2019

Bithumb 2 30 mil BTC,ETH,XRP 6/16/2018
IOTA Wallet Theft 4 mil IOTA 1/19/2018

Bitpoint 32 mil BTC,XRP,ETH 7/10/2019

cryptocurrency, to avoid mixing up the consequences of the hack with the actual
effect of the fork. Also, in the case of Bitcoin, a vast number of hard forks have
occurred over the recent years, most of which show low to no trading volume and
negligible miner adoption. Hence, we focus on Bitcoin Gold and Bitcoin Cash as
the most successful and relevant forks of Bitcoin. We also include Bitcoin Candy
(the first fork of Bitcoin Cash) and Bitcoin SV (the fourth leading cryptocurrency,
also a fork of Bitcoin Cash). Moreover, we consider Litecoin Cash as a hard
forks of Litecoin (another leading cryptocurrency). The full list of hard forks we
consider is presented in Table 2.3. Finally, Table 2.4 enumerates a sample of five
different wallet attacks to both exchanges and wallet providers.

2.4.1 Data and Methodology

We use the CoinGecko cryptocurrency API to obtain longitudinal data sets regard-
ing the price of the cryptocurrencies that are being tested. For majority attack and
hard fork we are able to know the exact date of the event, while for wallet attacks
we rely only on the news release for estimating the event date. For all three types
of attacks, we use a set of media articles from various sources that released infor-
mation regarding the attack that help us understand when the attack first became
publicized and how long the information was trending. To determine whether the
event had an impact on a given cryptocurrency we apply two study models for
asset pricing.
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The Market Model (MM)

One of the most common models used in event study literature is the market model
[106] [107]. We use the model to compute the abnormal returns, that is the ac-
tual ex-post return of the cryptocurrency minus the ‘normal’ return of the asset
throughout the duration of the event. The normal return on day t, of a given cryp-
tocurrency i, is defined as the return that would have been expected if the event
had not taken place.

ARi,t = Ri,t − R̂i,t (2.1)

where daily returns on day t are calculated based on asset price P i as follows:

Ri,t =
P i
t+1 − P i

t

P i
t

(2.2)

This model assumes a stable linear relation between the market return Rm,t

and the security return. The market model is used to compute the expected returns
utilising the regression:

R̂i,t = α + β ·Ri,m,t + e, (2.3)

In the market model, the expected return is computed over an estimation win-
dow ahead of the event considered. The parameter α is called intercept term, and
the parameter β is the slope parameter, both are commonly used as regression
coefficients. Studies show that the market model performs better than Capital As-
set Pricing Model (CAPM) and Arbitrage Pricing Theory (APT), implying that
the validity of the restrictions imposed by these models are questionable and the
gains from using them over the market model in this context are low [108] [106].

As a proxy for the market return, in our analysis we use the Crescent Crypto
Market Index (CCMIX) which is a rules-based cryptocurrency market index that is
designed to measure the performance of the largest and most liquid cryptocurren-
cies. Upon examining the most popular crypto-market indexes (including CCMIX),
we observe that most of them put a high weight on Bitcoin as the benchmark of
market behavior. We therefore account for this fact when performing event anal-
ysis on Bitcoin data, as the results given by MM are expected by construction
to exhibit a strong correlation to the index, while there is limited significance in
capturing the abnormal behavior of smaller cryptocurrencies.

The Mean Adjusted Return Model (MAR)

We introduce a second model, the Mean Adjusted Return model (MAR), as an al-
ternative and more robust metric for the computation of abnormal returns of cryp-
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tocurrencies, also based on observations found in the literature on the shortcom-
ing of using crypto market indexes to describe the behavior of all cryptocurrencies
[98]. The MAR model avoids relying on a market index, which is a useful property
in cases when the index is strongly correlated with few major cryptocurrencies.
Although MAR is less sophisticated than MM, it has been observed to yield re-
sults that are often similar to the ones of more advanced techniques [109][110].
In the MAR model, the abnormal return in the event window is the return of cryp-
tocurrency i on day t, minus its average return in the estimation window W :

ARi,t = Ri,t −RW (2.4)

Where

RW =
1

T1 − T0

T1∑
t=T0

Rt. (2.5)

Quantifying the Cumulative Abnormal Returns (CAR)

It is common practice for event studies about the stock market based to consider
a range of around 115-120 days prior to the event as their estimation window
[85]. Whereas the literature is rich in examples based on stock market data, the
conventions of stock markets cannot be directly applied to crypto-market event
studies. Based on the prior work of [99] on cyber attacks and cryptocurrencies we
adopt their standard of estimation windows reflecting the much higher volatility
of cryptocurrencies.

To measure the total impact of an event over an ensuing period of time (or
’event window’), we define the Cumulative Abnormal Returns (CAR) metric that
aggregates the abnormal returns observed during the event window.

CAR(t1,t2) =
t2∑

t=t1

AR(i,t) (2.6)

We observe normality in the distributions of AR values and use two tailed t
statistic to test at 95 percent level of confidence.

tAR
stat =

AR(i,t)

SAR

(2.7)

where SAR is the standard deviation of the abnormal returns in the estimation
window,

S2
AR =

1

Mi − 2

T1∑
t=T0

(AR2
i,t) (2.8)

and t statistic of the cumulative abnormal returns for each cryptocurrency is de-
fined as: Null Hypothesis (H0) : CARi = 0

30



“output” — 2023/12/14 — 9:46 — page 31 — #45

tCAR
stat =

CAR

SCAR

(2.9)

The value of SCAR is defined as:

S2
CAR = L · S2

AR (2.10)

where L is the length of the estimation window (calculated relative to the event
day).

In Figure 2.3 we indicate the general structure of estimation windows and
event windows in our study, illustrating our choice of parameters for the specific
attack scenarios. In the case of 51% attack, we know with certainty the exact
event date and time, hence we set the starting point of the event window at the
exact time and date at which the start of the blockchain reorganization is detected.
We note a usual trending of news up to ten days post attack: this is consistent with
[105], which shows that the announcement effect on CARs in the cryptocurrency
market can linger for around a week after an event and suggest that the information
flow in the cryptocurrency market is visibly slow. Hence, in our study we test the
effects of the majority attack reflected in the CAR metric for the full range of
event windows sizes in a ten day event frame, i.e., with event window lengths
ranging from one day [0, 1] to ten days [0, 10]. In the case of hard forks, due to
the assumption of market anticipations and pre-buying of original tokens with the
aim of obtaining the novel token after the completion of the fork, we focus our
analysis on the pre-event window period and we derive CAR for multiple event
window lengths starting up to two weeks before the fork happens, until five days
after the fork, i.e., [-14, 5]. As for wallet attacks, where the exact date of the event
is usually not available, we base our analysis on released public information. We
assume that due to the high impact of this type of attack (in terms of USD losses)
and scale (in terms of number of people affected) the information spread is faster.
Accordingly, we test for multiple event windows in a shorter time span starting
five days before the attack (accounting for information spill) up to five days after,
i.e., [-5, 5]. In our analysis, we consider the following Research Questions:

Q1: Is there a significant impact from 51% attack on the attacked cryptocur-
rency returns during the event period?

Q2: Is there a significant impact from 51% attack on the attacked cryptocur-
rency returns’ during the event period if the attack has not been publicly known
(assuming tech savvy people can still know about it)?

Q3: Is there a significant impact from Hard Forks to the forked currency re-
turns during the event period?

Q4: Is there a significant impact from Wallet Attacks on the attacked cryp-
tocurrencies’ returns during the event period?
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Estimation Window
 { {Event Window

T0 T1 T2T_E
Time (days)

(80 days)

51% Attacks Hard Fork Wallet Attacks
T1 = TE T1 = TE − 14 T1 = TE − 5
T2 = TE + 10 T2 = TE + 5 T2 = TE + 5

Figure 2.3: Estimation and Event Window for the attack scenarios considered in
the study

2.5 Analysis and Results
This section presents the results from the application of the above techniques to
the CoinGecko data. As a general consideration, we find that the Market Model
(MM) does not fit well the dynamics of the prices for most minor cryptocurrency
assets, which appear to show low linear correlation with the market index. On
the other hand, Bitcoin and Litecoin are well explained by MM, with R2 values
respectively around 0.7 and 0.3. A strong correlation with the index implies that,
in case of attack, both the asset price and the market index will be affected thus
biasing our appraisal of what the normal return would have been. Consistent with
[98], we find that the MAR model, albeit simpler, provides more robust results. In
the following pages, we will discuss results for both MM and MAR models. The
figures we provide to illustrate our results show the magnitude of the CAR in our
event studies; we highlight the CAR values we deem significant (p-value < 0.05;
95% confidence) with bullets superposed onto the plot lines.

Q1 (Known 51% attacks - Figure 2.4) Generally speaking, 51% attacks have
a predominantly negative effect on the cryptocurrencies we studied. However, not
all of them had a persistent significant impact on the returns. Under the MM, the
double spend attack that hit Bitcoin Gold in 2020 did result in negative cumulative
abnormal returns of 7% on the day after the attack finished when the news started
trending, although this effect appeared not to be persistent throughout the rest of
the event window. MAR highlights a more prolonged impact on CAR over the 3
days following the event, showing an increase in the negative magnitude of the re-
turns to up to -15%. On the other hand, the attack that impacted Bitcoin Gold two
years prior (2018) appeared to produce a longer lasting significant negative impact
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Figure 2.4: CAR of known 51% attacks (MAR model) with significant values
(p < 0.05)

that remains visible over multiple days towards the end of the event window, with
a magnitude in negative cumulative returns reaching up to -7% under MM. MAR
confirms the impact of the attack towards the end of the event window, increasing
the negative effect on the cumulative abnormal returns to -18%. The 51% attack
that affected Ethereum Classic in 2019 did not exhibit any significant negative
abnormal returns following the event under the MM. However MAR shows a sig-
nificant negative impact on CAR up to -15% towards the end of the event window.
Interestingly, under MM Verge’s first attack on April 4th 2018 had positive and
significant cumulative abnormal returns. Verge showed an initial negative effect
on the abnormal returns; then shortly after the attack Verge launched a new mar-
keting campaign, where an important industrial partnership was announced. The
later part of the 10 day event window did likely reflect some of the positive effects
that this news had. In this event, the marketing campaign that Verge mounted
probably out-weighted the negative effect of the attack, distorting the common
behavior of 51% attack. MAR confirms the positive impact on CAR in the second
half of the event window. As it would be expected, the second attack on Verge
did bring a significant negative effect on CAR in all event windows during the
10 day period tested, rendering a negative CAR of up to 12%. MAR confirms
the negative impact on CAR over all event windows in the [0,10] period range,
rendering an effect of up to -40%. The case of the Vertcoin “known attack” also
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Figure 2.5: CAR of Unreported Attacks (MAR model) with significant values
(p < 0.05)

shows a significant impact on CAR persisting throughout multiple event windows
with a negative effect of up to 25% using MM. Under MAR positive significance
is noted at the event window [0, 1].

Q2 (Unreported 51% attacks - Figure 2.5) In the case of the first unreported
51% attack, which occurred on the Vertcoin blockchain, there was a significant
positive effect on the CAR on the overall 10 day event window under the market
model. Under MAR these results are reduced as there is a shown significance
in just one event window [0,5] in the ten day event period. In the second unre-
ported 51% attack the results of MM and MAR differ greatly. While the market
model shows a small positive impact on CAR over several event windows, the
effect shown by MAR is negative. We also remark that, since 51% attacks differ
in duration and number of reorganisations, adversarial profit-making strategies
may vary where the attack is not known to the public. In cases where the attack
was not reported publicly, the market cannot efficiently price-in the information
of a majority attack. Moreover, performing a double spend while the price of the
attacked cryptocurrency is so ’inflated’ could ultimately lead to higher gains for
malicious attackers, especially if the attack takes a long time to be discovered. As
noted, misaligned trading crypto prices can be a result of ‘pump and dump’ by at-
tackers or by those that hold private information about the attack [111]. However,
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Figure 2.6: CAR of Hard Fork events (MAR model) with significant values (p <
0.05)

analysing ’pump and dump’ episodes observed on the crypto market is out of our
research scope.

Q3 (Hard Fork - Figure 2.6) We now analyze the anomalous return traces for
the reported cases of Hard Fork events in Table 2.3. In the case of the first fork
on Bitcoin Cash we note a negative impact on the CAR (up to 60%) under the
MM that starts building significantly a week prior to the fork event and contin-
ues to show negative abnormal returns in the days following. MAR extends the
significance over more event windows in the pre-forking period and increases the
negative impact to 98%. In the second fork on Bitcoin Cash we also observe a sig-
nificant negative effect on cumulative abnormal returns of up to -19% under MM
in the post-fork period. Under MAR we observe similar situation, where there
is an initial significant positive impact in the pre-forking (pre-event) period that
reflects in a sharp fall after the event, resulting in negative impact under MAR of
up to -40%. The only difference in sign of impact that we observe under the two
models in forks is in the instance of Litecoin. Under MM we observe a significant
negative impact on Litecoin of around 13%, while a positive one under MAR of
up to 40%. Both forks on Bitcoin show a significant positive impact of up to 11%
for the fork with Bitcoin Cash for and 2.7% for the one of Bitcoin Gold under
MM. MAR shows higher impact of 27% for the fork with Bitcoin Cash and 15%
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Figure 2.7: CAR for Wallet attacks (MAR model) with significant values (p <
0.05)

for the fork with Bitcoin Gold for the event windows inspected.
In this case, we note significance on CAR in all Hard Fork scenarios and reject

the Null hypothesis. Our analysis shows that in general the sign of the effect of
CAR can be either positive or negative: we can try to explain this phenomenon
by relying on the intrinsic properties of the cryptocurrencies. From a technical
perspective, a fork reflects a community split: in a PoW-based blockchain, this
reduces the post-fork security of both systems. If the original cryptocurrency were
to lose a significant part of its user base, we could expect a negative outcome on
its price due to a perceived security weakness and loss of trust. On the other hand,
economic gain could be possible if the new currency gains momentum without
compromising the original one. If the new forked cryptocurrency is expected
to succeed, buying original tokens ahead of the fork might grant a high return
as it also yield valuable new currency tokens. We note that bigger and stronger
cryptocurrencies such as Bitcoin did receive a positive impact on CAR in the
event of a hard fork, while the effect was negative for smaller coins, where fear
of community split and reduced security might have out-weight the prospects of
economic gains from token-doubling.

Q4 (Wallet Attacks - Figure 2.7) We study the outcomes in terms of anomalous
returns of the wallet attacks listed in Table 2.4. The attack that targeted Bithumb
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during late March 2019 led to an initial significant negative impact on CAR for
both of the stolen tokens (EOS and Ripple) both under MM and MAR. However,
in the subsequent days their prices recovered, offsetting the negative response and
in fact leading to a positive CAR for the end part of the event window under both
models. A possible explanation for this could be the fast detection of the attack by
the affected exchange, which immediately released a statement maintaining that
no user’s funds were affected as they were timely moved into a safe cold wallet
storage. The fast reaction might have prevented a market panic. Interestingly, a
wallet attack that had affected Bithumb one year before did create a bigger impact
when 30 million (USD) in Bitcoin, Ether, Ripple and other alt-coins were stolen:
that event likely affected the crypto market. The market model showed low neg-
ative impact on the cumulative abnormal returns, however MAR showed a higher
significant consecutive negative impact for multiple event windows where cumu-
lative returns appeared to be up to -20% for ETH and XPR and -15% for BTC
than normally expected.

The attack on the Bitpoint exchange that affected these three currencies the
next year also showed a steady and significant negative effect on CAR during
multiple event windows, exhibiting negative cumulative returns for up to -18%
for Ripple, -28% for Bitcoin and -26% for Ethereum under MM. MAR confirms
the significance of the results rendering a negative impacts on CAR for BTC of
up to -27%, up to -36% for ETH, and -31% for Ripple. A similar behavior is
visible in other events: IOTA was impacted negatively by the coin theft that oc-
curred in 2018 which showing an impact on CAR of -39% under MM and -83%
under MAR. However, the smaller attack that affected this wallet provider in 2020
showed no negative impact on CAR under the market model, but it did render a
significant impact under MAR of -17%, a result of the higher robustness of MAR
for the analysis of smaller cryptocurrencies. We note an overall negative effect
on CAR during the the event period and reject the Null hypothesis for all wallet
attacks.

2.6 Conclusions
In this chapter, we analyzed the real-world economic behavior of cryptocurrencies
under several categories of technical and community events that can be qualified
as blockchain attacks. Our contribution includes a) a taxonomy of various types
of cyber-attacks and adversarial behaviors applicable to blockchain technology
and b) an analysis of the economic implications of the most relevant categories of
attacks, evaluated in terms of their cumulative abnormal returns on the affected
cryptocurrencies. To sum up our results in few statements: in general known 51%
attacks affect the returns of the attacked cryptocurrency negatively under MM and
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MAR models. While the first unreported 51% attacks lead to a significant positive
impact on CAR under both MM and MAR, the second unreported attack differed
in the impact under the two models. We emphasize that unreported attacks can
create opportunities for pump-and-dump strategies (which may increase the at-
tackers’ profits further on top of the proceedings of a double-spend). Depending
on the size and perceived security of the forked cryptocurrency, hard forks can
lead to either significant positive (large cryptocurrency) or negative (smaller alt-
coin) effects. In general, wallet attacks lead to a negative impact on the ”stolen”
cryptocurrencies’ returns. By treading lightly on the balance between real-world
costs and in-kind incentives, cryptocurrencies exist on top of a potentially dan-
gerous feedback loop mediated by the market valuation of their tokens. Based on
the above observations, we believe that policy measures encouraging the timely
disclosure of attack information could limit the damage of cyber-attacks and lead
to a more efficient market response. Future research should investigate and model
the price reaction to adverse blockchain-related events - ranging from direct at-
tacks to the infrastructure to disagreements and splits in the community - and thus
help defuse the potential profit-making strategies that exploit vulnerabilities of
blockchains for financial gains.
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Chapter 3

NAVIGATING THE GAP:
CYBERSECURITY
CHALLENGES IN BLOCKCHAIN
AND CRYPTO REGULATION

This chapter is based on the article: Ramos, S., Melon, L., & Ellul, J. (2022).
Exploring Blockchains Cyber Security Techno-Regulatory Gap: An Application
to Crypto-Asset Regulation in the EU. 10th Graduate Conference in Law and
Technology, Sciences Po Paris. [44].

3.1 Introduction
The diverse palette of cyber security risks and vulnerabilities pertaining to the us-
age of blockchain technology and its applications has been recognized amongst
experts and regulators. As we showed in Chapter 2, cyber-attacks related to
blockchain and cryptocurrencies have significantly increased over the last decade.
The Carbon Black report uncovered a total of $1.1 billion in cryptocurrency-
related thefts during 2018 [112]. However, despite recognizing the urgency of
the matter, the intricate technical nature of blockchains means that many cyber
risks continue to evade comprehensive resolution. Interestingly, many of the cy-
ber risks associated with public blockchains are closely linked to the publicly
perceived attractive features of this technology such as its decentralized nature,
the immutability of smart contracts, as well as the annonymous/pseudonymous
nature of the network participants. As discussed in [20], blockchain technology
brings novel types of cyber risks (particularly in the domain of crypto-assets) for
which further attention is required.
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In this chapter we focus on examining regulatory measures that could result in
improved technical resilience of the blockchain system and its applications. While
the task of designing resilient and sustainable distributed ledger technologies lies
mostly in the hands of private entities and (de)centralized communities, the intro-
duction of regulatory measures could be considered a complimentary remedy and
a security reinforcing factor imposed by governments - if certain constrains can
be accounted for. A firm grasp of security and intricacies of blockchain systems
and understanding how cyber risks can be mitigated, could determine the extent
of acceptance of blockchain technology within the European community.

The remaining of this chapter is structured in the following manner. Section
3.2 gives a regulatory overview of the emerging fields of cybersecurity, blockchains
and cryptocurrencies in the European Union. In section 3.3 we discuss the exis-
tence of a techno-regulatory gap, and explore the ways blockchain technology
poses challenges to traditional cyber security measures. In the following section,
we discuss viable measures that could mitigate certain cyber risks and give ex-
amples of regulatory remedies that show to be a prosperous lead in this domain.
By providing an interdisciplinary perspective of cyber security regulation in the
blockchain domain, we aim to merge the gap that exists between legal and tech-
nical research, supporting policymakers in their regulatory decisions concerning
crypto assets and associated cyber risks.

3.2 Blockchains, Crypto-Assets and Cyber Security
Regulation within the EU

In the European Union, a number of regulations have been put into place to ad-
dress cyber-security risks pertaining to the usage of computer technologies. For
example, the NIS Directive, adopted on 6th of July 2016, represents the first EU-
wide rule book on cyber security.1 Via the implementation of the EU directive (EU
2016/1148) for network and information security, Member States are supposed to
create and enforce a national security strategy to deal with cyber-security risks.
Recently the Commission made a proposal for a revised Directive on Security
of Network and Information Systems (NIS 2 Directive) which expands the scope
by adding new sectors based on their relevance for the European economy and
society2. The NIS Directive introduced the idea behind ’security by regulatory su-

1See Directive (EU) 2016/1148 of the European Parliament and of the Councilof 6 July 2016
concerning measures for a high common level of security of network and information systems
across the Union

2Directive (EU) 2022/2555 of the European Parliament and of the Council of 14 December
2022 on measures for a high common level of cybersecurity across the Union, amending Regula-
tion (EU) No 910/2014 and Directive (EU) 2018/1972, and repealing Directive (EU) 2016/1148
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pervision’ requiring Member states to create cybersecurity authorities in order to
supervise the providers of digital services and their compliance with the national
cybersecurity strategy [113]. The EU Cyber Security Act introduced an EU-wide
cybersecurity certification framework for ICT products, services and processes.
It has paved the way for establishing a unified cybersecurity approach, enabling
providers to operate seamlessly across the entire common market, eliminating the
requirement for separate certificates from each Member State [113]. Likewise, the
EU Directive on attacks against information systems3 takes a rigorous approach,
by holding cyber attackers criminally liable for attacks they commit against sys-
tems within the Union [113].

In relation to cryptocurrencies (and the underlying DLT), the European Se-
curities and Markets Authority (ESMA) identified cyber attacks as one of the
most significant risks, emphasizing that technology-specific risks are still under
addressed while certain existing requirements may not be easily applied or may
not be entirely relevant in a DLT framework (e.g., GDPR) [45]. Recognizing the
gap that exist in relevant law, the European Parliament in the recommendations
to the Commission on ’emerging risks in crypto-assets’ called on the Commis-
sion to propose legislative changes in the area of ICT and cyber security require-
ments for the Union financial sector in order to address the inconsistencies, gaps
and loopholes [46]. The Basel Committee on Banking Supervision demanded for
cryptocurrencies to carry the toughest bank capital rules of any asset due to high-
risk exposure, including the risk of cyber attacks [114]. On these grounds, many
countries worldwide have issued warning notices for their citizens advising them
of the potential dangers of investing in crypto-assets. In general, governmental
measures span from those which are restrictive, to permissive and encouraging
[115] and indeed given the nascency of the sector many jurisdictions have not
taken any measures.

In 2019, the EU Commission and Council jointly declared their commitment
to establish a legal framework that will harness the potential opportunities that
crypto-assets may offer while at the same time mitigate associated risks posed to
European users and businesses [116]. The Commission’s President, Ursula von
der Leyen, expressed the need for “a common approach with Member States on
crypto-assets to ensure we understand how to make the most of the opportunities
they create and address the new risks they may pose.”[117]. In an effort to de-
termine the legal status of crypto-assets as part of the ’Digital Finance Package’
initiative, as well as to reinforce cyber resilience within the union, the EU is-
sued three regulatory proposals in 2020. A proposal on Markets in Crypto-Assets

3See Directive 2013/40/EU of the European Parliament and of the Council of 12 August 2013
on attacks against information systems and replacing Council Framework Decision 2005/222/JHA
[2013] OJ L218/8.
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(hereafter: MiCA) [17], a proposal for regulation on a Pilot Regime For Market
Infrastructures Based On Distributed Ledger Technology [118] and a Proposal On
Digital Operational Resilience for the Financial Sector (hereafter: DORA) [119].
After several stages of discussions, these regulatory proposals were approved in
May 2023. Some of main objectives of these regulatory frameworks are to: a) pro-
vide legal certainty; b) support innovation and remove regulatory obstacles which
may be constraining Fintech development while mitigating risks arising from it;
c) to protect European users, investors and business by enabling trust and confi-
dence in the market integrity; and d) to maintain financial stability on European
grounds [17].

Overall, DORA aims to create a framework on digital operational resilience
whereby financial entities ensure they can withstand ICT-related disruptions and
threats, in order to prevent and mitigate cyber threats. MiCA focuses in par-
ticular on defining crypto asset types, creating a framework for issuance, pro-
vision and services related to crypto-assets. MiCA differentiates between three
main categories of crypto-assets (asset-referenced tokens, electronic money to-
kens, utility tokens). Arguably, MiCA centers its attention on the regulation and
issuance of crypto-assets, with a particular emphasis on asset-referenced tokens
and e-money tokens, as well as the facilitation of crypto-asset services4 [120].
MiCA excludes from its scope fully decentralised5 finance and native cryptocur-
rencies like Bitcoin [120]. Although MiCA does not automatically impose re-
quirements for crypto-assets generated as rewards for maintaining a distributed
ledger or validating transactions (such as the requirement for releasing a white
paper), providers offering exchange services for the trading of such crypto-assets
are regulated [120]. The scope of MiCA does not encompass digital assets already
regulated as financial instruments or any other products falling under existing EU
legislation. Instead, financial instruments are addressed by the DLT Pilot Regime
Regulation6.

In this thesis, we frequently direct our attention to the ’unregulated’ space,
which commonly involves native cryptocurrencies such as Bitcoin and instances
of decentralized finance (DeFi). Once deemed financially negligible by European
regulators, a recent report from the ECB acknowledges the transactional advan-
tages presented by Bitcoin, particularly in developing countries, thereby elevating

4Crypto-asset service providers (CASPs), include custodial wallets, exchanges, Crypto-trading
platforms, crypto-asset advising firms, etc.

5although the definition of ’decentralized’ is blurry as we discuss further in this chapter.
6The DLT Pilot Regime applies to financial instruments (e.g., bonds, stocks, derivatives, etc.)

that are issued, recorded, transferred and stored using DLT. The regime specifically targets DLT
multilateral trading facilities, DLT settlement systems, and DLT trading and settlement systems.
This regulatory framework grants these DLT market infrastructures certain exemptions from the
stringent legal obligations imposed by MiFID II/MiFIR[121].
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its economic significance [122]. As for DeFi, its market size was valued at around
14 billion dollars in 2022 and is expected to expand at a compound annual growth
rate (CAGR) of 46.0% from 2023 to 2030 [123]. Noting the significance, in later
sections, we examine this landscape from a cybersecurity standpoint which re-
veals substantial implications, as it exposes users to the intricate dynamics and
vulnerabilities inherent to blockchains.

3.2.1 United Cyber Resilience Front within the EU

With the ’digital package’ entering force, the European Union (EU) has success-
fully achieved important milestones regarding user protection in the domain of
crypto-assets. First, the EU achieved a remarkable stride towards regulatory har-
monization by fostering a cohesive framework among Member States. This align-
ment in regulatory policies and standards ensures a level playing field across the
EU, promoting consistency, clarity, and a conducive environment for market par-
ticipants. Such harmonization streamlines operations and ultimately cultivates a
unified and efficient regulatory landscape for better cybersecurity resilience within
the EU. However, its important to note that the blockchain ecosystem operates ex-
tensively across borders, necessitating the harmonization of rules and standards,
along with global information exchange, to ensure the effectiveness of regulatory
measures. Therefore a global coordination might be an imperative to ensure the
high effectiveness of regulatory measures, as blockchain technologies and its ap-
plications often transcend geographical boundaries.

Second, the EU has taken proactive steps to institute cybersecurity measures
by extending their purview to encompass third-party service providers (within the
realm of crypto-assets) as well as issuers of asset-referenced tokens7 as defined by
MiCA (under Article 16). Now, third-party service providers such as crypto-asset
trading platforms, exchanges, and wallet services providers, in the EU must oper-
ate with certain cyber security arrangements in place. In particular, this approach
effectively enhances cybersecurity within the digital financial ecosystem. In the
following section we discuss in more details the scope of EU regulation to safe-
guard against cyber risks related to service providers and other third parties in the
crypto eco-system.

7Asset-referenced tokens are also known as stablecoins. They aim at maintaining a stable value
by referencing several currencies that are legal tender, one or several commodities, one or several
crypto-assets, or a basket of such assets.
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3.2.2 Regulating third parties: ’central points’ in a decentral-
ized world

In the crypto asset eco-system, the existence of service providers, including cus-
todial wallet providers and exchanges is still relatively centralized. These are the
central points that often enable transactions between agents in the ’crypto world’
and have grown to become an essential part of the eco-system. However, their
economic significance has made them a significant vulnerability point, whose ex-
ploitation can compromise a large part of the ecosystem. By way of example, wal-
lets are essential for a crypto user - as in order to transact with a cryptocurrency,
users need to control a cryptocurrency wallet (whether directly or indirectly). A
wallet is often managed by a hardware device, a software program, or an online
service which stores the private and public keys corresponding to the addresses
associated with the user [124]. When trading via centralized exchange (CEX),
the exchange is basically the online service which has the custody over the assets
deposited by users. In other words, when users deposit their cryptocurrencies into
a CEX, those assets are held in the exchange’s wallets or accounts.

In relation to security, wallet attacks usually target CEXs as a successful attack
could result in massive thefts of coins. For example, Coincheck exchange hack
resulted in losses of around 500 million U.S. dollars. As such, CEXs are seen as
important players in the blockchain and crypto-asset eco-system as an attack on
them could lead to a negative effect with important financial implications [125]. In
the last years, exchange platforms and wallet service providers have often been a
target of ’large-scale’ cyber-attacks. Forbes estimated that around 27 percent of all
cyber-attacks in the blockchain eco-system target crypto exchanges. According to
[126], the primary reasons behind these hacks were attributed to the weak security
measures employed by exchanges’ hot wallets. Table 2.4, gives a list of different
wallet attacks on exchanges and wallet service providers, and the losses incurred
in millions of dollars.

DORA acknowledges the high cyber risk associated with the operation of
these third-party service providers, which has not been previously adequately ad-
dressed in the EU legislation. With the increased adoption and usage of crypto-
assets, DORA acknowledged the existence of regulatory gap and alluded to the
need of harmonized oversight and monitoring framework, in order to tackle ICT
risks stemming from third-party service providers, including concentration and
contagion risks for the EU financial sector8. Moreover, DORA mandates for
regulatory measures that will establish a suitable ICT risk management frame-
work, including ICT-related incident reporting, testing and oversight of critical

8See (pg.3) of Regulation of the European Parliament and the Council on digital operational re-
silience for the financial sector and amending Regulations (EC) No 1060/2009, (EU) No 648/2012,
(EU) No 600/2014 and (EU) No 909/2014
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ICT third-party service providers.

With DORA into force, crypto exchanges operating within the EU will need
to implement comprehensive security standards, where vulnerability points are
identified and properly addressed. In addition, critical third-country ICT service
providers to financial entities in the EU will be required to establish a subsidiary
within the EU so that oversight can be properly implemented. As noted under
MiCA, crypto-asset service providers should also be held liable for any losses re-
sulting from an incident related to information and communication technology,
including an incident resulting from a cyber-attack, theft or any malfunctions.
This is an important step, as it reinforces liability measures over the custody of
users assets. On the negative side, elevating regulatory benchmarks, which entail
increased monitoring expenses for cryptocurrency exchanges and relevant service
providers, could potentially escalate the overall operational cost, increasing trans-
acting fees for users. A complementary strategy to safeguard users’ funds may
involve the introduction of a ’crypto insurance’ option [127]. Implementing a ’cy-
bersecurity insurance’ approach may serve as a means to differentiate users based
on their risk tolerance. Simultaneously, this approach allows for more efficient al-
location of resources by utilizing insurance fees to fortify areas most susceptible
to cyber-attacks.

It is important to note that when transacting via CEX, a user does not per
se have a direct contact with the blockchain itself, as CEXs are external entities
to the blockchain main infrastructure. Likewise, a CEX may interact with the
blockchain (such as withdrawals or deposits) but is not in charge of maintain-
ing its operations. Likewise, CEXs do not have control over the governance of
the blockchain. Governance decisions, protocol upgrades, and consensus mech-
anisms are determined by the blockchain’s community or network participants,
not by the CEX. This point in relevant when discussing cybersecurity measures
and regulatory frameworks. The distinction between CEXs and the blockchain’s
core infrastructure may be crucial when considering the effectiveness of certain
regulatory measures. Cyber measures such as the ones underlined by DORA, may
have limited applicability especially when it comes to attacks that target directly
the blockchain infrastructure, although these attacks may also have a spillover ef-
fect that can be noted by the users of an exchange. As we noted in Chapter 2,
a majority attack will create negative abnormal cryptocurrency returns for users,
even though the cryptocurrencies of these users were not stolen per se. Hence,
users that transact through a CEX are not protected from security vulnerabilities
and attacks that target the blockchain infrastructure and its incentive design.
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3.2.3 Deterrence by Prevention: Viable Risk-Mitigating Mea-
sures

Certain EU directives9 and DORA allude to the need for reinforcing ’soft mea-
sures’ that can act as possible ICT risk-mitigating measures, preventing or dimin-
ishing the negative consequence of a given cyber-attack [99, 119]. Soft security
can refer to immediate security measures which do not require high investment.
We argue that certain soft measures (with a solid technical reinforcement) could
be useful in a DLT setting, mitigating cybersecurity risks to a certain extend. In
this regard, as possible viable measures in the context of DLT systems we note the
following:

1. Monitoring

2. Increasing Awareness of users

3. Early Detection

4. Timely Reporting

5. Technology and security audits

6. Employee compliance standards

Tools that can be effective in certain cyber-attack situations are monitoring and
blockcking of transactions when suspicious activity occurs on the network (even
if its not related to the activities and the software) of the centralized exchange it-
self). In other words, in the case of theft of coins via a deep chain reorganization,
a CEX could act by blocking internal transacting operations for a certain amount
of time. For example, in January 2019 Coinbase detected a deep chain reorgani-
zation of the Ethereum Classic blockchain, and immediately paused interactions
with the ETC blockchain to protect customer funds. The cost of the attack (in
double spends) amounted to around 1.1 million dollars. In this event, the early
detection and pause of transactions of Coinbase protected users’ funds, while an-
other popular exchange Gate.io, lost around 200,000 dollars to the attacker [128].

Monitoring a public blockchain to detect potential attacks can be considered
a viable measure, although certain technical expertise and monitoring cost is re-
quired [129]. By way of example, the BTG majority attack in 2020 was discov-
ered by a researcher at MIT’s Digital Currency Initiative. Monitoring increases
the probability of early detection which can reduce negative consequences [130].
As noted, attack monitoring helped Coinbase safeguard users funds [131]. Fur-
thermore, investing in cyber-detection techniques may be one of the possible ways

9See Directive 2013/40/EU, Directive 2016/1148, Directive (EU) 2022/2555
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of protecting users. For example, a deep learning approach for detecting security
attacks on blockchain has been suggested as plausible solution to monitor the se-
curity of blockchain transactions and detect potential 51% attacks. Another study
by Kok et al. explored the possibility for early detection of crypto ransomware
using pre-encryption detection algorithms [132].

Timely reporting of attacks may also reduce the negative consequences. As
seen in Chapter 2, markets react to information regarding cyber-attacks and timely
notification may make a difference in safeguarding users funds. The EU Parlia-
ment has suggested the creation of centralized data hubs for incident reporting
which would help identify weaknesses to be addressed within European finan-
cial markets.10 Furthermore, prior research has emphasized the effectiveness of
user awareness policies in significantly enhancing cybersecurity skills and actions
[133]. Incidents such as the attacks on BitThumb, NiceHash, and YouBit ex-
changes were facilitated by compromised access to exchanges’ employee login
credentials. Consequently, adherence to compliance standards, cyber training ini-
tiatives, and regular technology and security audits are needed to reduce vulnera-
bility points and enhance cyber resilience.

Overall, these measures are relevant to specific entities, such as centralized
exchanges within the blockchain and crypto-asset ecosystem. However, it’s es-
sential to clarify that these measures do not necessarily pertain to a regulation
of the blockchain infrastructure itself; instead, they concentrate on external op-
erations connected to the blockchain. In other words, while transactions can be
temporarily ’blocked’ on the exchange software, they cannot be blocked on the
blockchain. Consequently, the efficacy of these measures is limited, as we discuss
in the following sections.

3.3 Existence of a Techno- Regulatory Gap and Dif-
ficulties of Applying Cyber-Measures in a Blockchain
Setting

Overall, EU cyber-security related regulations such as the NIS Directives, often
focus on organized, centralized entities and providers (e.g., DNS service providers,
domain name registration services, cloud computing service providers, providers
of online marketplaces, etc.), therefore might not be entirely applicable to the
full scope of the blockchain eco-system, its operations and governance. Here the
fundamental idea of the EU legislator has been to establish a digital environment

10See pg. 10 of Proposal for a Regulation Of The European Parliament And Of The Council on
digital operational resilience for the financial sector and amending Regulations (EC)
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where software failures are tackled at the root (risk-based approach), and the reg-
ulatory focus has been centered on entities involved in crafting digital products or
delivering digital services, particularly in the design phase of products that incor-
porate software elements [113]. In contrast, the absence of a central authority, the
open source nature of many DLT based systems as well as the the cross-border
and pseudonymous nature of its participants makes it challenging to apply con-
ventional regulatory approaches as we discuss in details in the following sections.
Likewise, the EU ’Digital Financial Package’ (including MiCA and DORA), pri-
marily center around digital financial markets, financial entities and their opera-
tions, encompassing aspects like the issuance of crypto-assets and the provision
of related services by third parties, as outlined in [119].

Overall, the current regulations are deficient in providing necessary measures
and technical assurances particularly for decentralized blockchain systems and
applications [115]. Given the frequent occurrence of software failures even in
conventional systems, as indicated by [113], introducing technological assurances
becomes crucial for enhancing system’s security. Moreover, the inherent nature of
blockchain systems exposes a variety of specific cybersecurity risks, not only as-
sociated with the software itself but also linked to the incentive mechanisms upon
which the system relies (often composed of decentralized operating entities such
as miners and validators). Specifically, in public blockchains, incentives can lead
to malicious (dishonest) player behavior, such as miners colluding and executing
majority attacks. This behavior can lead to serious economic consequences, en-
dangering the security of the system and causing significant economic impact as
noted in Chapter 2. In addition, incentive design at the block building level can
also play role in market manipulation and front-running attacks (often by insider
participants) - activities illegal in traditional finacial markets, which we discuss
further in Chapter 4.

While the provisions of the EU regulations allude to the protection of user
funds from hacking, degradation, illegal access, loss, cyber-attack or theft, not
much further explanation has been given in particular to the technical complex-
ity of blockchain technology. Besides security issues such as vulnerabilities in
databases, protocols, APIs, etc. for which traditional cyber measures exist, cur-
rent EU regulations do not include DLT specific cyber measures. For example,
distinction among types of blockchain related attacks, threat agents, consensus
design vulnerabilities, smart contract code reviews and assurances, defense tech-
niques, etc. has not been made.

Furthermore, beyond adversarial risks, software bugs in smart contracts which
may be due to negligence or oversight on behalf of a/the developer/s could lead
to catastrophic events (of which many such events have taken place over the past
decade). Detail in regard to measures to counteract such bugs are missing from
that what has been stated in current regulatory frameworks. We discuss this issue
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in more details in Chapter 5.
In contrast, the People’s Bank of China implemented the Financial Distributed

Ledger Technology Security Specification whose purpose its to install DLT spe-
cific standards, specifically to ensure that security remains the main underpin-
ning principle when delving further through the possible use-cases of DLT. The
document addresses various aspects of such systems such as basic hardware and
software, cryptographic algorithms, protocols, smart contracts, and operational
and maintenance requirements [115]. Likewise, The Federal Reserve Bank of
Boston introduced the concept of a ’supervisory node’, which is a designated
blockchain node established to fulfill supervisory functions within the blockchain
based systems under regulatory oversight [115]. Nevertheless, these measures are
not all-encompassing, as they still cannot fully cover the extent of the blockchain
ecosystem, especially in situations where decentralization is prominent, whether
in native cryptocurrencies or decentralized markets. In the following section we
discuss the technical features of blockchains that constrain a more encompassing
regulatory invention.

3.3.1 Challenges in applying regulatory measures
The decentralized nature of public blockchain systems is frequently recognized
as one of its main attractive features. Here, the system’s operations are main-
tained by decentralized nodes who are incentivized by the propensity of receiving
a reward with an economic value (e.g., Bitcoin). The implementation of protocol
rules, upgrades and other relevant software improvements usually involve the vol-
untary contribution from developers (distributed globally) with a characteristic of
community-driven approach where decisions are made collectively, and contribu-
tors may not have formal relationships with the project. This has brought in place
a regulatory dilemma, mostly due to the lack of a distinguishable dominant deci-
sion making authority which can be held accountable in case of attacks, failures
and other security problems.

As argued by [134], on-chain conduct by network participants may render is-
sues of tortious liability and non-contractual disputes, for which further regulatory
clarity is needed. However, certain important blockchain-based operations seem
to bypass current regulatory control [135]. The blockchain model challenges in
many ways traditional regulatory frameworks pertaining to cyber security whilst
at the same time it brings software quality and assurances to the forefront, given
the often immutable nature of code and inability to update code, even if buggy.
Addressing these concerns via regulatory measures in order to mitigate cyber risks
(e.g. cyber-attacks) is a challenging task that requires further discussion and anal-
ysis. In accordance, we have identified some of the main technical blockchain fea-
tures that impose difficulties in assigning regulatory measures concerning cyber-
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attacks:

1. the decentralized (governance) nature of the blockchain system.

2. the anonymous/pseudonymous nature of network participants.

3. the cross-border nature of blockchains.

4. the immutable nature of smart contract code.

In the following paragraphs, we provide examples where the aforementioned
points increase the challenges associated with regulatory intervention and cyber-
security safeguarding measures.

3.3.2 Regulating ’Insider’ Adversarial Behavior?
One could argue that one of the fundamental elements in upholding trust and se-
curity within a decentralized system lies within the consensus mechanism and the
incentive engineering around it. As is often the case for public blockchains, elim-
inating the need for a single decision making entity replaces the top-down hierar-
chical organizational model with a system of distributed and bottom-up coopera-
tion based on incentive models where each network participant is at the same time
contributor and shareholder [136]. Incentive design can be portrayed as a pay-
for-performance reward system, which compensates individuals for their ’honest’
behavior [137].

Nissembaum [138] approaches trust and security in ICT as a conglomeration
of two main factors, namely composed of insiders (e.g., miners, validators, core
developers11, etc.) and outsiders (e.g., hackers), maintaining that very often secu-
rity issues can appear from an ’adversarial insiders’. This perspective has been es-
sential when analyzing blockchains, as the system operations are primarily main-
tained by ’insiders’, such as miners, whose ’dishonest’ behavior may put the secu-
rity of the system at stake. Figure 3.1, shows the tendency for attacks made from
insiders for two consecutive years in the blockchain eco-system.

As maintained by Gambetta, trust in a system depends on the agency of others
[139], and in the absence of trust in the agency of participants, further security
measures are needed [140]. Arguably, regulatory frameworks ought to reflect the
way economic incentives are propagated along with the structural roles of the
agents involved [135]. In this regard, certain studies have explored the possibility
for regulating DLT via the agents who form part of the de facto governance struc-
tures of public blockchains, (e.g., by exploring whether certain fiduciary duties

11includes leading the software development process or taking the main technical decisions
about the program policies.
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Figure 3.1: Insider vs. Outsider Attacks. Source: [1]

should be assigned to core developers and dominant miners) [141, 142]. For ex-
ample, a suggestion has been made that developers working on smart contracts be
held legally responsible if they were able to ’reasonably foresee’ that their smart
contracts will be used illegally.12

Nevertheless, certain challenges arise from this approach. Although protocol
developers may exercise an influential role in the creation and implementation
of certain software applications, protocol developers do not function as corpo-
rate fiduciaries, and labeling them as such could render negative effects in the
blockchain ecosystem [143]. Also, treating core developers and miners as fidu-
ciaries could discourage them from participating in what may be considered a
socially beneficial project, due to a fear of potential liability - and without them
contributing code and processing power (under PoW) the system risks disappear-
ing [141]. By a way of example, Bitcoin is one of the most noted decentralized
blockchain-based application, where anyone is free to voluntarily contribute re-
sources to the network and the system operates thanks to the contributions of
hundreds and thousands of people across the globe, collectively in charge of main-
taining the network’s operations [144].

Moreover, core developers and miners are usually not compensated enough to
bare the accountability standard of a fiduciary, and in a different case of elevated
compensation fees there could be a significant increase in the cost associated with
using this technology. Increasing the ’cost of participation’ in a PoW system could
further motivate rational miners13 to group and form mining pools - which can act

12Remarks of Commissioner Brian Quintenz at the 38th Annual GITEX Technology Week Con-
ference, CTFC (Oct. 16, 2018)

13Rational agent or miner refers to one the fundamental principle of economics that every agent
acts in his own self-interest and chooses what is best for him given his preferences and perceived
economic outcomes.
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as a colluding power with propensity to increase in size until it becomes a majority,
thus having the possibility to perform organized majority attacks [145]. In a recent
case in the English court, a dispute involved the developers of several blockchain
networks and a user who loss his private keys due to a hack. The court acknowl-
edged the importance and evolving nature of the relationship between developers
and users in the blockchain ecosystem. However, the court emphasized that de-
velopers make a ’fluctuating, and unidentified body,’ in the blockchain system,
making it impractical to impose ongoing obligations. The English High Court
concluded that there was ”no serious issue to be tried” regarding claims of fidu-
ciary or tortious duties owed by the developers [146]. Furthermore, blockchains
are complex ecosystems where different liability rules may apply depending on a
careful distinction of the layer and use cases [147]. Likewise, sometimes an attack
on one layer can also have an impact on another, underscoring the significance of
accurately distinguishing the nature of the attack.

Moreover, the anonymous/pseudonymous nature of network participants such
as miners increases the challenges of assigning and enforcing regulatory measures
[147]. In a narrow use of the concept, deterrence based on punishment in a decen-
tralized setting may not be highly effective due to the anonymous/pseudonymous
nature of the system. According to [148], punishment measures are less likely to
be effective in the cyber sphere where the identity of the attacker is uncertain and
there are many unknown adversaries. Another blockchain feature that presents
challenges with enforceability, is the cross-border nature of the system and its
participants. In other words, as in most cases of public blockchains, the operation
of nodes is located across the globe, hence associating and locating attackers (both
insiders and outsiders) may increase the detection cost [147]. Arguably, enforcing
necessary measures such as penalties can be challenging when it comes to DLT.
Nevertheless, while regulating miners might be hard, certain measures to insiders
might be possible in a context of a PoS setting (under the PBS design), as we
examine in more details in Chapter 4.

3.3.3 DeFi and DEXs
The notion of how to apply regulatory standards designed for centralized systems
in a world where there is no clear centralization, has sparked a discussion among
academics and experts, particularly as adoption of DeFi has increased. A recent
report by The International Organization of Securities Commissions [149], puts
Decentralized Finance (DeFi) at the forefront of regulatory discussions, underlin-
ing the need for further regulatory intervention in order to ensure market integrity
and investor protection. Decentralized finance (DeFi), has an aim of creating an
entirely new financial system which is independent of the traditional centralized
economy. DeFi is a diverse and rapidly evolving sector consisting of decentralized
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Figure 3.2: Attacks on DeFi Protocols vs. Attacks on CEXs. Source: Chainalysis
The 2023 Crypto Crime Report

exchanges, automated market makers and other type of Dapps. Dapp is a decen-
tralised application that can operate autonomously, typically through the use of
smart contracts [149].

Decentralized exchanges (DEX), refers to a software program implemented
through smart contracts integrated into a distributed ledger (such as Ethereum)
[150]. This integration enables autonomous settlement of peer-to-peer transac-
tions directly on the ledger. Decentralized exchanges allow for direct peer-to-peer
cryptocurrency transactions without the need for a trusted intermediary. In con-
trast to centralized exchanges (CEXs), decentralized platforms are non-custodial,
meaning a user remains in control of their private keys when interacting with the
smart contract and transacting on a DEX platform. This advancement in technol-
ogy is expected to significantly impact how users engage in asset exchange and in-
teraction across various economic sectors. Here, the software is no longer a tool to
be used by the people running the exchange; the software is the exchange. In other
words, the software sets the prices and transfers assets automatically between buy-
ers and sellers upon agreed set of conditions [151]. Regulatory measures involving
the need of monitoring the blockchain to detect potential attacks, reporting them,
and temporarily blocking operations, is challenging to implement in this context
as there is no human entity responsible for these decisions and enforcing them in
a smart contract setting might be overly difficult. The volume trading on DEXs
as well as the global market size of DeFi have increased significantly over the
last years [152, 123]. Likewise, the attacks targeting DeFi protocols have rapidly
increased in the last years. Figure 3.2 show the increase of cyber attacks on DeFi
protocols over CEXs.

According to [150], the structure of DEXs incorporates the following main
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components: a) the blockchain platform and its technical execution, b) the mech-
anism for discovering counter parties, c) the algorithm for matching orders, and
d) the protocol for settling transactions. There are two main ways DEXs can op-
erate, depending on the way liquidity is provided: a) Order book based liquidity
providers and b) Automated liquidity providers.

The order book liquidity provider model is similar to that of Central Limit
Order Book centralized exchanges use. Order book based liquidity providers can
be distinguished in two main categories, on-chain and off-chain order books. As
noted in [153], on-chain order books involve the submission of all orders and
their verification directly on the blockchain. Users are required to pay for each
update made to the order book and wait for the network to achieve consensus.
In contrast, off-chain order books handle all orders in a centralized manner, with
only the final confirmation of transactions enforced by a smart contract on the
blockchain [153]. This differentiation could prove significant when assessing the
degree of (de)centralization and human intervention for potential regulatory mea-
sures. Lastly, Automated Market Makers (AMMs) are smart contracts designed
to autonomously furnish liquidity in electronic markets. They introduce a novel
approach to generating liquidity by exchanging two tokenized assets. Rather than
determining prices based on demand and supply, AMMs aggregate liquidity and
establish prices using a predefined pricing formula, eliminating the requirement
for counterparties (buyers or sellers) [153]. As shown in [154], there are different
security attacks that can impact DEXs. In Chapter 4, we examine in more details
certain types of attacks related to AMM and evaluate the potential for regulatory
intervention.

Although centralized exchanges (CEX) are still common, DEXs offer certain
features that can can be considered as comparative advantageous in the future.
DEXs transactions are characterized as non-custodial, automated, cross-border
and pseudo anonymous [155]. In many instances, the pseudoanonymous nature
of the system participants also adds constrains in identifying and enforcing any
type of cyber requirements, assurances and penalties. Also, the cross-border na-
ture of this system and the lack of regulatory harmonization on a global level adds
to the difficulty of potentisly enforcing security measures. In other words, current
cyber regulatory measures are often limited to blockchain based systems that are
operated by private entities, organisations or communities where clearly distin-
guishable governance rules are set in place such as CEXs. As noted by [151], the
regulatory efforts are misguided because the technology of DEXs is different from
the technology for which traditional laws were created and large part of DeFi falls
outside of current regulatory frameworks and proposals.

For example, under MiCA crypto service providers (e.g., CEX) ought to be
registered and pre-authorized by a competent EU authority, where competent au-
thorities may limit the withdrawal of authorisation to a particular service or sanc-
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tion if an offence has been made14. This would be arguably difficult to achieve
in a DEXs ecosystem where the smart contract code is the one acting as an ex-
change based on predetermined set of rules and users are the ones that have full
custody of their funds and wallet IDs. The risk of massive wallet attacks (leak of
Wallet IDs) is lower in DEXs as users have individual control of their wallet IDs
(rather than a CEXs which stores all user wallet IDs). However, most of DEXs al-
low for full anonymity (e.g., no KYC is required) when transacting which creates
the risk of criminal activities and fraudulent transactions on-chain such as money
laundering and terrorist funding. According to the ECB, the 5th EU Anti-Money
Laundering Directive does not cover decentralized exchanges, implying higher
risk of criminal activities.

While not fully clear, MiCA’s recital 22 maintains that where crypto-asset ser-
vices are provided in a fully decentralised manner without any intermediary, they
should not fall within the scope of this Regulation. Nevertheless, the same recital
states that MiCA does apply even when some part of such activities or services are
performed in a decentralised manner [156]. Therefore this raises a question over
how decentralization is defined (e.g., technical, governance, economic, etc.) and
how much decentralization is necessary to stay out of scope. Legal uncertainty
over this issue is yet to show its consequences in possible litigation cases. Ad-
ditionally, it’s crucial to acknowledge that decentralization is not merely a binary
classification but rather a dynamic continuum over layers that may evolve over
time.

In the DeFi eco-system, current regulatory recommendation in the EU and in
the US, have revolved around the ability to potentially identify centralized points
and Responsible Entities15. For example, Bank of France argues that DeFi pro-
tocols and DEXs are often accessed by the average (non-tech user) through in-
termediaries such as: a) the (front-end) web interfaces of decentralised protocols
and b) centralised intermediaries who make investments in the DeFi ecosystem
on behalf of their clients, hence controlling their access[2]. Similarly, the Interna-
tional Organization of Securities Commissions argues for the identification of key
responsible entities in the DeFi ecosystem for which future regulatory measures
could be applied. These entities include: founders and developers of a project,
those who have or take on the responsibility of maintaining/updating the protocol
or other aspects of the project, holders and/or voters of governance/voting tokens,
those with access to material information about the protocol or project to which
other participants lack access, those with administrative rights to smart contracts
and/or a protocol (i.e., with the ability to alter the coding or operation of the pro-

14See Article 57 and 58 of MiCA
15Responsible Entities are considered to be the ones that provide or actively facilitate the provi-

sion of products or services.
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tocol to some degree) [157]. The report also suggests of identifying responsible
entities with potential ’Conflict of Interest’ such as builders or validators under
PoS for which we discuss in more details in Chapter 4.

Overall, depending of the level of decentralization in the relevant layer, impos-
ing certain regulatory measures (including cyber security measures) in the domain
of DeFi can render to be extremely complex. A profound understanding of the the
technical, governance and economic structure of the DeFi eco-system as well as
the blockchain architecture is needed. As shown in Figure 3.3, the DeFi archi-
tecture can be complex, where access can be granted through both decentralized
and centralized means. Regulatory intervention targeting centralized intermedi-
aries and identifiable ’responsible entities’ could create artificial disadvantages,
making them less competitive in the market.

Furthermore, as previously mentioned, the blockchain system is in a state of
continuous evolution, and the concept of decentralization can prove to be highly
dynamic. Absence or/and the inability to identify an entity ’in-charge’ can appear
across layers and use cases. This can span from protocol/network (ex. Bitcoin
mining) to the application layer (ex. decentralized exchange). Likewise, certain
attacks can happen on one layer but have negative spill over effects across lay-
ers (e.g., front running at the consensus layer can have negative effect on price
slippage).

On a contrary view, [151] argues that while regulatory efforts aim to cover the
scope of DEXs in order to protect users, the nature of DEXs is overly beneficial
and in line with regulatory aims. The authors maintain that given the transparent
and traceable nature of blockchain technology, DEX software inherently empow-
ers law enforcement in tracking and combating illicit activities. This fosters a
competitive landscape for software solutions that assist regulators in monitoring
suspicious behavior. Likewise, there are certain benefits to society for privacy and
private transactions. However, here the question might be how much privacy is
the optimal amount in order to ensure both protection and innovation.

3.3.4 DAOs
Decentralized Autonomous Organizations (DAOs) are a paradigm shifting inno-
vation within the realm of blockchain and decentralized technologies. Many DeFi
projects are governed by DAOs which can act as a virtual organisation built and
run by code and blockchain technology. DAOs operate on the principles of de-
centralization, consensus, and smart contract automation. Essentially, a DAO is
an autonomous entity governed by a set of rules encoded as smart contracts on a
blockchain. These rules dictate the DAO’s operations, decision-making processes,
and allocation of resources [158]. Members of a DAO typically hold tokens that
represent their ownership or stake in the organization, providing them with voting
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Figure 3.3: Example of DeFi Architecture. Source: [2]

rights to influence decisions. DAOs facilitate a democratic and transparent ap-
proach to decision-making, allowing participants to collectively determine the or-
ganization’s actions, investments, and future direction [32]. However, challenges
such as security vulnerabilities and potential regulatory scrutiny underscore the
need for careful design, execution, and continuous evolution of DAO structures.

There is still no European or internationally agreed regulatory approach to
DAOs. There are currently around 13,000 DAOs in existence, with a combined
total treasury (invested funds and liquid assets) of 23 billions of dollars, as of May
2023 [159]. The profitability of DAOs also presents a dual-edged scenario, intro-
ducing a host of security challenges and vulnerabilities to potential cyber attacks.
DAO hacks refer to unauthorized breaches or exploitations of Decentralized Au-
tonomous Organizations (DAOs), resulting in unauthorized access to funds, ma-
nipulation of governance mechanisms, or disruption of normal operations. These
breaches can occur due to vulnerabilities in smart contracts, governance flaws, or
security weaknesses in the underlying blockchain technology. When successful,
these hacks can lead to substantial financial losses and undermine trust and confi-
dence in the DAO and broader blockchain ecosystem. The well known, Ethereum
DAO hack, occurred in 2016, where a flaw enabled the attacker to initiate a re-
cursive call exploit, siphoning off approximately 3.6 million ETH (equivalent to
around 50 million of dollars at that time) [160].

While the immutability of blockchains and smart contracts ensures trust and
transparency, it poses challenges in correcting vulnerabilities or addressing hacks
that exploit the code. In other words, once a smart contract is deployed, its code
is set in stone. If a vulnerability is discovered or exploited, it’s not possible to
directly modify the contract’s code to fix the issue. To address a vulnerability or
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exploit, developers may need to create a new version of the smart contract (an up-
grade only if pre-stated in the conditions of the original smart contract) or initiate
a network fork (such as the case of hard forking Ethereum mentioned in Chapter
2). However, these actions require consensus from the network participants and
can be complex and contentious processes.

Another widely discussed regulatory challenge is the lack of central authority
for intervention. Normally, traditional software can be patched or updated by a
central authority or developer. However, in a decentralized environment, there’s
no central authority to make changes, making it harder to swiftly respond to secu-
rity breaches. Therefore, it might be important to look further into the governance
structure of a DAO, and hopefully distinguish a ’responsible entity’ or any other
decision making authority as it can be the case of majority token holders. In re-
lation to DAOs, the International Organization of Securities Commissions recom-
mends policy makers to take a regulatory direction of identifying majority holders
and voters of governance/voting tokens in DAOS as well as DAOs founders or
other relevant participants [157]. However, considering the cross-border nature
and often pseudonymous feature of DAO participants, any regulatory measure
(e.g., in case of identified liability) might prove to be challenging [158].

Likewise, distinguishing decision making power (and governance) by voting
is not an easy task. Voting in DAOs is particularly complex topic for which there is
an ongoing research in several disciplines [161]. For example, in quadratic voting,
entities with most tokens do not always get to have the most decision power. In
quadratic voting, the principle is that individuals can express their preferences
on different issues by spending tokens. However, the unique aspect of quadratic
voting is that the cost of expressing preferences increases quadratically with the
number of tokens spent on a specific issue [32]. In other words, while people
with more tokens can indeed express their preferences to a greater extent, they
don’t necessarily get a disproportionately larger decision-making influence. In
fact, the quadratic nature of the voting system aims to prevent the accumulation
of decision-making power in the hands of a few wealthy individuals [161].

While imposing liability measures, particularly in a case of cyber attacks may
be very difficult in a DAO setting, a recent case of a hack has brought DAO token
holders to a court. According to Coindesk, a U.S. court in California has ruled
in favor of plaintiffs who alleged that the bZx protocol, and governance token-
holding members of its decentralized autonomous organization (DAO), were neg-
ligent and liable for losses resulting from a hack that drained its treasury. The case
was an example of a putative class action against bZx, its founders and software
developers. Although certain claims were rejected by the court, such as hold-
ing founders personally accountable for breaching their fiduciary duty, the court’s
decision to allow the negligence claims to move forward represents a significant
legal precedent in the somewhat ambiguous realm of governance token holders’
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liability within DAOs [162]. Arguably, when there exists a clear founding entity or
centralized authority, it becomes more feasible to implement effective regulatory
measures.

3.4 The Case of Malta: Advanced approach to reg-
ulation

While regulating thoroughly the blockchain eco-system may seem like an im-
possible task, some countries have managed to apply more detailed approaches,
particularly in the realm of cybersecurity protections and technical assurances. In
order to provide legal certainty to operators, instill market integrity, protect in-
vestors and stakeholders and encourage the use and adoption of blockchain tech-
nology, the Maltese parliament enacted three laws: the Malta Digital Innovation
Authority Act, the Innovative Technology Arrangements and Services Act and
the Virtual Financial Assets Act. It was acknowledged that the new technological
challenges that blockchain brought forth would not only impinge on the financial
cryptocurrency related sector, but in any other sector where the technology will
be used. Within its regulatory regime empowered through the Innovative Tech-
nology Arrangements and Services Act, the MDIA developed a Blockchain, DLT
and Smart Contract certification framework [115] which includes a system audit
- a rigorous process requiring an independent system auditor and subject matter
experts to amongst other diligence checks to verify that the system is implemented
as per a blueprint or specification. System Auditors are required to ensure a laid
out set of control objectives are met [163], which includes amongst other aspects:

1. functionality and code review

2. vulnerability, incident and security management

3. disaster recovery

4. risk management

5. cyber security

The system audit process is a precautionary measure in attempt to mitigate
risks by reducing the likelihood of negative events from occurring. The certifi-
cation framework also stipulates features to ensure that if a negative event occurs
that remedial action is taken through: (i) a ‘Forensic node’, an independent sys-
tem which must log all relevant information for the respective system undergoing
certification to enable for post-mortem investigation and also to facilitate any post-
event actions as required; and (ii) a ‘Technical Administrator’ must be available
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to act to their best capacity to undertake any remedial actions which may include
stopping systems and alerting stakeholders (amongst any other action which may
resolve any issues that arise).

Rather than pose mandatory technology focused regulation, e.g. regulation
for all blockchain systems, such technology based regulation is mandated through
specific laws or by other national competent authorities — alternatively, the tech-
nology regulatory framework established by the MDIA is voluntary. This is the
regulatory balance that Malta found to both allow for blockchain innovation to
flourish whilst mandate required technology focused assurances where required.
For cryptocurrency based activities, classified as Virtual Financial Assets (VFA)
in the Virtual Financial Assets Act, the Malta Financial Services Authority man-
dates a systems audit and certification where required. More specifically then,
the Malta Financial Services Authority, on top of the required system audit fur-
ther defines cybersecurity principles established in a guidance document which
focuses on technical aspects of VFAs, postulating cyber security practices in a
more flexible yet detailed manner [164]. The document views each cyber reg-
ulatory proposal from three different yet equally important aspects: (i) People,
(ii) Processes and (iii) Technology. As a first step into a more concise and effec-
tive regulatory measure, the document gives the establishment of an Information
Security Policy (ISP) covering among others:

1. Threat Agents (e.g., script kiddies, hackers, insiders, etc.);

2. Malware, phishing, DDoS attacks;

3. Hacking of a website/ web application;

4. Protocol design errors

5. Disruption of critical infrastructure of other parties;

6. Other cyber-attacks on the ICT infrastructure (software and/or hardware,
insider-threats,etc.)

The document goes even further, alluding to the establishment of a compre-
hensive and in-depth inquiry regarding cyber incidents, where an analysis pertain-
ing to the detection, target and method of attacks are made. Investigations relating
to cyber security incidents are designed to assess the following: (i) the origin of
the attack; (ii) the attackers’ possible scope; (iii) the attack’s blast radius; and (iv)
whether the attack had any significant impact on the system.

Security awareness, training, compliance and auditing are also part of the sug-
gested regulatory measures. Proactive measures such as: leading and coordinating
cyber defense management processes; overseeing implementation and monitoring
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cyber risks; initiating and executing cyber exercises; undertaking cyber defense
control assessment; etc. are considered as part of the cyber defense strategy. With
regard to service providers such as exchanges, brokers, wallet service providers,
etc. the regulations set out four license classes with a different set of consid-
erations among which review of cryptographic algorithms and crypto-key con-
figurations through rigorous testing on all cryptographic operations (encryption,
decryption, hashing, signing); key management procedures (generation, distribu-
tion, installation, renewal, revocation and expiry), as well as testing in line with
industry-standard statistical tests for randomness.

Fiduciary duties in the blockchain setting have also been discussed under the
Innovative Technology Arrangements and Services Act. The term ‘Innovative
Technology Arrangements’ (ITAs) is used to refer to software artefacts and archi-
tectures including an aspect of distributed ledger technology (DLT), blockchain
or smart contracts. For an ITA to be certified, it must undergo an in-depth systems
audit [165]. On that basis, core developers will normally have to demonstrate
that they have observed and meet the duty of care standards thus limiting liability
exposure. However, if found to be acting negligently, in bad faith or dishonestly
and their actions caused damages, then they will be held personally liable. Miners
can be treated under certain circumstances as administrators, contractors, agents
and/or negotiorum gestor. In certain situations under Maltese law, this can be
considered a quasi-contract which can trigger fiduciary obligations [165].

As a EU member state, Malta is obligated to implement the recently enacted
digital regulatory package. This section provides an illustrative example of a ad-
vanced regulatory approach, incorporating specific technological remedies suit-
able for the DLT domain.

3.5 Conclusion
The technological change and pace being witnessed in the cryptocurrency and
DLT sector poses an ever moving ’regulation defying’ target - for which a regu-
latory balance must be found to promote innovation whilst also protecting users
and businesses. Jurisdictions around the world have and are investigating differ-
ent approaches to regulating the sector. In this chapter, we delved into efforts
being made by the EU to provide certain security assurances in the blockchain
and crypto-asset domain through its recent regulatory frameworks. We highlight
a techno-regulatory gap arising due to the technical nature of blockchain and its
applications. We argue that users are not yet fully protected from the security
challenges blockchain brings, specifically in certain sectors such as DeFi. With
the ongoing expansion of this sector, both users and regulators may encounter
additional challenges stemming from heightened cybersecurity threats.
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Chapter 4

MEV DYNAMICS:
CYBERSECURITY
CHALLENGES AND POLICY
PERSPECTIVES

This chapter is based on the article: Ramos, S., & Ellul, J. (2023). ”The MEV
Saga: Can Regulation Illuminate the Dark Forest?” In Proceedings of the 35th
International Conference on Advanced Information Systems Engineering under
the Advanced Information Systems Engineering Workshops.

4.1 Introduction
A basic rule of blockchains is that the most up-to-date state of the system is repre-
sented by the longest chain, and rational miners (under PoW) or validators (under
PoS) are incentivized to generate new blocks that extend the chain further in order
to gain the next block reward (and any fees associated with transactions included
in the block). The higher the computational power of a miner (under PoW) or
staking power of a validator (under PoS) the higher the probability of acquiring
the ability to execute the next block is. Miners (or validators) receive transactions
from various users and also may broadcast submitted transactions to other miners
(or validators). Given the distributed and decentralized nature of the network, it
is difficult to know the order in which users transactions were submitted - and
therefore, it is up to the miners (or validators) to determine the order within which
transactions are executed for the specific blocks a specific miner (or validator) is
attempting to generate.

As transactions get published, they end up residing in memory pools (mem-
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pools). Each miner (or validator) maintains its own mempool of pending trans-
actions, and as discussed above, it is up to each individual miner (or validator) to
decide on how to sort the transactions within the mempool. A node may decide to
use a naive sorting strategy, where it simply appends transactions in the order the
particular node received the transactions or it might perform a profit-maximizing
strategies [166]. The ability for miners (or validators) to order transactions cre-
ates important challenges in the network which consequently impacts users and
the overall system security.

Miner (or maximum) extractable value (MEV) is a measure of the profit a
miner (or validator, sequencer, etc.) can make through the ability to arbitrarily
include, exclude, or reorder transactions within the blocks they produce - and, of
course, rational miners (and validators) do their best to ensure they make maxi-
mum fees. As a result, this may lead to front-running, ’sandwiching’ and other
forms of attacks and market manipulation strategies, which can affect market
prices, users’ funds and the overall trust in the system. While MEV extraction
can be considered an inherited part of the block building design, the evolution
and adoption of Automated Market Makers (AMM) opened new arbitrage oppor-
tunities bringing MEV to another level. Unlike traditional scenarios where min-
ers/validators primarily determine the transactions included in a block, the intro-
duction of smart contracts running market exchanges empowers them not only to
shape block content but also to influence market movements. This dynamic intro-
duces a novel layer of complexity and potential manipulation, as miners, through
MEV strategies, can prioritize transactions that yield the highest returns. Con-
sequently, the blockchain, instead of serving solely as a transparent ledger, be-
comes intertwined with market dynamics, posing concerns about fairness, market
integrity, and the overall trustworthiness of decentralized exchanges. The inter-
play between smart contracts and miners’ strategic decisions amplifies the need
for careful consideration and potential mitigations to preserve the principles of
decentralization and equitable market participation. Currently, statistics show that
MEV is so pervasive that one out of 30 transactions is added by miners for this
purpose, while MEV related sandwich attacks cost users more around 90 million
dollars in 2022 [25, 26, 27].

Likewise as noted by [24], MEV posses some of the biggest centralization
challenges in the Ethereum network. The issue of centralization emerges when a
limited number of validators control a considerable share of the MEV extracted.
In a Proof of Stake (PoS) system, validatos with larger stake pools are at a higher
likelihood of being selected to build a block. This confers a notable advantage
to larger validators in the extraction of MEV and the formulation of algorithms
geared towards maximizing their revenue [24]. In the Ethereum ecosystem alone,
the combined value of MEV after the Merge has surged by over 19,000%, totaling
more than 300,000 ether (ETH). This remarkable increase occurred in less than a
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year and is valued at around 490 million dollars based on current prices [167].
In traditional financial markets, user transactions are sequenced by a trusted

and regulated intermediary in the order in which they are received. In a blockchain,
by contrast, the updating of a block can be competitive and random. According to
some critics, since these intermediaries can choose which transactions they add to
the ledger and in which order, they can engage in activities that would be illegal
in traditional markets such as front-running and sandwich trades, opening the dis-
cussion for the need of certain regulatory measures [168]. There have been several
open questions on whether current regulation on insider trading is directly trans-
ferable to MEV. Recently, the Bank of International Settlements has emphasized
this concern and asked for further regulatory research and adequate measures [26].
The International Organization of Securities Commissions, argued that miners (or
validators) can be regarded as entities with certain ’conflict of interest’ for which
further regulatory attention is needed. The report also argues that MEV strategies
may be subject to, or prohibited by, existing laws and regulations and that regula-
tors should seek to hold relevant entities liable [168]. From a general standpoint,
MEV related challenges could be analyzed and potentially mitigated from two
angles (one does not exclude the other):

• by introducing technical solutions in the blockchain system and associated
smart contracts, which includes developing incentive mechanisms under
which the negative effects of MEV would be mitigated.

• by introducing regulatory measures that could mitigate the negative impact
of MEV and protect users and other affected parties.

In this chapter we first examine some of the main technical developments in
this field, that aim to reduce the negative effect of MEV. Second, we discuss po-
tential policy intervention and their effects in a (de)centralized setting. Arguably,
in order to make effective policy, a solid understanding of the technicality behind
MEV is needed as regulatory solutions can find it useful to follow the current de-
velopment on the technical side - in order to understand where things could have
negative impact (or where centralization may occur) and what kind of related cy-
ber attacks may prevail.

4.2 MEV basics: The dark forest and Flash Boys 2.0
The ability of miners to access the mempool and rearrange transactions in accor-
dance to perceived fee value has been at the core of MEV. In general, there are
harmful and unharmful activities that involve MEV. For example, arbitrage and
liquidations are noted as potentially benign activities (unharmful) which tend to
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promote market efficiency [169]. On the other hand, the harmful ones have pre-
dominated in market discussions as they have dramatically increased in the past
few years costing users millions of euros.

While some articles regarding MEV focus on miners as profit maximizing
entities that utilize mempool information to generate extra profits [26], the cur-
rent system design enables other adversarial entities to target user transactions by
creating diverse types of attacks. For example, currently many users have suf-
fered from adversarial actions (such as front-running, back running, sandwich
attacks, etc.) done by very specialized Arbitrage Bots that detect arbitrage op-
portunities across the network and replicate users transactions with a higher gas
price hence managing to extract additional value, and overburden the system by
creating bot-to-bot competition attacks [170]. Arbitrage bots constantly monitor
pending transactions in the mempool and are able to rapidly detect and exploit
profitable opportunities.

As emphasized in one of the earliest articles on MEV - ’Ethereum is a Dark
Forest’, the authors explain a situation where front-running arises because the
transaction broadcasted by the legitimate claimant to a smart contractual payment,
can be seen and slightly altered by others - specifically, arbitrage bots - to di-
rect token payment to an alternative adversarial owned wallet [171]. By offering
higher transaction fees and leveraging on the lag involved in this process, these
bots can have the same transaction recorded with an earlier time-stamp, on the
same or on an earlier executed block than the legitimate claimant, hence making
the bot transaction valid and overruling the transaction of the legitimate claimer.
This front-running example is very similar to the one described in [172]. There,
front-running involves racing to take advantage of arbitrage opportunities that are
created in the nanoseconds after someone engages in an asset purchase on finan-
cial markets but before the transaction has reached the market. Likewise, this type
of front-running often occurs when bots try to take over arbitrage opportunities
between cryptocurrency exchanges.

Alongside front-running, the most common MEV attacks also include back
running, and sandwich attacks. Sandwich attacks are common adversarial tech-
niques. For a sandwich attack to occur, imagine that Josh wants to buy a Token
X on a Decentralised Exchange (DEX) that uses an Automated Market Maker
(AMM) model. An adversary which sees Josh’s transaction can create two of its
own transactions which it inserts before and after Josh’s transaction. The adver-
sary first transaction buys Token X, which pushes up the price for Josh’s trans-
action, and then the third transaction is the adversary transaction to sell Token X
(now at a higher price) at a profit. Since 2020, total MEV has amounted to an es-
timated USD 550-650 million just on the Ethereum network [26]. MEV can also
essentially increase the slippage in the trading price for users. Slippage is a de
facto a ’hidden price’ impact that users experience when trading against an auto-
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mated market maker (AMM). When trading via an AMM, the expected execution
price can differ from the real execution price because the expected price depends
on a past blockchain state, which may change between the transaction creation
and its execution because of certain actions (e.g., front-running transactions).

4.3 PBS: How does it work and why is it important

Proposer/Builder Separation (PBS) is a blockchain design feature that divides
block building into the roles of block proposers and block builders. Block pro-
posal is the action of submitting a block of transactions for the approval of net-
work validators, while block building is the action of transaction ordering. When a
blockchain protocol separates these two actions, it simplifies the process of com-
pleting each task and allows actors to specialize in one or the other. On most
blockchains, a singular actor completes both tasks. For example, before Ethereum
completed ’The Merge’1 there was no proposer/builder separation and miners had
a sole control. Arguably, proposer/builder separation (PBS) mitigates these prob-
lems by splitting the block construction role from the block proposal role.

In simplest terms, at first, users/searchers send transactions to block builders
through public or private peer-to-peer transaction pools. A separate class of ac-
tors called builders are responsible for building the block bodies essentially an
ordered list of transactions that becomes the main ’payload’ of the block, and
submit bids. Block proposers receive a block from their local block builder, and
sign and propose it to the network. For their work, the chosen builder receives
a fee from the validator after the execution of the block [173]. An important
party in the block building ecosystem, Flashbots, play a crucial role in this sys-
tem. Considered an important entity, Flashbots focus on mitigating the existential
risks MEV could cause to blockchains like Ethereum. In essence, Flashbots pro-
vides a private communication channel between Ethereum users and validators
for efficiently communicating preferred transaction order within a block. Flash-
bots connect users/searchers to validators while allowing them to avoid the public
mempool [173].

As noted in figure 4.1, searchers (users) may send transactions via so called
bundles through a block builder such as Flashbots itself. Bundles are one or more
transactions that are grouped together and executed in the order they are pro-
vided. The builder simulates the bundles to ensure validity of transactions, and
then builds a full block. In this way users can hide their transactions (avoid public
mempool) before they are publicly executed in a block. Hence, users/searchers

1The upgrade from the original proof-of-work mechanism to proof-of-stake of the Ethereum
network is called The Merge.
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Figure 4.1: PBS Architecture. Source: Flashbots.net

can avoid potential front-running and other types of adversarial attacks by using
Flashbots.

Whilst PBS is optional for validators, as they can decide to arrange transac-
tions in their own way and extract MEV, PBS is beneficial for them as it mini-
mizes validator computational overhead. Hence it is likely that rational valida-
tors would eventually resort to using PBS. However, PBS ultimately incentivizes
builder centralization, shifting the need for trust from validators to builders. In
essence, PBS does not fully avoid front-running attacks, as these can still be done
by builders. Builders can still act as searchers and include their own MEV ex-
tracting transaction, ultimately front-running the users delegated transaction. In
the effort to increase modularity and increase democratization amongst builders,
Flashbots also introduced MEV-boost as part of the PBS structure. MEV-boost
is a relay (a open source middleware) which helps create a competitive block-
building market. MEVboost act as a trusted party and aggregate blocks from
multiple builders and identify the most profitable block to submit to the block
proposer (validators). At the moment this part is far from truly decentralized.
Data from mevboost.org shows that there are six major active relays currently de-
livering blocks in Ethereum, including Flashbots which operates also a builder.
The other active relays are BloXroute Max Profit, BloXroute Ethical, BloXroute
Regulated, Blocknative and Eden. Ultimately, there are still certain security risks
that can occur under the PBS design, such as:

• Builder Centralization

• Builder/Relay Collusion

• Malicious Relays

Understanding the risks associated with centralization and collusion are im-
portant as they open a regulatory discussion. Arguably, a centralized builder/relay
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ecosystem, gains the ability for censorship and access to exclusive transaction or-
der flow from which front-running types of attacks can be executed. Ultimately
this creates market inefficiencies and impacts users negatively. For example, con-
sider a wallet trying to send exclusive order flow to a single builder. For this order
flow to be executed, it has to be included in a block on the blockchain which may
take time. In order to avoid execution delays, a rational user will minimize this
delay by sending the order to the builder with the highest inclusion rate, further in-
creasing their dominance and centralization of the market. In that case, exclusive
order flow would allow a builder, or small group of colluding builders, to capture
the builder market, making it effectively uncompetitive. Also, a dominant builder
would have a significant amount of private transaction information, allowing him
to be in a more privileged position to extract MEV through front-running or other
attacks.

4.4 Can Regulation illuminate the Dark Forest?
Arguably, MEV remains a niche topic and has demonstrated to be an evolving
force, as evidenced by the proposed changes for block building design. Besides
certain theoretically derived scenarios noted by [166], there are no other studies
(to the best of our knowledge) that investigate the impact of MEV on welfare and
measure the macro impact - an important factor that could merit regulatory inter-
vention. Hence, we have resorted to looking at MEV from a security perspective
- trying to understand when and how things could go wrong for users, in terms
of attacks and vulnerabilities exploits (such as sandwiched user transactions) or
in terms of transaction censorship (such as purposely excluding user transactions
from the building block). We agree with [171] argument on the need for a more
well-defined and detailed differentiation of the notion of what a ’victim’ is in an
MEV scenario. In other words, someone that has been deprived of something that
was rightfully theirs may not be the same as someone whose ’transaction or trade-
based profit’ decreased due to certain market movement. Arguably, regulation is
not meant to protect users by enabling conditions for them to achieve profit max-
imizing. Also, this definition may be interpreted differently as non-adversarial
forms of MEV extractions (e.g., liquidation) may still indirectly render a negative
impact on users via its effect on the market as a whole. In this chapter, we follow
[174] and [171] differentiation of MEV under three broad categories: Monarch,
Mafia and Moloch.

• ’Monarch’ extractable value refers to the more broadly accepted under-
standing of MEV, as value extractable due to the power to order and allocate
(block) space.
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• ’Mafia’ extractable value arises when one agent (coalition of agents) gains
an asymmetric knowledge of another agent’s private information (asymmet-
ric sophistication).

• ’Moloch’ extractable value arises from inefficient coordination methods.

In the following sections, unlike [169] we focus mostly on Monarchs (which
can extract value based on their ability to dominate transaction ordering) and
Mafia - referring to value that arises when an entity has asymmetric information
of users’ transaction information. We look at these two occurrences as potentially
being performed by ’insiders’ such as builders due to their ability to create adver-
sarial attacks and market manipulative strategies in order to achieve higher profits.
The regulatory recommendations on DeFi, maintain that regulators ought to seek
’Responsible Entities’ in DeFi use-cases in order to be able to establish certain
regulatory requirements that would protect users and investors from cyber attacks,
market manipulations, frauds, and other types of negative effects [26, 168, 2]. Ta-
ble 4.1 highlights some of the key entities that constitute the MEV ecosystem,
some of which we refer to in our discussion.

4.4.1 Front-running in Traditional Finance vs. DeFi
In traditional finance, front-running is considered unethical and often illegal. The
premise of illegality is based on the notion that a trader possesses and acts on an
inside information to achieve personal gains. The non-public information con-
cerning certain transactions ought to be of a ’material size’ - meaning that it is
significant enough to cause a price change in the futures or options contract and
thereby allow the front-runner to profit [175]. An example of front-running in
traditional finance is when a broker exploits significant market knowledge that
has not yet been made public. This is similar to insider trading, with the minor
difference that the broker works for the client’s brokerage rather than inside the
client’s business [176]. In reality, front-runners profit by exploiting the discrep-
ancy between the security’s true value and its market value [175]. Consequently,
the market price of the security being bought and sold does not reflect the true
value of the security which distorts market efficiency. Enforcement of insider-
trading regulations is currently a high priority for the Securities and Exchange
Commission (SEC) [177].

The possibility that insider information can impact cryptocurrency returns has
been noted in [22], where the authors show the impact of cyber-attacks news on
price changes of the attacked cryptocurrency (in terms of abnormal losses). This
example involves both a case of insiders and outsiders having a privileged in-
formation. Under 51% attack, malicious insiders such as miners performing the
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Table 4.1: Taxonomy of Entities in the MEV Eco-system
Entity Description Threat
Developers Design the protocol, creating

potential for MEV opportuni-
ties

Can also create
software tools,
such as MEV
Boosting Soft-
ware, to extract
MEV.

Miners Under PoW, miners attempt
to generate a block in a ran-
domized loterry process.

Can extract
MEV by decid-
ing the order
of transactions
they include in a
block

Validators Under PoS, observes the
pending transactions in the
mempool and typically de-
cides the to order the block
with the highest gas fee paid

Can engage in
front-running
activities.
Validator Cen-
tralization

Proposers Proposer is essentially a
validator under PBS that
has been randomly selected
amongst all the validators to
build a block for a given slot.

Under PBS,
treat is mit-
igated as
proposer cannot
see the contents
of the block.

Builders Under PBS design, builders
generate blocks including
transactions through the
execution of algorithms and
simulations aimed at arrang-
ing bundles of transactions
within a block template to
maximize profit.

Can engage in
front-running
activities.
Builder/Relay
Collusion,
Builder Central-
ization.

Relay A relay facilitates communi-
cation and aggregate blocks
from builders to provide the
most profitable block to pro-
posers for validation.

Builder/Relay
Collusion; Mali-
cious Relays.

Bots Seek and identify MEV op-
portunities, often through the
use of complex algorithms.
Bots often pay higher gas
prices to place their trans-
actions at specific positions
within a block.

Front-running
activities.71
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attack have this information which can cause market movement. In the other ex-
ample, outsiders such as hackers attack a CEXs, holding an privilege information
before the news come out and affect market prices. As mentioned in Chapter 2,
the disclosure of wallet attacks to the public typically takes several days, allow-
ing hackers or exchange employees with insider information ample time to take
action.

In relation to MEV, insider information at the block building layer occurs
amongst insiders such as miners (under PoW). In other words, front-running at
the block-building layer can be exploited by insiders - due to the ability of miners
to arbitrarily include, exclude, or reorder transactions in blocks, allowing them
to even place their own transactions when they identify a profitable opportunity.
This can be seen to be a much more serious case of front-running as it is not due
to abnormal temporal shocks to the system (such as an unexpected cyber-attack)
but as a byproduct of the block-building design.

On the one hand, miners may be seen as having access to insider information,
but on the other hand, one could argue that this results from technical constraints
causing a delay in recording transactions across nodes distributed in various geo-
graphical locations. For example, different nodes (e.g., a node in Australia and a
node in Alaska) would not have a same view of the mempool’s list of transactions,
although there would be some overlap and similarities. This happens because
every node receives transactions from different neighbouring nodes at different
times. Also, the incentive design of the block-building (due to the restricted block
size) is made as such to incentivize miners to prioritize transactions with higher
fees. As shown by [178], transactions with zero or negligent fees wait for days to
be included. Nevertheless, besides the mere incentivization to reorder and include
transactions with higher fees due to basic economic incentives, the appearance of
AMM gives miners (or builders) an important ’material’ information which can
be exploited beyond the fee generation.

When it comes to transaction ordering under PoS and the PBS designs, users
can send transactions to builders via a private channel. This gives builders an ex-
clusive insider information over potential front-running opportunities. As noted in
[173], a centralized builder ecosystem or a single builder that dominates the mar-
ket because of its outsized influence, achieves the ability for censorship and access
to exclusive transaction order flow. According to [169] under the PBS design, a
user can send a transaction only to one builder, placing this entity in a privileged
position with ’material’ information. The way a builder may arrange transactions
could result in front-running or other types of adversarial attack which may im-
pact the user’s transaction gains negatively. Nevertheless, in this case there could
be a loss of trust to the selected builder party which could disincentivize the user
to send private flow transactions via this entity again.
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4.4.2 MEV: Regulatory Challenges at the Block Building layer

A global securities regulatory body recently emphasized that regulators should
aim to hold relevant entities accountable for identifying and mitigating strate-
gies related to MEV. According to IOSCO, ”The ability to reorder, insert and
otherwise control transactions enables conduct that in traditional markets would
be considered manipulative and unlawful,” [157]. Nevertheless, as we noted in
Chapter 3, although dishonest (adversarial) on-chain conduct (e.g., majority at-
tack) may render issues of tortious liability for miners/validators, treating them
as fiduciaries would discourage them from participating in what may be consid-
ered a socially beneficial project, due to a fear of potential liability, and with-
out them contributing processing power the system risks disappearing. Also, the
anonymity/ pseudonymity and cross-border nature of the miner/validator system
makes any identification and potential regulatory enforcement very challenging.
As noted by [179], there might be little effectiveness of regulation of in a system
that is composed of a decentralized and distributed (also no-easily-identifiable)
group of entities. In a MEV scenario, we are facing similar challenge. While a
sandwich attack can be noted on the chain [27], the pseudo-anonymous trait of
miners makes it very difficult to regulate. As such, sanctioning measures are less
likely to be effective in the cyber sphere where the identity of the attacker is un-
certain and there are many unknown adversaries. Also, while on-chain data is
public, it is voluminous and complex, making it difficult to interpret and requiring
specialized skills and significant infrastructure costs. Also some mempool data
may not be always available - as it can be unique to individual nodes [168].

According to the Board of the International Organization of Securities Com-
missions, regulators should identify responsible central points in the eco-system
and seek to hold a provider of a DeFi product or service responsible for MEV
related activities, including front-running and sandwich attacks [168]. Whilst
regulating decentralized system composed of many miners (under PoW) can be
difficult, identifying centralized points under the PBS design (under PoS) might
render easier. Under the PBS design the anonymity trait of builders is essentially
reduced. This is because, while anyone can be a miner, builder entities tend to
be more organized due to the overhead needed in their operation [24]. As noted
by [180], the top three builders (Flashbots, builder0x69, and beaverbuild), consis-
tently accounted for more than half of all blocks on the Ethereum network. Thus,
with enough investigative effort it may be possible to identify the few builders in-
volved in block building activities that rendered adversarial MEV strategies. Con-
sequently if, adversarial builder action can be detected and if regulation has means
to punish builders - than applying certain type of monetary sanctions may render
useful in deterring malicious behavior (e.g. to perform front-running). A data
analysis by [180], discovered that the number of MEV transactions included in a
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block was significantly higher under the PBS blocks (one build by builders) than
in non-PBS blocks. In other words, it shows that builders indeed have more ’mate-
rial’ information and ability to extract more MEV profits than proposers building
their own blocks. The study shows that MEV profits account for a significant
proportion of the total block profit.

Another measure that can possibly reduce some of the negative effects re-
lated to MEV, is for governments (or other trusted institutions) to have their own
builders on important public blockchains. However this would imply a partial
switch of trust to a heavily centralized governmental institution and a potential
increase in transaction censorship. Government interference at block building
level in public blockchains has been already shown in practice to have negative
impact on the censorship resistance on the network. As noted, after OFAC (Of-
fice of Foreign Assets Control in the USA) sanctioned Tornado Cash and several
Ethereum addresses associated with it, there was a noted difference in block build-
ing (transaction inclusion) - as blocks stopped including transactions coming from
the mixer2 (non-OFAC compliant) [181]. This basically means that block building
players would either exclude any sanctioned addresses in blocks they propose or
refuse to attest to any blocks that include such sanctioned addresses.

Another possibility for regulatory interference under the PBS design is via the
Relays. Interestingly, most of the blocks involve a MEV relay which is an essen-
tial part of the overall selection of blocks that involves transaction ordering [25].
The MEV relay ecosystem is very centralized, as 81% of the MEV-relay mar-
ket is dominated by Flashbots (as of October 2022) increasing the potential for
block censorship due to a fear of potential liability (as 52% of blocks from MEV-
boost relays enforced OFAC sanctions) [25]. Likewise, an analysis by [180] shows
that some relays (bloXroute,bloXroute, bloXroute, and bloXroute) run their own
builders, confirming the potential builder and relay collusion. In terms of censor-
ship, several relays stated that they would comply with OFAC sanctions (Blockna-
tive, bloXroute (R), Eden, and Flashbots), confirming the application of regulatory
measures at the block building layer. Possibly due to a fear of liability (as regula-
tory MEV related statements have increased), a relay (bloXroute) claimed to filter
out generalized front-running and sandwich attacks related transactions [180]. Ar-
guably, MEV related measures might have an impact in the current the PBS design
ecosystem, ultimately affecting the decisions by the still heavily centralized block
builders and relays [182].

Alternatively, a type of monitoring measure that can be used by governments
to make sure that transaction ordering is random (hence no strategy for front-
running) is to oblige builders to use TEE (Trusted Execution Environment). Such

2Mixer is a services that is used to obfuscate the transaction trail of cryptocurrency, increasing
user privacy.
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TEE code could be programmed and then audited by governments to assure trans-
action ordering takes place in the desirable manner (e.g., random). While this
would in theory avoid front-running by builders, it would increase the overall cost
of using the system, as it adds another step in the process (increasing fees) and
would decrease overall welfare creation. Moreover, this could potentially incen-
tivize spamming the builder, as a malicious player could send many transactions
which would increase the likelihood of one of the transactions being placed in
front of the targeted transaction. Recently, encrypted mempools have also been
mentioned as an extended trust and security effort which could also make it im-
possible for builders and proposers to know which transactions they are including
in a block until after the block was already broadcast [183], overly reducing front-
running activities.

4.4.3 No-regulation or Self-regulation
Overall, it is important to mention that regulatory measures (placed in a PBS sce-
nario) will amount to not selecting a transaction to be included in a block (left in
the mempool) due to a fear of liability, not an ability to ’block’ fully a transaction
as it is usually done in traditional finance. Likewise, applying regulatory measures
at block-building in public blockchains may also undermine some of the most im-
portant traits of the system such as censorship resistance. Moreover, considering
the cross-border nature of the blockchain network, regulatory arbitrage may ap-
pear when operators (e.g., builder) decide to register or operate from a place of
favorable jurisdiction[169]. In addition, it is important to note that a propensity
for centralization (e.g., builders, relays) does not always mean that the dominant
entity would exert its power to over-run the system (or perform front-running ac-
tivities).

An alternative which merits further discussion is the ability of the system for
self-regulation. In line with Lessig’s ’code is law’, an argument can be made for
the ability for on-chain governance to incorporate certain constitutional (regulation-
like) principles into its block-building design which would imply a certain level
of regulation and protection from colluding and centralized powers [179]. For ex-
ample, as a desired outcome of the PBS design - if in the future a certain optimum
is achieved as to create a competitive market for builders - a reputation system can
be established as a form of self-regulation and user protection. In other words, a
reputation system can be created where users could record if they suspect that any
of their transactions were front-runned or sandwiched. This could serve as a secu-
rity assurance for users, when selecting which builder to send their transaction to.
Consequently, this type of system would reinforce trust in a potentially centralized
setting. Likewise, on-chain incentive design suggestions imply a creation of a ’fee
escalator system’. Under this system market inefficiencies seem to be corrected
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(in theory) as the user is put in a seemingly powerful position to run an auction
’facing the other way’ in the MEV supply chain. In other words, the situation can
be flipped so that MEV extractors offer bids to users to execute their order. In line
with [169], on-chain based self-regulation would avoid the high cost of regulatory
intervention, such as monitoring, detection and enforcement of penalties.

As maintained by [47] and cited by [48]: ”Trying to apply centralized solu-
tions to decentralized problems fails. It fails to scale, and it fails to achieve any
of the stated goals. Although, it does push the decentralized platforms to try to
innovate elsewhere. The answer is really simple. If you want to solve decentral-
ized problems, solve them with decentralized solutions.... ”. This argument is in
line with the resent statement by Bank of France underlining that the regulation of
disintermediated finance cannot simply replicate the systems that currently gov-
ern traditional finance. On the contrary, regulations must take into account the
specific features of DeFi. The report maintains that, such regulation should not be
conceived as a monolithic block, but rather as a combination between traditional
financial regulations and regulations inspired by other economic sectors [2].

4.5 Conclusion
In this chapter we dived into the MEV phenomena, shining light at the evolu-
tion of the blockchain (block building) design under certain economic incentives
such as the presence of transaction fees and the market. We explain the novel
Proposal Builder Separation (under PoS) and the vulnerability factors associated
with it. Acknowledging the potential risks under PBS, where dominant entities
like builders may harm users and the system through the extraction of MEV via
front-running types of attacks, a mitigation of risks might be found in the advance-
ment of a) technological solutions and b) regulatory capabilities. By identifying
centralized entities in the MEV eco-system we discuss the potential for regulatory
intervention. Nevertheless, we also warm over the possible negative effects of
regulatory intervention at block-building layer due to their impact on censorship
as shown in the case of the recent OFAC regulation. Lastly, we argue over the pos-
sibility for the system self-regulation and the need of novel regulatory approach
when addressing challenges in the DeFi domain.
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Chapter 5

CLOSING THE INFORMATION
GAP

This chapter is based on the article: Ramos, S., & Mannan, M. (2022). “Watch the
Gap: Making code more intelligible to users without sacrificing decentralization?”
In Proceedings of the IEEE 24th Conference on Business Informatics; Workshop
towards Decentralized Governance Design (Vol.24).

5.1 Introduction

A smart contract is an autonomous computer program designed to execute the
terms of the contract automatically, eliminating the need for third-party involve-
ment. The concept of smart contract was first introduced by computer scientist
and cryptographer Nick Szabo in the late nineties [184]. Szabo described a smart
contract as a ’smart’ agreement tool that can automatically execute certain pre-
programmed steps. Nevertheless, Szabo didn’t argue for the superiority of smart
contracts over paper contracts, as he noted that they should not be seen as in-
telligent tools that can phase out traditional contracts - as traditional contracts
are designed to be understood by people and smart contracts by machines. In
2013, Ethereum’s implementation of a virtual machine allowed for snippets of
code (smart contracts) to be executed in a decentralized way without third party
interference, bringing a whole new spectrum of applications and possibilities. Un-
der this system, parties can coordinate themselves according to a set of protocols
and rules incorporated into the self-executing code [29]. This has led some to de-
scribe blockchain and smart contract as ’trustless’ technology due to the absence
of need to trust an intermediary [185].

However, although disintermediation and decentralization have been regarded
as ones of the most innovative traits of blockchain technology (and the smart con-
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tracts relying on it), blockchain-based systems are complex socio-technological
assemblages. These systems are made up not only of code, but they also involve
large variety of actors operating at different layers [185]. As such, centralization
can occur at different layers. We showed different situations of centralization: in
Chapter 2 the concentration of mining pools and mining farms under PoW (as way
to make mining rewards more predictable due to the increased difficulty level), or
through the centralization of builders under PoS and PBS design noted in Chapter
4, or in the concentration of intermediaries operating on top of the blockchain such
as CEXs noted in Chapter 3. Arguably, blockchain can be considered a type of al-
gorithmically run ’confidence machine’, in which users rely on the predictability
of the technology but which inevitably involve trusting actors (such as developers,
miners, wallet service providers, exchanges, etc.). In other words, blockchains do
not eliminate the need for trust but provide reliable records and automation for
transparent processes that may facilitate cooperation between agents [186]. This
is also evident in the smart contract settings as we demonstrate in this Chapter.

Smart contracts can be created on top of public, decentralized and distributed
ledgers, accessible to everyone willing to enter in a contractual relationship of a
certain type. However, creating smart contracts requires certain technical knowl-
edge and expertise, where average (non-tech) users are not able to develop nor
fully understand a written smart contract code [2]. Hence, for a non-tech user to
access smart contracts, he has to resort to a trusted party with sufficient techni-
cal expertise. This has ultimately limited the speed of expansion and adoption
of smart contracts among the general public and created policy dilemmas among
regulators. According to [37], the inability of average consumers to understand
and interpret smart contracts in intelligible language has been seen as a challenge
to consumer protection rights and the duty of information.

Arguably, the smart contract governance model focuses on proof-based au-
tomation of pre-stated functions run by the system and puts aside relevant legal
rules and practices related to consumer protection and duty of information. In
other words, this model focuses on providing function-based information writ-
ten in a programming language (e.g. Solidity) needed for proper code execution,
which may not be understandable to the average user. For example, Hyperledger
Fabric business smart contracts are defined with specific programming-based ter-
minology where function based queries are executed using transaction logic [187].
Thus, a user would need a trusted third party with sufficient technical expertise to
’translate’ the rules and operations in executable programming code.

In this chapter, we focus on the issue of ’information gap’ that appears when
users are not able to understand the smart contract code or be provided with rele-
vant information in an intelligible language. We underline the regulatory concerns
this gap raises regarding consumer protection and duty of information, and the
potential cybersecurity implications it can bring. Accounting for a wide-spread
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adoption of smart contracts, we give examples of several ongoing initiatives that
aim at closing the information gap, discussing the limits and opportunities of the
prose-to-code paradigm. We maintain that although potentially beneficial for a
wider adoption and legal recognition of smart contracts, the proposed solutions
introduce a new type of intermediary in the system which ultimately affects the no-
tion of trust and decentralization, creating a centralized intermediary which might
need further regulatory oversight. Overall, we aim to make a practical contribu-
tion of relevance to the wide-spread adoption of smart contracts and bridge the
gap that exists between legal and technical research.

5.2 Information Gap and Smart Contracts

There is still not a global consensus on the definition of the term ’smart contract’
nor a systematic classification of its applications, as this term is still widely dis-
cussed among legal and technical experts [187, 188, 189], although the recent Data
Act proposal in the European Union supports the setting of standards for smart
contracts1. In general, the word contract can indicate that the agents involved are
fulfilling certain contractual obligations or exercising certain rights and may take
control of certain assets within the shared ledger. At present, the application of
smart contracts has expanded across several sectors. Some of the noted benefits of
smart contracts include a faster, cheaper, immutable, automated, distributed and
more transparent way of creating and executing a contractual relationship.

In response, various legislative bodies and policymakers have initiated discus-
sions over creating an innovation friendly approach to smart contract regulation
which could include smart contract as legally binding if certain conditions can be
met. For example, Arizona’s Governor Doug Ducey signed HB 2417, which clar-
ifies some of the enforceability factors associated with the use of blockchain and
smart contracts under Arizona law, in particular with respect to transactions relat-
ing to the sale of goods, leases, and documents of title [190]. In June 2017, two
other US states - Nevada and Vermont - passed laws concerning blockchain, with
the legislation following the regulatory direction enacted in Arizona [191]. In Eu-
rope, a statement by the UK Jurisdiction Taskforce reasoned that smart contracts
are capable of constituting legally binding contracts provided that the common law
requirements for contract formation are satisfied [192]. Arguably, contract law is
one the most important private law institution of individual self-determination and
autonomy and it has evolved frequently to respond to the emergence of new con-
tract models [193].

1See Chapter VIII of the Proposal for a Regulation of the European Parliament and the Council
on harmonised rules on fair access to and use of data (Data Act)
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The inability of the average user to read and understand code is one of the
biggest challenges in regulating smart contracts [168], alongside with inability to
stop or correct code even if buggy [37]. However, the difficulty of transposing
abstract concepts into contractual terms had been acknowledged long before the
adoption of smart contracts [194]. Limited information and certain behavioral
biases can also lead to non-optimal outcomes and efficiency losses in contract
formations [195]. In recent decades, contract formation has also faced the chal-
lenges of digitization, raising issues such as the legal capacity of parties to enter in
contracts and the genuineness of (informed) consent [195]. With the ongoing de-
velopment and evolution of blockchain and smart contract systems, this challenge
has taken on new dimensions, such as the publicity of (private) contract terms, the
deterministic enforcement of unfair terms and (unless deliberately provided oth-
erwise) the lack of an option to address and amend the inherent incompleteness of
contracts [196].

Regulatory challenges regarding code-to-prose translation and interpretation
have been discussed on an EU level [197]. In the EU countries, the applica-
ble contract law includes not only respective national contract law but is also
strongly influenced by European Union law. The proposed requirement for infor-
mation disclosure depends on the type of a contract considered. Both the Directive
2000/31/EC on e-commerce and the Consumer Rights Directive 2011/83/EU fo-
cus on the formation of a contract on the internet. They establish precontractual
obligations for consumer contracts to inform the consumer about relevant facts,
which could be interpreted as also containing certain information about security
vulnerabilities in a smart contract setting. As noted, failure to provide consumers
with information in a clear and comprehensible manner may lead to heavy penal-
ties [197].

Overall, in ’traditional’ contract setting, consumers are granted information
rights, which alludes to the right of a party to understand the agreement in intelli-
gible language before any contractual arrangement is established. Under Spanish
law, for instance, the requirements go even further as consumers who have en-
tered into an agreement that has been drafted by a commercial entity have the
right to obtain the terms and conditions of a contract on paper at any time [198].
In general, contract terms must be drafted in plain, intelligible language. Contract
terms must not only be grammatically clear, but the consumer must be able to un-
derstand their economic consequences. This broad understanding of transparency
entails that contracts should also provide clear information to agents regarding the
potential implications and economic consequences of the contract.

In a smart contract setting, the issues that may arise due to misinformation
or misunderstanding may entail high economic costs for the contracting parties.
As noted in [199], ex-ante information costs to determine all contingencies could
make smart contracting overly costly. Overall, reducing human intervention and
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formalizing the creation of smart contracts can increase ex-post costs arising from
bugs, coding errors and the implications of immutability. As a result, smart con-
tract developers are faced with a dilemma - even if it is possible to transpose smart
contract code into a written paper form, the terms may not be clear, plain and in-
telligible to the average user. With increased smart contract adoption, a question
has been posed over the need for both lawyers and judges to develop sufficient ex-
pertise in understanding smart contract code and the underlying blockchain tech-
nology [200].

While some may argue that the role of the lawyer can be analogue to the
role of the developer in a smart contract setting, this can be easily contested. In
other words, non-lawyers typically can understand simple short-form agreements
as well as many provisions of longer agreements, especially those setting forth
business terms, while a non-programmer would be at a total loss to understand
basic smart contract code [201]. In addition, as it can be seen in Figure 5.1,
the high diversity of programming languages used to code smart contract further
increases the complexity of the problem even for tech users. Likewise, as noted in
[3], current programming languages are unsafe in the sense that it is easy to write
code that expresses a behavior that is not intended.

One reason is that only a few operations are defined by the language itself and
that programmers are allowed to create new functions with arbitrary names. Cer-
tain platforms such as Corda, use a more simplified type of code language (e.g.,
natural language programming) and can relate to the low-code initiatives that we
discuss further in this chapter. While, they reduce the complexity of program-
ming/understanding code for developers/tech entities they do not per se close the
information gap for the average user. In [202], the authors argue that software’s
plasticity interacts with automation and immediacy to produce consequences that
set it apart from both law and physical architecture.

As a result, some have argued for the establishment of legal institutions that
will help decipher the meaning and intent of the code providing assistance in case
of a dispute requiring adjudication. Decentralized arbitration services providing
assistance for disputes (e.g., Kleros) have also appeared as a stepping stone in
bringing technology and law closer. Moreover, in [197], the authors maintain that
(in addition to future AI systems used for code interpretation), there will be a
need for legal-tech experts capable of translating and interpreting smart contracts
in natural language. The author notes that these experts will be in high demand
and often out of reach for certain parties (e.g., average consumers who cannot
afford high fees). This proves not only problematic in private enforcement but
also in the absence of litigation [197].

From an economic policy perspective, the idea to establish a system of court-
appointed experts to help decipher the meaning and intent of the code may be
useful, however it would significantly increase the cost and burden to the legal
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Figure 5.1: Programming languages used to code smart contract. Source: [3]

system. In contrast to automated control, ex-post audits can increase cost for
regulators and show to be burdensome for businesses and operators [203]. Also
as noted in [204], technical tools such as Al and API systems such as GPT3 and
NaturalyCode are still not fully developed, providing not precise code to prose
translation.The idea to use human based oracles (as external entities) to verify the
validity of a contract in terms of consumer protection and provision o relevant
information has also been suggested [193]. However, in this case, provision of
contracts to external entities would still require some sort of precise conversion
between code-to-prose. In [205], the author argues that programmers and lawyers
should work together to create better smart contracts, while legislators focus on
laws to ensure that smart contract code is audited by trusted third parties. In the
following section we discuss the initiatives aiming at closing the information gap
that exists between non technical agents within a predominately technical setting.
We show a spectrum of low-code to no-code projects that introduce a new element
to the smart contract governance model.

5.3 Low-Code and No-Code Initiatives

5.3.1 Low-Code Initiative

A ’low-code’ platform is usually designed to make it easier for users to become
blockchain developers, while in the case of ’no-code’ initiatives, users are not re-

82



“output” — 2023/12/14 — 9:46 — page 83 — #97

quired to have technical knowledge to interact with a smart contract. There have
been several market initiatives, ranging on a spectrum between low-code and no-
code. For the sake of simplicity, in this article we address these initiatives as
Smart Contract as a Service (SCaaS). On the low-code side, a platform called
Settlemint, specializes in low-code ’tool-kits’ for building blockchain apps [206].
Via their platform, a user can interact and deploy a smart contract more easily.
In other words, the company offers pre-written smart contract code, ”zero con-
fig” REST APls, along with zero-config admin UI and dashboard solutions. A
similar initiative, SIMBA Chain’s platform enables streamlined low-code smart
contract deployment [207]. Low-code initiatives help users upgrade their techni-
cal knowledge or assist them in the creation and execution of smart contracts via
a provision of technical ’tool-kits’. However, low-code solutions do not mitigate
the information gap per se.

5.3.2 No-Code Initiative
’No-code’ smart contract initiatives aim at assisting non-technical users in creat-
ing and interacting with smart contracts in their natural language. Although a full
spectrum of translations between code and prose doesn’t exist, these initiatives
provide a solid step towards merging the information gap. As individuals and
organizations become more interested in automating routine and business pro-
cesses, bridging this gap can lead to an increase in the adoption of smart contracts
and their applicability.

Most no-code initiatives fall under these two categories: template-based and
DSL-based. Templates are the base for document generation. This premise can
also be used for generating code-based smart contracts. While the user is not per
se involved in creating a smart contract code, what he does is filling up a tem-
plate based legal contract (written in natural language). The template later gets
transposed in a smart contract code via a compiler of other similar computing
mechanism provided by the SCaaS. The template also gets checked to make sure
the data filled by the user is correct and will not modify the expected behavior of
the code. A solid implementation of prose-based template for smart contract is
Openlaw that gives the possibility for users to fill a prose based template and con-
sequently generate contract transposed to a smart contract code on the Ethereum
blockchain [208]. MyWish is another no-code smart contract platform, where
users fill up a template looking document, specifying their requirements which
MyWish later deploys via a smart contract [209].

Extending ’template specifications’ creates Domain-Specific Language or DSL
which is a more complex system that can allow for a higher flexibility and variety
than a simple pre-certified prose-based template. A DSL can be seen be ’group’
of templates that the user can arrange and fill to be able to define a more com-
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plex requirement for code. DSL may be customized to the drafting of contracts
for a given sector and can be (i) embedded in a general programming language
(understandable for a programmer) or (ii) designed as a separate language (more
understandable for a lawyer/average user if using a controlled natural language
with user-friendly interface) [210]. One implementation example is Marlowe Run
for the Cardano Blockchain. In the Marlowe Run platform, users can select a type
of pre-written financial contract templates, fill it up and run it [211]. For more
flexibility and options in building smart contracts Cardano created Marlowe Play-
ground. However, Marlowe Playground is designed for users with some techni-
cal/developer knowledge. Hence, although DSL could potentially allow for much
higher flexibility and creativity around contract development by no-tech users, its
current applicability is still limiting and not as simple for users as template-based
agreements. Intentional programming is another area of research that could pro-
vide flexibility and ease of use in the future.

5.4 Closing the gap?

5.4.1 Introducing a New Intermediary

The choice of ’no-code’ initiatives is still limiting as it does not offer a compara-
ble variety of code-to-prose agreements. Arguably, while smart contracts aim to
avoid intermediaries such as lawyers and notaries, a suggested ’no-code’ system
introduces a centralized intermediary of another kind. This brings into perspective
’the Pitfall of the Trustless Dream’ as defined by [212], arguing that despite the
promises of decentralization, several instances in the blockchain eco system show
signs of centralization.

From a technical perspective, the introduction of SCaaSs may increase the
overall adoption of smart contracts, but it does not close the information gap per
se. First, the uncertainty of whether a SCaaS platform is truly ’translating’ smart
contracts into natural language remains. As such, the non-technical users of ’no-
code’ smart contracts could become vulnerable to the whims of those operating
these initiatives and users would need to take a ’leap of faith’ that these initiatives
would act in their best interest [185]. This creates a relationship of trust with the
’no-code’ smart contract initiatives acting as intermediaries. Second, in line with
[115], smart contract code is a piece of software and software failures due to bugs
and errors have been common for years, in different systems across the world. Un-
like traditional contracts that may include detailed clauses, meaningful context, or
even legal language that provides insights into the parties’ intentions, smart con-
tracts primarily consist of code logic which defines its own concepts based on
small set of operations and language primitives (e.g., comparisons, ’if’ functions,
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branches, etc.). The absence of human-readable elements in the code makes it dif-
ficult to precisely interpret the original intent or purpose behind the smart contract
code. As the Debian project’s 2008 discovery related to their OpenSSL package
showed, the (’innocent’) removal of only one line of code in critical software can
go unnoticed for a long time while inducing serious consequences to its security
properties [213]. Therefore, it is very difficult to arbitrate the mismatches between
the intent and the actual behavior of the code [3].

According to [212], blockchain networks have also seen the introduction of
intermediaries and developed certain ’chokepoints’ such as SCaaS which aim to
address certain challenges but might also bring new set of vulnerabilities in place.
However, the growing adoption of SCaaS platforms has the potential to shield
users from some cyber risks. The emergence of this new intermediary market,
SCaaS, could facilitate the creation, testing, and legal certification of prose-to-
code templates, thereby mitigating risks to a certain extent.

5.4.2 Security and Regulation
While automation via smart contracts can be viewed as beneficial because of rea-
sons such as reduced costs and time of execution, it is essential to consider in
the balance the coding errors, bugs and the effects of their possible exploitation.
When interacting with smart contracts via SCaaS platforms, users face risks stem-
ming from vulnerabilities in the smart contract code (e.g., issues related to logic,
authorization, etc.) and misunderstandings of the operation of the contract (some
related to prose-to-code translation) which can lead to unexpected outcomes.

While determining who is at fault in a smart contract setting is generally hard,
as there can be many factors at the root of any issue, the presence of a registered
intermediary (e.g., SCaaS) may increase user protection due to the specialized
nature of the intermediary and the possible fear of liability for coding errors. Nev-
ertheless, identifying a fault in terms of unintended behavior of the code can be
complex. Unlike traditional contracts, which may be written in natural language
and contain detailed clauses, smart contracts express their logic through program-
ming code. Overall, even in presence of SCaaS the complexity of the situation
remains high as the code may indeed dictate one form of behavior, despite the
user’s potential expectation of another [115]. Also, there might be a mismatch
in user expectations, as the role of a SCaaS is not analogue to a lawyer in regard
to drafting ’legal’ contracts. In contrast to a SCaaS platform or a smart contract
developer, lawyers bring legal expertise to the process of drafting traditional con-
tracts, considering legal frameworks, regulations, and the specific needs of the
parties involved.

An adequate response to these challenges is still discussed amongst regulators
and experts at a global level. Overall, in the spectrum of liability, which is gaining
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greater attention in the context of ongoing EU efforts to regulate crypto-assets, the
SCaaS ecosystem may become a matter of regulatory concern as well. Bank of
France argues that smart contracts and DeFi applications are often accessed by the
average (non-tech user) through intermediaries such as web interface front-ends
and centralised intermediaries, facilitating the prospect of regulating entities such
as SCaaS in the future [2].

In the EU, liability of service providers within the cryptocurrency and blockchain
realm could be evaluated through the prism of the Digital Financial Package, pro-
vided that safekeeping or controlling of crypto-assets was done on behalf of clients
by the service provider. Other type of regulatory frameworks may apply such
as the Directive 2000/31/EC on e-commerce and the Consumer Rights Directive
2011/83/EU which focus on the formation of a contract on the internet. Ellul et
al. [115] suggest that technological assurances are also needed in parallel with
sector specific (finance related) regulation present in the EU such as MiCA and
DORA [119]. Providing technological assurances, in particular to DLT can be
crucial in mitigating cybersecurity attacks and vulnerabilities, also present in a
smart contract setting.

The Board of the International Organization of Securities Commissions un-
derlined that what is written in a smart contract may need to be analyzed to de-
termine whether it actually reflects what it is purported to represent. The report
suggest that enhancements to the skills, datasets, and tools necessary to analyze
DeFi data could improve a regulator’s ability to oversee DeFi arrangements and
activities [168]. Another potentially relevant EU regulation - the proposed Data
Act, amongst other things seeks to set clear rules and standards for smart contracts
used to automate data-sharing. As noted in the proposed Data Act, smart contracts
must offer a high degree of protection against functional errors and manipulation
by third parties. In addition, smart contracts must have internal functions which
can reset the contract or stop its further execution (safe termination and interrup-
tion) [214]. Measures such as these ones, could plausibly strengthen the cyber
resistance of smart contracts introducing obligations for relevant entities. Nev-
ertheless, the Data Act does not identify who should have the power to give the
command for a reset or stop actions and under which circumstances. Moreover,
this might also not be entirely enforceable via technical measures or may prove
too burdensome a requirement for smart contract service providers. The proposed
act has already been strongly criticized by industry and experts as constraining
innovation in the blockchain sector [215, 214].

In essence, a smart contract is a piece of software. In the EU, the proposal for
an update of the Product Liability Directive2, adopts a relatively inflexible position

2Proposal for a Directive of the European Parliament and of the Council on liability for defec-
tive products,
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regarding software failures, instituting a strict liability framework for software
developers [113]. According to some experts, developers of blockchain proto-
cols and smart contracts should hold fiduciary duties (e.g., duties of care) towards
users and others who rely on their actions, even if liability for software is con-
tractually disclaimed, thereby opening the prospect of claiming remedies against
them should they fail to abide by these duties [216, 217]. The role of ’core de-
velopers’ includes leading the software development process and taking the main
technical decisions about the policies and features to be embedded in the smart
contract code [218]. However the inherent nature of blockchains and smart con-
tracts makes this field challenging for regulators. As noted in [218], the existence
of a breached duty of care is extremely complex to prove, particularly in the case
of smart contracts, as the ’terms’ - and any potential misbehavior they might lead
to - are written in a programming language. Similarly, the tests to identify the de-
veloper’s duty of care vary across the legal systems, bringing again to the forefront
the cross-border nature of decentralized technology and its operators [218].

Errors in smart contracts are common and even additional check ups and au-
diting measures may not render this situation risk-free. According to [115], to
minimize bugs in deployed systems, entities dealing with code should adhere to
quality assurance processes, commonly encompassing:

• developer support tools that aid in error reduction during code writing;

• testing conducted by independent programmers or teams;

• verification techniques to ensure correct software operation before deploy-
ment; and

• in cases where bugs persist in deployed systems, a corrective approach in-
volves fixing the identified bug in a new version of the code, subsequently
updating the running system.

These requirements could be crucial if imposed on SCaaS, as they would en-
hance the assurance of code reliability and security to certain extend. These qual-
ity assurance processes, are not only pertinent to conventional software develop-
ment but are equally applicable and essential when dealing with the implementa-
tion of smart contracts [115]. Given the immutable nature of data stored in DLTs,
a meticulous adherence to these processes can increase the overall security, and
functionality of the smart contracts. Hard forking is also suggested as a possible
measure when bugs emerge that cannot be otherwise fixed. Nevertheless, hard
forks also have impact on the system beyond the mere protocol split. They can
have economic consequences and side effects on the perception of trustworthiness
of the system, as we showed in Chapter 2.
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5.4.3 Standardization and Certification

In general, a legal contract would include rights and obligations that accrue to the
different parties and that are legally enforceable. These are often expressed in
complex, context sensitive, legal prose and may cover not just individual actions
but also time-dependent and sequence dependent sets of actions [219]. There may
also be overarching obligations on one or more of the parties such that a lack of
action could be deemed to be a wrong-performance or non-performance of the
contract. That being said, [219] argue that there are two aspects the semantics of
legal contracts being translated into a smart contract code:

• the operational aspects: these are the parts of the contract that can or should
be automated, which typically derive from consideration of precise actions
to be taken by the parties and therefore are concerned with performing the
contract

• the non-operational aspects: these are the parts of the contract that shouldn’t
or cannot be automated.

In other words, the smart contract code is assumed to be standardized code
whose behavior can be controlled (to a certain extent) by the input of parameters,
while some of the values in the template may not have an operational impact and
therefore should not be passed to the smart contract code. Hence, transposing
legal prose into a smart contract code by SCaaS platforms may require for a clear
distinction between operational and non-operational aspects.

The notion of creating standardized contract templates is not new in legal prac-
tice. For example, the oneNDA initiative established a singular contract template
for NDAs [220]. According to the World Bank, there has been along tradition
of the use of standardized contract agreements for the procurement of goods and
services for traditional public works projects [221]. Other initiatives such as Tem-
plate.net are helping users create their own legal contracts by filling up an already
certified template with a legally appropriate contracting structure. In [222], the au-
thor maintains that smart contracts will likely prove suitable for specific industries
and sectors, which would make templates and certification easier.

The Bank of France supports the idea that to strengthen the security of smart
contracts, certification mechanisms should be used. The report suggests that certi-
fication should cover the security of the computer code, the nature of the provided
service and its governance. In their view, certification would be obtained follow-
ing an auditing process performed by a human expert, by using formal methods,
or via a combination of these methods [2]. Certification would need to encompass
a sizable list of requirements:
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• To certify a smart contract, the prerequisite would be the certification of all
the called components.

• Certification would adhere to fundamental principles: it should be revocable
at any time; it should only be granted for a finite period to account for
advancements in IT security knowledge and techniques.

• Furthermore, certification should be renewed after any significant alteration
to the computer code.

• Lastly, if, in the future, smart contracts were to integrate specific regulatory
requirements directly into their code, certification might involve checks to
ensure the accurate translation of legal provisions into computer language.

The ability to design a sector/case specific contract template that would be
certified, easily reproducible and translatable to a code by a compiler could bring
economies of scale and increase adoption of smart contracts. In normal develop-
ment practice, smart contracts are usually reviewed by third party developers to
check that there are no bugs or exploits possible as noted in the section above.
That takes time and can be costly, sometimes more than the development of the
contract. By having certification frameworks (from a regulatory body), smart con-
tracts can be certified to reduce the occurrence of bugs and errors, also increasing
to certain extent the trustworthiness of of code-to-prose translation. This would
also make potential auditing much more cost and time effective.

We see these two approaches working together - one from regulators and one
from the industry. In Figure 5.2, we show how a user picks a template con-
tract that’s drafted in legal language, covering operational details. The regula-
tor helps ensure the language of these templates is certified. Then, the template
goes through a compiler, run by a Smart Contracts as a Service (SCaaS) platform,
which turns the human-readable text into code that machines can understand. The
compiler’s execution is made secure with technical measures such as Intel Soft-
ware Guard Extensions (SGX) to enforce the correspondence between the certi-
fied compiler’s code and its deployed version. The techniques used, like machine
learning, are in the hands of the SCaaS, which is motivated to make a better prod-
uct for prose to code translation. After that, the SCaaS platform goes back over
the code, checking for bugs and errors using various methods to make sure the im-
plemented code matches the expected behavior. The regulator also certifies that
requirements are embedded in the code, such as regulatory demands. If everything
checks out, the code is then executed on the blockchain. Regulators will also have
to be up to date with technical developments in order to revoke certification or
apply other measures for certification if needed. In such a system, regulatory bod-
ies will need to possess specific technical expertise or delegate relevant parties for
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Figure 5.2: A RegTech system for prose-to-code smart contracts

technical certifications and audits. It’s important to note that while this system
doesn’t make smart contracts completely risk-free, it can help reduce the potential
negative consequences from attacks and vulnerabilities.

5.4.4 Is decentralization a dream after all?
The idea that blockchain-based systems could not fully operate outside of the
purview of the law has been discussed by legal academics and experts. Lawrence
Lessig argues that even in a smart contract setting the State is always part of the
contractual relationship, because the value of a contract comes from its ability to
be legally enforceable [200]. Nevertheless, he maintains that with current tech-
nological evolution, legal practitioners are not yet fully familiarized nor able to
understand or properly interpret code-based contracts. Therefore, in the presence
of ’code illiteracy’ among judges and arbitration entities, there is a necessity to
create specialized legal tech auditing bodies. These entities would be responsi-
ble for scrutinizing code to enhance the assurance of code intent and correctness,
recognizing that achieving complete certainty in determining intent may not be
feasible.

Hence, the question is not whether ’no code’ initiatives bring centralization in
a decentralized world but rather the real question is, where centralization is placed
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to account for the information gap: in the hands of public authorities (often ex-
post), or of private market initiatives (often ex-ante), or in a combination of both.
Overall, the combination of operating initiatives plus regulatory and auditing bod-
ies contributes to an increase in the overall confidence in the system (rather than
relying purely on trust and the prospects for betrayal). From an economic point
of view, certified intermediaries may be more cost-effective, as the ’checking’ of
code happens ex-ante, while in the case of public legal-tech auditors the correction
would be made ex-post, once a problem has already appeared, hence a comple-
mentary approach would be arguably more effective. In [205], the authors argue
that when regulating smart contracts, it makes more sense to prevent problems
from arising than trying to correct them afterwards. These are not necessarily
exclusive approaches, as regulators often opt for complementary solutions [197],
especially when implementing a risk-based approach [223].

The idea that attention towards smart contracts and their overall cost will shift
from execution to the drafting stage is highlighted by Shadab, who argues that par-
ties would have to specify a more detailed range of contingencies and outcomes
before committing themselves to abide by the decisions of a software-driven con-
tract [224]. In [225], the author argues for ex-ante focus on code’s production.
He maintains that through ex-ante guidance of designers’ production of techno-
logical normativity, it can be ensured that the illegitimate effects toward which
computational legalism tends are minimized as far as possible.

Evidently, even the most apparently decentralized systems have shown the
capacity to produce economically and structurally centralized outcomes [226].
The author maintains that for decentralization to be a reliable concept in formu-
lating future social arrangements and related technologies, it should come with
high standards of specificity. A rather optimistic thought would be that, as the
smart contract market evolves and adoption of the technology increases, SCaaS
initiatives would become better at prose-to-code translation. Likewise, if SCaaS
initiatives evolve towards being open source projects there will be a potential in-
crease in the transparency in the prose-to-code translation. Open source projects
are typically organized in a distributed and decentralized manner, where certain
factors determine the long term sustainability of the operations and the commu-
nity involved [227]. The process of decentralizing SCaaS initiatives, if done right,
could contribute further to building trust in the overall system.

5.5 Conclusion
Despite the evident advantages that support the utilization of smart contracts, such
as transparency, automation, and immutability, the widespread adoption of smart
contracts by non-technical users faces a significant hurdle at the intersection of law
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and code. Guided by principles from contract law and consumer protection, we
draw attention to the ’information gap’ that exists between users, including judges
and legal entities, and the intricacies of the smart contract code. In response to this
challenge, we discuss a spectrum of initiatives ranging from low-code to no-code
solutions (SCaaS) designed to bridge this information gap. Our discussion delves
into the potential establishment of legal tech bodies tasked with scrutinizing code
intention, translation, and interpretation. We explore how and to what extent reg-
ulations can address cybersecurity challenges arising in the context of SCaaS ini-
tiatives. Additionally, we reflect on the concept of decentralization, asserting that
a temporary period of centralization is unavoidable in endeavors aimed at closing
the information gap. Our overarching argument posits that the combination of op-
erating SCaaS initiatives alongside regulatory bodies has the potential to enhance
the security and trust in the system, mitigating cyber risks to a certain extend.
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Chapter 6

BLOCKCHAIN FOR AI: EU AI
ACT COMPLIANCE FROM A
CYBERSECURITY VIEWPOINT

This chapter is based on the article: Ramos, S., & Ellul, J. (2023). ”Blockchain for
AI: Enhancing Compliance with the EU AI Act through Distributed Ledger Tech-
nology. A cybersecurity perspective.” International Cybersecurity Law Review
Journal.

6.1 Introduction
As we write this chapter, in parallel to the developments of DLT, it is evident
that there are also an ever-increasing advancements in Artificial Intelligence (AI)
technologies, a rapid adoption of AI-based products and services and national ef-
forts to provide safeguards against the potential negative consequences of AI. The
European Commission’s Communication Report defines AI as: ”Artificial intelli-
gence (AI) refers to systems that display intelligent behaviour by analysing their
environment and taking actions - with some degree of autonomy - to achieve spe-
cific goals” [228]. The International Data Corporation, a market intelligence firm,
estimates that the worldwide AI market will reach a compound annual growth rate
(CAGR) of 18.6 percent in the 2022-2026 period, peaking at 900 billion dollars
in 2026 [229].

Beyond AI’s potential, it is also a prominent example of a technology where
cyber risks are becoming an alarming threat [230]. As adversarial actors are ac-
tively acquiring knowledge and skills to enhance the efficacy of their attacks, AI
technology is becoming a focal point of attack due to its ever-increasing economic
and social significance. Whilst AI systems are susceptible to attacks that are com-
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monly encountered by traditional software, they are also vulnerable to specific
attacks that aim to exploit their unique architectures based on knowledge of how
such AI models operate. Furthermore, in AI systems, data can be weaponized in
novel ways, necessitating changes in data collection, storage, and usage practices
[231].

In response to such cyber threats, the European Union Agency for Cybersecu-
rity (ENISA) has recently released a report that delineates the prevailing cyberse-
curity and privacy threats, as well as vulnerabilities inherent in AI use cases [232].
The analysis primarily concentrates on the identification of threats and vulnerabil-
ities associated with machine learning techniques, while also considering broader
aspects of AI systems. The field of AI presents several unresolved challenges that
necessitate further research including: attaining verifiability, reliability, explain-
ability, auditability, robustness, and unbiasedness in AI systems.

Additionally, the quality of datasets emerges as a critical concern, as: (a) the
maxim ’garbage in/garbage out’ highlights the requirement for high-quality inputs
to yield satisfactory outputs; and (b) unwanted biases could emerge due to unbal-
anced datasets1. These issues are listed as open research questions by ENISA,
alongside the need for designing more attack resilient AI systems. The regula-
tory concern over AI cyber risks was also noted in 2020, with the release of the
document on the EU’s Cybersecurity Strategy for the Digital Decade [233], main-
taining: ”Cybersecurity must be integrated into all these digital investments, par-
ticularly key technologies like Artificial Intelligence (AI), encryption and quan-
tum computing, using incentives, obligations and benchmarks”. The need for
improved cybersecurity measures in AI systems extends beyond the European
Union. The Center for Security and Emerging Technologies in the United States
has also underscored the urgency for policymakers to swiftly and efficiently ad-
dress potential avenues for reducing cyber vulnerabilities in the realm of AI [234].

The proposed AI Act by the European Union seeks to establish a comprehen-
sive regulatory framework for AI systems, with a primary focus on addressing
ethical and legal considerations - yet it also recognizes and emphasises the sig-
nificance for cybersecurity within AI systems2. During the same period the AI
Act was being discussed and developed, blockchain was posing similar techno-
regulatory concerns around the World particularly due to its use in cryptocurren-
cies - for which technology - focused regulation was proposed and eventually
the EU’s Markets in Crypto-Assets (MiCA) regulation was passed [235]. While
aspects of blockchain and other Distributed Ledger Technologies (DLT), partic-

1See Section on Open Issues and Challenges under the Artificial Intelligence and Cybersecurity
Research Report, ENISA. (2023).

2See Article 15 of the Proposal for a Regulation of the European Parliament and of the
Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial Intelligence Act),
COM(2021) 206 final (April 2021)
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ularly their decentralised nature and immutable offerings, have posed challenges
to regulators as noted in previous chapters, we see their potential to fill certain
compliance and risk gaps the AI Act leaves. We herein suggest how blockchain
affordances can be used to mitigate certain AI-related cyber issues increasing the
overall security of AI-based systems. In this chapter we examine how blockchain
and DLT can enhance compliance with the EU AI Act and further reinforce cyber
security measures.

In a widely complex eco-system such as AI and cybersecurity, academic lit-
erature has been generally focused on either the technical or purely legal aspects,
creating an interdisciplinary gap that requires further attention. On the techni-
cal side, considerable attention has been devoted to exploring the diverse range
of cybersecurity challenges associated with AI models [236, 237, 238, 239]. A
plethora of studies have been conducted to delve into the technical aspects and
vulnerabilities that arise in AI systems [240, 241]. Studies have investigated var-
ious dimensions of AI security, aiming to identify potential attack vectors and
develop effective defence mechanisms. It is worth noting that this field, like the
development of the technology itself, is highly dynamic and continuously evolv-
ing. As attack techniques are becoming increasingly complex and sophisticated,
there is a need for ongoing research to uncover new vulnerabilities and develop
robust countermeasures.

On the regulatory side, several studies explore the connection between AI and
cybersecurity. For example, in [242], the author analyse the regulatory intersec-
tions between AI, data protection and cyber security within the EU legal frame-
work. In [243], the study examine cybersecurity issues of medical devices from
a regulatory standpoint, underlining novel challenges arising from the AI Act and
NIS 2 Directive proposals. In [231], the author has highlighted the disconnect be-
tween cyber policy and AI systems. The author asserts that effectively addressing
cyber issues associated with AI necessitates novel approaches and solutions that
should be explicitly incorporated into relevant regulations. In a similar direction,
the authors examine the upcoming European Regulations on Artificial Intelligence
and Cybersecurity and provide an overview on the status of related policy actions
related to cyber regulation in AI [58]. In [235], the authors argue that regulation
should not be AI-specific but focused on software used in specific sectors and ac-
tivities and later, while in [113], the author propose the need for techno-regulatory
solutions to support software (and AI) related regulation.

When it comes to the intersection between blockchain and AI, in [56], the au-
thors performed a bibliometric and literature analysis of how blockchain provides
a security blanket to AI-based systems. Likewise, in [57], review is made re-
garding emerging blockchain applications specifically targeting the AI area. The
authors also identify and discuss open research challenges of utilising blockchain
technologies for AI. Furthermore, the authors converge blockchain and next-generation
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AI technologies as a way to decentralise and accelerate biomedical research and
healthcare. Another study examines how blockchain based technologies can be
used to improve security in Federated Learning Systems [244].

To the best of our knowledge, there is a lack of research examining the inte-
gration of blockchain as a policy related tool for AI cybersecurity management.
In line with [113], who maintain that the problem of technology regulation can be
also addressed through the use of technology itself, in the following paragraphs
we aim to examine how blockchain can be used to mitigate certain cybersecurity
risks and attacks related to high-risk AI systems and to what extent these measures
meet some of the cyber requirements positioned in the AI Act.

More specifically, we propose that blockchain can (a) address certain cyber
attacks, such as data poisoning in trained AI models and datasets. Likewise, by
employing decentralised infrastructure and blockchain technology, (b) AI systems
can benefit from cryptographically-secured guardrails, reducing the likelihood of
misuse or exploitation for adversarial purposes. Furthermore, we explore (c) how
developers can restrict AI’s access to critical infrastructure through tamper-proof
decentralised infrastructure such as blockchains and smart contracts. Addition-
ally, we examine (d) how blockchain can enable secure and transparent data shar-
ing mechanisms through decentralised storage, augmenting data integrity and im-
mutability in AI systems. Furthermore, we analyse (e) how blockchain facilitates
independent audits and verification of AI systems, ensuring their intended func-
tionality and mitigating concerns related to bias and malicious behaviour.

By leveraging blockchain technology, AI systems can align with some of the
requirements mandated in the AI Act, specifically in terms of data, data gov-
ernance, record-keeping, transparency and access control. Blockchain’s decen-
tralised and tamper-proof nature helps address some of these requirements, pro-
viding a potential foundation for accountable and trustworthy AI systems. Through
this research, this chapter aims to shed light on the potential of blockchain tech-
nology in fortifying high-risk AI systems against certain cyber risks, contributing
to the advancement of secure and trustworthy AI deployments (both in the EU and
beyond).

The rest of the chapter is organised as follows: in section 6.2 we give an gen-
eral overview of the cybersecurity risks in AI systems emphasising attack vectors
relevant for our analysis. In section 6.3 we touch upon the AI Act and cyberse-
curity. In section 6.4 we delve into analysing the application of blockchain as a
cybersecurity tool in mitigating certain cyber risks of AI, in parallel with some
of the requirements of the AI Act. In the last section we present some closing
thoughts and conclude the chapter.
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6.2 AI: security vulnerabilities and attack vectors
Under the hood, AI systems typically make use of machine learning, logic based
reasoning, knowledge driven approaches, target-driven optimisation (given some
fitness function), or some other form of statistical technique. Indeed, the definition
of AI has been debated for decades - and it is not the intention of this chapter to
add to this debate, and neither support a particular definition of AI or what should
be classified as AI or not.

Many such AI systems have the capability to operate within the realm of
human-defined objectives, generating a spectrum of outputs that exert profound
influence over the environments they interact with - for example consider AI al-
gorithms used to moderate, filter and promote different content which can sway
the public narrative. Through their intrinsic computational prowess, AI systems
can manifest as tools for generating high-quality content, making accurate predic-
tions, offering personalised recommendations, and rendering impactful decisions.
If done right, these outputs possess the potential to reshape industries, optimise
processes across a broad spectrum of domains and affect the fabric of society
[245].

Upon collecting information, AI system engineers need to develop into such
systems a profound process of interpretation, potentially leveraging vast knowl-
edge repositories to extract meaning, identify patterns, and draw insights from the
past data and/or the data at hand. Armed with this synthesised understanding,
they are used to perform intricate reasoning, whilst contemplating a multitude
of factors, associations, and dependencies to arrive at informed decisions. By
integrating logical frameworks, probabilistic reasoning, and pattern recognition
techniques, AI systems possess the aptitude to unravel complex problems, devise
innovative strategies, and chart a course of action tailored to achieving their pre-
scribed goals [246, 247].

However, AI systems are not impervious to vulnerabilities or weak points, as
they can be targeted by various means, including attacks that exploit their inher-
ent architecture, limitations or weaknesses [237]. These attacks can encompass
a wide range of techniques, targeting underlying algorithms, data inputs, which
may even involve exploiting physical components connected to AI systems. The
susceptibility of AI systems particularly arises from their complex and intercon-
nected nature, which creates many opportunities for adversaries to exploit po-
tential weaknesses in their design, implementation, or deployment. In certain
situations, AI systems may need specific cybersecurity defence and protection
mechanisms to combat adversaries [237]. While one cannot ensure a fully secure
AI system [230], in the following sections we take a close look at some prevalent
cybersecurity risks concerning AI systems and how they can be mitigated with the
help of blockchain technology.
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6.2.1 AI attack vectors: data and humans

This chapter does not aim to provide a comprehensive overview of all AI cyber
attacks, as it is a complex and extensive topic that warrants volumes of literature.
Yet, we will focus on specific vulnerabilities and threats, for which blockchain
can be a useful tool. In particular, we discuss data and human factors as poten-
tial attack vectors that can be exploited to target AI systems. The explanations
provided are not exhaustive but serve as illustrative examples to enhance readers’
understanding in the second part of the chapter.

Data-focused attacks:

Input attacks involve manipulating inputs that will be fed into an AI system in
aim of achieving the attacker’s desired outcome to alter the system’s output [231].
Since AI systems function like ’machines’ that take input, perform computations,
and generate output, manipulating the input can enable attackers to influence the
system’s output. The importance that data plays throughout the lifecycle of such
systems cannot be overestimated, from the building and validation of such systems
to its live operation, it is at the core of the learning process of ML models. One
of the most prevalent input attack vectors involves poisoning (i.e. manipulating)
data utilised to train such models [248, 249]. Data poisoning attacks are a major
concern in AI cybersecurity as they can cause substantial damage that can lead
to undesirable socio-economic consequences. Consider a scenario where a public
sector AI system is used to calculate levels of social help that should be given to
(poor) families. Then consider that an attacker could poison the data so that the
system delivers a result that particular types of families are not entitled to support.

Likewise, consider an attack scenario where the attacker has gained access to
the training data and is able to manipulate it, such as incorrect labels or biassed
information. This attack leverages the vulnerability of machine learning models
to the quality and integrity of training data. If the attacker can inject poisoned data
that influences the model learning process, they can alter its decision boundaries
and compromise its performance [250]. Data poisoning attacks can occur at differ-
ent stages, including during data collection, processing, or labelling. Adversaries
may use various techniques, such as injecting biassed samples, modifying existing
data points, or even tampering data within the training pipeline itself [251]. As
put by [231], data is the ’water, food and air of AI’ - and therefore, poisoning the
data, one can attack the whole (or most) of an AI system.

Another similar form of attack, targets deep neural networks3. Here, the at-

3Deep neural networks (DNNs) are a crucial component of the artificial intelligence (AI) land-
scape due to their ability to perform complex tasks such as object detection, image classification,
language translation, etc.
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Attacks Explanation
Evasion Attacks
[253]

Manipulating input data to bypass detection or classifi-
cation systems, enabling malicious content to go unde-
tected.

Data Injection
Attacks [254]

Inserting malicious or specially crafted data into an AI
system to exploit vulnerabilities or trigger unintended be-
haviours.

Sensor
Attacks[231]

Similar to the evasion attack. Here an attacker is manip-
ulating input signals from sensors (e.g., cameras, micro-
phones) to deceive AI systems relying on sensory input,
such as in autonomous vehicles or security systems.

Concept Drift
Attacks [255]

Introducing gradual changes in input data distribution to
cause the AI system to make erroneous predictions or fail
to adapt to new scenarios.

Table 6.1: Description of types of data-focused attack

tacker introduces subtle modifications in an attempt to manipulate the AI system’s
predictions. For example, attacks such as Projected Gradient Descent (PGD) and
Square attack exploit the model’s sensitivity to small and carefully crafted per-
turbations in the input data, causing the deep neural networks to produce false
predictions [252].

As noted, data alterations can be carefully designed to deceive the system,
causing it to produce incorrect or biassed results. These attacks can be challenging
to detect, especially if the modifications are carefully designed to evade detection
mechanisms or maintain normal system functioning in non-attack scenarios. A
non exhaustive list of data-focused attacks is presented in table 6.1.

Human-focused attacks:

Attackers may attempt to manipulate or deceive individuals with access to the sys-
tem, such as administrators or users, into revealing sensitive information, sharing
credentials, or performing actions that compromise the system’s security. Like-
wise, developers play a key role in building, maintaining, and securing AI sys-
tems. Developers typically have privileged access to underlying code, infrastruc-
ture, data sets and configuration settings of AI systems. They possess the technical
knowledge and expertise required to modify, update, and maintain such systems.
However, their access also presents a potential vulnerability that can be exploited
by malicious actors through various means including social engineering.

Consider a code alteration type of attack, where a malicious party gains access
and a modification is made to the code of an AI system (which may include model
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parameters) in order to manipulate its behaviour or achieve malicious objectives4.
While this could be also said for other types of systems, one of the main dif-
ferences (between traditional systems and AI-based systems) is that such changes
may result in system behaviour that still seems to be correct. Also, code alterations
in high-risk AI systems, can have detrimental consequences to users and society
in general. For example, an autonomous driving system relies on computer vision
algorithms to detect traffic signs. In a code alteration attack, an attacker could
modify the source code responsible for sign recognition to deliberately misclas-
sify stop signs as yield signs. This alteration could lead to potentially dangerous
situations on the road, as the autonomous vehicle may not respond correctly to the
altered signs.

This brings to light the importance of access control protection for developers
and other important stakeholders as an essential security measure. In [256], the
authors maintain that if the developer access is not properly protected, attackers
may gain unauthorised access to their accounts or exploit their privileges to mod-
ify the code, inject malicious components, or introduce vulnerabilities in the AI
system. Moreover, developers often have access to sensitive data used in AI sys-
tems. Inadequate access controls can expose this data to unauthorised access or
increase the risk of data theft, leading to breaches of confidentiality and potential
harm to individuals or organisations.

6.3 The AI Act and Cybersecurity
Following the European Commission’s release of its long-awaited proposal for
an AI regulatory framework in April 2021 [257], there has been notable progress
among EU institutions and lawmakers in establishing the EU Artificial Intelli-
gence Act (hereafter: AI Act). The AI Act aims to fulfil the commitment of EU
institutions to present a unified European regulatory framework addressing the
ethical and societal dimensions of AI. Once enacted, the AI Act will have bind-
ing effects on all 27 EU Member States, marking a significant milestone in the
regulation of AI at the European level5.

While the AI Act primarily focuses on ethical and legal aspects of AI, it also
addresses the importance of cybersecurity in AI systems. In relation, the AI Act
emphasises the need for AI systems to be designed and developed with cyber-
security in mind6. It requires that AI systems incorporate appropriate technical

4These attacks typically target the underlying algorithms, configurations, or functionality of
the AI system.

5Nonetheless, it remains unclear when the AI Act will come into force, given anticipated debate
over a number of contentious issues, including biometrics and foundation models.

6See Article 15 of the Proposal for a Regulation of the European Parliament and of the Council
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and organisational measures to ensure their security and resilience against cyber
threats. For example, the AI Act mandates that AI developers and deployers con-
duct thorough risk assessments to identify potential cybersecurity risks associated
with their systems [258]. Based on the risk assessment findings, organisations are
required to implement appropriate mitigation measures to reduce the identified
risks and enhance the cybersecurity posture of the AI system.

Furthermore, the AI Act recognizes the importance of data security in AI sys-
tems. It requires that personal and sensitive data used by AI systems be adequately
protected against unauthorised access, disclosure, alteration, and destruction. The
Act also promotes the use of privacy-enhancing technologies to safeguard data
privacy and confidentiality. Furthermore, it emphasises the importance of trans-
parency and explainability in AI systems, which includes cybersecurity aspects.
It requires that AI systems be designed in a way that allows auditors and regula-
tors to assess the system’s security measures, including cybersecurity controls, to
ensure compliance with regulatory requirements. In the event of a cybersecurity
incident or breach involving an AI system, the AI Act requires incident report-
ing to the relevant authorities7. It also encourages cooperation and information
sharing among stakeholders to address and mitigate cybersecurity risks collec-
tively8. The AI Act introduces a voluntary AI conformity assessment framework,
which may include cybersecurity criteria. The framework allows AI systems to
obtain certification to demonstrate their compliance with the Act’s requirements,
including cybersecurity measures9. The AI Act designates supervisory authori-
ties responsible for overseeing compliance with the Act’s provisions, including
cybersecurity requirements. The authorities will have the power to audit, assess,
and enforce compliance with the measures outlined in the Act - aspects of the
approach have similarities to what was proposed by the Malta Digital Innovation
Authority [113].

The AI Act categorises AI systems into four risk levels: unacceptable risk10,
high risk, limited risk, and minimal risk. Each category is subject to specific
regulatory requirements, determined by the potential harm they may cause to in-
dividuals and society. The proposal clarifies the scope of high-risk systems by
adding a set of requirements. AI systems listed in Annex III of the AI Act shall
be considered high-risk if they pose a ’significant risk’ to an individual’s health,
safety, or fundamental rights. For example, high risk AI systems listed in Annex

laying down Harmonised Rules on Artificial Intelligence and amending certain Union Legislative
Acts (Artificial Intelligence Act), COM(2021) 206 (April 21, 2021).

7Procedures related to the reporting of serious incidents and of malfunctioning in accordance
with Article 62 of the proposed AI Act

8See Title 8, Chapter 1. of the AI Act
9See Article 42 on Presumption of conformity with certain requirements of the AI Act

10Under the AI Act, AI systems that carry ’unacceptable risk’ are per se prohibited.
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III include those used for biometrics; management of critical infrastructure; ed-
ucational and vocational training; employment, workers management and access
to self-employment tools; access to essential public and private services (such as
life and health insurance); law enforcement; migration, asylum and border con-
trol management tools; the administration of justice and democratic processes, etc
[259].

With the goal of contributing to the mitigation of risks, our focus in this chap-
ter centres primarily on the high-risk category. This specific category not only
holds significance but also offers an avenue for leveraging supplementary mea-
sures, like blockchain-based tools. It is worth noting that, the AI Act and the
NIS 2 (Network and Information Systems) Directive share significant common-
alities in terms of cyber security requirements. Both the AI Act and the NIS 2
Directive adopt a risk based approach to cybersecurity. They emphasise the im-
portance of identifying and assessing risks associated with AI systems and critical
information infrastructure, respectively. Furthermore, both frameworks impose
obligations on relevant stakeholders to ensure the security of their systems. The
AI Act requires AI developers and deployers to incorporate appropriate technical
and organisational measures to ensure the security and resilience of their AI sys-
tems. Similarly, the NIS 2 Directive mandates operators of essential services and
digital service providers to implement robust cyber security measures to protect
critical infrastructure. Likewise, both frameworks designate supervisory author-
ities responsible for overseeing compliance with their cybersecurity provisions.
These authorities have the power to audit, assess, and enforce compliance with
the requirements outlined in the AI Act and the NIS 2 Directive. Among other
things, their role is to ensure that relevant stakeholders adhere to robust cyberse-
curity practices and measures.

In addition, recently ENISA (European Agency for Cybersecurity), released
a report on providing an overview of standards (existing, being drafted, under
consideration and planned) related to the cybersecurity of artificial intelligence,
assessing their coverage and identifying gaps in standardisation [260]. The re-
port examines the role of cyber security within a set of requirements outlined by
the AI Act such as data, data governance, record keeping, risk management, etc.
Overall, the AI Act recognizes the significance of cybersecurity in AI systems and
establishes measures to ensure their resilience against cyber threats. By incorpo-
rating cybersecurity requirements, risk assessment and mitigation, data security,
transparency, incident reporting, and compliance mechanisms, the AI Act aims
to promote the safe and secure deployment of AI technologies in the European
Union.
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6.4 Blockchain for AI: A tool to achieve compliance
with cyber and data security requirements un-
der the EU AI Act.

6.4.1 Data Integrity and Immutability

Data integrity and immutability are critical aspects of ensuring the reliability, se-
curity and trustworthiness of AI systems. The AI Act highlights the significance
of employing high-quality training data, unbiased datasets, and ensuring that AI
systems are not trained on discriminatory or illegal data. The Act states that data
quality should be reinforced by the use of tools that verify the source of data and
the integrity of data (i.e. to prove that data has not been manipulated). It also
underlines that access to data should be limited to those specifically positioned to
access it. The Article 15 of the AI Act argues for the implementation of ”technical
solutions to address AI specific vulnerabilities including, where appropriate, mea-
sures to prevent and control for attacks trying to manipulate the training dataset
(’data poisoning’), inputs designed to cause the model to make a mistake (’adver-
sarial examples’), or model flaws.”.

Blockchain technology offers a robust solution to address these concerns by
providing a decentralised and tamper-resistant ledger for securely transferring,
storing and verifying data [261]. Indeed, it must be noted that data stored in a
public blockchain implies that the data would be available for anyone to see, yet
various different techniques may be adopted to both: (i) ensure data is kept private
(and not directly stored on a public blockchain); and (ii) ensure data integrity
can be upheld (through storing cryptographic hashes of data on a blockchain).
In Chapter 7 we demonstrate a blockchain enabled privacy preserving protocol
which ensures data confidentiality.

Blockchain’s immutability feature mitigates these risks by creating a perma-
nent record of data transactions that cannot be altered or tampered with. When
data is recorded on the blockchain, it is stored across all nodes in the network,
forming a decentralised and synchronised ledger. New data, such as the addition
or modification of training data, is cryptographically linked to previous transac-
tions, creating a chain of blocks that is generaly resistant to modification. This
ensures that once data is added to a blockchain, it becomes impossible or infeasi-
ble to alter or manipulate without the consensus of the network participants. Any
attempts to tamper with the data would require significant computational power
and/or consensus among the majority of network participants, making it econom-
ically and practically infeasible.11. Furthermore, applications digitally sign data

11As we discuss in previous chapters, attacks at the consensus layer in blockchain systems are
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transmitted to a blockchain, and therefore it would be possible for an applica-
tion to verify whether any data the application itself has submitted has since been
manipulated.

These features of immutability and verifiability can further help applications to
comply with the AI Act’s proposition regarding incorporating ’logs’ in AI-based
systems. The regulator emphasises the need of having high-risk AI systems de-
signed and developed with capabilities enabling the automatic recording of events
(logs) during operation of such systems12. By leveraging blockchain for data in-
tegrity, AI systems can maintain a reliable and verifiable record of training data
used - indeed, as discussed, consideration would need to be given with respect to
the type of blockchain used (public/permissioned/hybrid) and the extent to what
data is stored on the blockchain (e.g. raw data on-chain, or cryptographic hashes
on-chain with off-chain raw data, or some other suitable configuration). To further
emphasise the point, blockchains can facilitate data provenance, date and time of
recording and other characteristics. This can also enable transparency and trust
in data sources and provide a means to verify that AI models are trained on accu-
rate and untampered data. As discussed, indeed, the characteristics of blockchain
technology align with several requirements outlined in the AI Act, specifically in
relation to data and data governance, record-keeping, transparency, and the provi-
sion of information to users.

It is important to note that while blockchains ensure data integrity and im-
mutability, they do not guarantee the quality or accuracy of the data itself. Blockchain
technology can provide assurances that the data has not been tampered with, but it
does not address the issue of data bias, incompleteness, or representativeness. En-
suring the quality and reliability of the data used for training AI systems remains
a separate challenge that requires additional research.

6.4.2 Data Sharing
According to the AI Act: ”European common data spaces established by the
Commission and the facilitation of data sharing between businesses and with gov-
ernment in the public interest will be instrumental to provide trustful, accountable
and non-discriminatory access to high quality data for the training, validation
and testing of AI systems.”.13 Moreover, the AI ACT maintains that in order to
facilitate the development of high-risk AI systems, specific actors, including dig-
ital innovation hubs, testing experimentation facilities, researchers, experts etc.
should have access to and utilise high-quality datasets within their relevant fields

still possible, although attacks that try to amend block input (51% attack) can be detected, hence
alarming relevant parties if needed.

12See Article 12 of the AI Act
13See paragraph 45 of the AI Act
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of activities, as per the guidelines set by this Regulation. In relation, secure data
sharing and storing can become critical concerns when it comes to collaborative
AI training systems involving multiple parties.

Blockchain technology can provide solutions that enable secure data sharing
among parties, facilitating collaboration while maintaining data privacy to a cer-
tain extent. Although still developing, the field of privacy preserving blockchain
solutions is on the rise. In [262], the authors discuss novel privacy-preserving
solutions for blockchains, where users can remain anonymous and take control of
their personal data following a Self-Sovereign Identity (SSI) model. Moreover,
Dusk network leverages zero-knowledge technologies to allow for transactions on
the blockchain to benefit from confidentiality [263]. In other words, the network
acts like a public record with smart contracts that store relevant information in a
confidential fashion, thus solving the shortcomings of similar platforms, such as
Ethereum. Furthermore, [264] build a publicly verifiable and secrecy preserving
blockchain based auction protocol to address privacy concerns.

Blockchain along with secure multiparty computation (MPC) techniques can
be used to allow multiple entities to collectively train AI models while keeping
their individual data private whilst at the same time providing guarantees with
respect to future verifiability of the data such models were trained on. MPC en-
ables computation on encrypted data, ensuring that no participant gains access
to another party’s sensitive information [265, 266]. In this case, the blockchain
serves as a trusted intermediary that orchestrates the computation and provides
guarantees in respect to the integrity of the training process.

Likewise, through the use of smart contracts, the rules and protocols for data
sharing and collaborative training can be defined and enforced on the blockchain
[267]. Smart contracts could be used to specify the conditions under which data
can be accessed, processed, and shared among the participating entities - yet it
is important to note that control to accessing such data needs to be handled by a
centralised component (since all data on a public blockchain is publicly available).
This can help ensure that data sharing occurs in a controlled and auditable manner,
promoting transparency and trust among participants. By leveraging blockchain
for auditable data sharing, participants can retain ownership and more control over
their data (stored off-chain) while still able to benefit from collective intelligence
and insight gained through collaborative AI training.

IPFS (InterPlanetary File System) is a distributed file system that provides a
decentralised approach to storing and sharing files across a network [268]. It en-
ables secure and efficient content addressing, making data retrieval resilient to
censorship and data corruption - in a public manner, i.e. all data is publicly avail-
able. IPFS uses content-addressable storage, which ensures that files are uniquely
identified by their content rather than their location, thus enabling tamper-resistant
data sharing - since any change in content would result in a different file address
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(the address and the content are intimately linked).
Overall, decentralised data sharing aligns with the principles and objectives

outlined in the AI Act by promoting transparency and accountability. The AI Act
places importance on data protection and security. Decentralised data sharing can
enhance data tamper-proofness by utilising cryptographic techniques, access con-
trols, and distributed storage mechanisms. By distributing data across a network
of nodes, decentralised systems reduce the risk of a single point of failure. More-
over, the AI Act emphasises the rights of individuals regarding their data and the
necessity for obtaining explicit user consent. Decentralised data sharing aligns
with these principles by giving users greater control over their data. Through
decentralised technologies like blockchain, users can directly manage and grant
access to their data, ensuring that their consent is obtained and that they have a
say in how their data is used - yet the actual storage providers (whether centralised
or decentralised) must still be trusted to release data only when such blockchain-
based access control policies are followed.

Furthermore, the AI Act emphasises the ethical implications of AI systems,
including fairness, accountability, and non-discrimination. Decentralised data
sharing can support these ethical considerations by enabling collective decision-
making, facilitating consensus, and transparent governance models [269]. These
features promote fairness, accountability, and can help prevent discriminatory
practices in data sharing and AI system development - since the actual devel-
opment and learning processes become more open and democratised. Likewise,
the AI Act promotes interoperability and data portability to foster competition and
innovation. Decentralised data sharing can facilitate interoperability by enabling
different AI systems to access and utilise data from various sources in a stan-
dardised and tamper-proof manner. It may also facilitate data portability, as users
can easily share their data across different platforms or services without being
locked into a specific provider’s ecosystem - provided that standardised interfaces
or means of connecting such different systems/data models are made available.

6.4.3 Auditing and Accountability
Auditing and accountability are crucial aspects in ensuring the responsible and
ethical deployment of AI systems [270]. Today many AI systems are closed-
source. Without access to the code and algorithmic details, it becomes impossible
or infeasible to identify whether biases exist within models. Moreover, without
access to source code, external entities such as experts, auditors, or regulatory
bodies face challenges in conducting thorough audits or assessments of a system’s
fairness, bias, or potential vulnerabilities. Likewise, code alterations and data
poisoning attacks might be harder to detect in closed systems.

The AI Act states the obligation for ex-ante testing, risk management and hu-

106



“output” — 2023/12/14 — 9:46 — page 107 — #121

man oversight to minimise the risk of erroneous or biassed AI-assisted decisions in
critical areas such as education and training, employment, important services, law
enforcement and the judiciary14. The proposed regulation puts a high importance
on both audit and transparency. For example, under Annex 7 the document states
that: ”the body shall carry out periodic audits to make sure that the provider main-
tains and applies the quality management system and shall provide the provider
with an audit report. In the context of those audits, the notified body may carry
out additional tests of the AI systems for which an EU technical documentation
assessment certificate was issued.”

The AI Act specifies that for high-risk AI systems, the design should prioritise
sufficient transparency to enable users to interpret the system’s output and utilise
it appropriately. As noted, it is essential to establish an appropriate level and form
of transparency to ensure compliance with respective obligations. In relation,
ENISA acknowledges the existing techno-legal gap concerning transparency in
AI systems and their importance for security. For example, it maintains that: ”The
traceability and lineage of both data and AI components are not fully addressed.
The traceability of processes is addressed by several standards related to quality.
In that regard, ISO 9001 is the cornerstone of quality management. However,
the traceability of data and AI components throughout their life cycles remains
an issue that cuts across most threats and remains largely unaddressed.” The
regulatory document emphasises that that documentation in itself is not a security
requirement, and that for a security control, technical documentation is needed to
ensure system transparency.

Blockchain technology offers unique features that can enhance both the trans-
parency and auditability of AI systems, enabling stakeholders to hold them ac-
countable for their actions. One of the key advantages of blockchain is its inherent
transparency. By recording the entire lifecycle of an AI model on the blockchain
(or proof of the lifecycle to minimise on-chain data), including the data sources
used for training, the algorithms employed, and any subsequent updates or mod-
ifications, a verifiable trail is established. This comprehensive record enables
auditors and regulators to trace the decision-making process of the AI system,
ensuring that it adheres to ethical standards, legal requirements, and established
guidelines. The transparency of blockchain-based audit trails can help identify
potential biases in AI systems. Biases can arise from various sources, includ-
ing biassed training data or discriminatory algorithmic design. With blockchain,
relevant stakeholders including auditors can examine the inputs, processes, and
outputs of an AI system and detect any potential biases or discriminatory pat-
terns. This visibility fosters accountability and allows for necessary interventions
to mitigate biases and ensure fair and equitable outcomes.

14See Section 3.5. under Fundamental rights of the AI Act.
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Furthermore, blockchain’s immutability ensures the integrity and tamper re-
sistance of the audit trail. Once recorded on the blockchain, the information
becomes practically unalterable, preventing unauthorised modifications or tam-
pering. This feature ensures that the audit trail remains reliable and trustworthy,
bolstering confidence in the accountability and transparency of AI systems. The
use of blockchain technology also facilitates cross-organizational audits and ac-
countability. Multiple stakeholders, including developers, data providers, regula-
tors, and end-users, can access the blockchain-based audit trail and contribute to
the auditing process. This collaborative approach enhances the effectiveness of
audits, promotes shared responsibility, and strengthens the overall accountability
framework surrounding AI systems. This is in line with the AI Act and can serve
as an effective tool to enforce reliable and more effective audits. In addition, incor-
porating blockchain as a tool, could reduce the need of human oversight as noted
by the Article 14 of the AI Act - since rules could be encoded into a blockchain
system and smart contracts that guarantee a system’s compliance.

Overall, by leveraging blockchain technology, AI systems can better enforce
auditability requirements specified in the AI Act. The immutability, transparency,
traceability, consensus mechanisms, smart contracts, and data security features
of blockchain contribute to establishing a trustworthy and auditable framework
for AI systems. This enables auditors to examine compliance, fairness, and ac-
countability aspects of AI operations, promoting transparency and responsible AI
development and deployment.

6.4.4 Identity and Access Management

As noted in section 2, identity and access management is a crucial aspect of en-
suring the security of AI systems. Along the same lines, the AI Act specifies the
need for access control policies15 including a description of roles, groups, access
rights, and procedures for granting and revoking access. Under Article 15, the
AI Act aims to ensure that appropriate access control is established in high-risk
AI systems to provide resilience against attempts by unauthorised parties to ex-
ploit the system. A more detailed description of access control is given under
the Technical Guidelines for the implementation of minimum security measures
for Digital Service Providers by ENISA [271]. The document also underlines the
need of having a list of authorised users who can access certain security functions
including keeping logs from privileged accounts’ usage.

Blockchain technology presents an opportunity to enhance identity manage-
ment and access control in a secure and decentralised manner. Traditional iden-

15Access control refers to the process of managing and regulating the permissions and privileges
granted to specific users or entities interacting with an AI system.
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tity management systems often rely on centralised authorities or intermediaries to
verify and authenticate users. This centralised approach introduces vulnerabilities
and single points of failure that can be exploited by malicious actors. In contrast,
blockchain-based identity solutions, such as self-sovereign identity (SSI), offer
a more secure and user-centered approach. With SSI, individuals have control
over their personal information and digital identities. For example, a blockchain
company Dock, utilises SSI technology to allow people to self-manage their dig-
ital identities without depending on third-party providers to store and manage the
data [272]. The solution, however, still links the users with verifiers (e.g., employ-
ers, banks, universities, etc.) to attest the validity of a certain document (e.g., a
student has graduated).

Blockchain enables the creation of unique, tamper resistant digital identities
that are associated with cryptographic keys. These identities are stored on the
blockchain and can be securely managed by the individual themselves16. This de-
centralised approach can eliminate some control that centralised identity providers
currently have and reduces the risk of unauthorised access or data breaches. More-
over, in the context of AI systems, blockchain-based identity management can be
leveraged to control access to AI models and data sources.

1. Users: Users can be selectively granted access permissions to specific AI
models or datasets based on predefined rules and smart contracts. This
allows for fine-grained access control, ensuring that only authorised indi-
viduals or entities can interact with the AI system. Users have the ability to
maintain control over their personal data and can choose to disclose only the
necessary information to the AI system. This reduces the reliance on third-
party data custodians and minimises the exposure of sensitive personal data.
Furthermore, the immutability and transparency of blockchain records pro-
vide a trustworthy audit trail of identity-related activities. Any changes or
updates to identities, access permissions, or transactions can be recorded on
the blockchain, enabling accountability and traceability. This can be partic-
ularly important in regulated environments or scenarios where compliance
with data protection regulations is necessary.

2. Developers: Access control can also refer to the permissions and privileges
granted to specific entities (e.g., developers) interacting with an AI system.
It aims to protect extraction of sensitive data, prevent unauthorised access
& code modification, and maintain the integrity and confidentiality of the
system. In the context of AI and cybersecurity, access control involves im-
plementing robust authentication and authorization mechanisms, establish-

16The potential drawback to this system is that a user can lose its key and may not be able to
recuperate his access.

109



“output” — 2023/12/14 — 9:46 — page 110 — #124

ing fine-grained access policies, and enforcing secure roles and privileges.
Specific parameters can be incorporated to restrict access to critical systems
by leveraging the capabilities of tamper-proof decentralised infrastructure
such as blockchains, smart contracts, and oracles. Organisations can de-
fine access restrictions and conditions by associating private keys with spe-
cific actions or permissions within the AI system. For example, certain
critical system operations or sensitive data access can be tied to specific
private keys. The blockchain serves as the decentralised infrastructure that
securely stores and manages these private keys. Private keys can be securely
stored in digital wallets or key management systems, with access controls
and encryption mechanisms to prevent unauthorised use or tampering. The
blockchain will also record the ownership and transactions related to these
private keys, ensuring transparency and accountability, further reinforcing
the AI Act standards on transparency.

6.5 Technology: A complementary tool to achieve
legal compliance

In general, the EU position has been in line with implementing ’Security-by-
Design’ mechanisms as a way to improve the overall cybersecurity of digital sys-
tems. Security-by-design is a concept in software engineering and product design
that takes security considerations into account at the early stages of product de-
velopment (ex-ante). This includes considering security risks and vulnerabilities
at every stage of development, from architecture and design to implementation,
deployment and testing [273].

One of the unique aspects of implementing blockchain for AI is that this
technology allows for the introduction of both ex-ante and ex-post measures that
can reinforce the overall cyber security of the system. In regard to our example
on high-risk AI systems, by storing information on a decentralised and tamper-
resistant blockchain, it becomes possible to establish a verifiable and auditable
history of an AI system’s development and behaviour. Overall, the idea behind
verifiable and immutable time-stamps allows for ex-post regulatory measures such
as auditing procedures. On the other hand, as an ex-ante measure, designing a
smart contract based ’Access Control’ system would require a predetermined set
of characteristics to be transposed on-chain.

Furthermore, in [58] the authors maintain that for a proper enforcement of cy-
ber measures (in accordance with the AI Act), there is a need for establishment of
AI system architecture that would involve the creation of specific entities (namely:
Entity for Record Keeping, Entity for Risk Mitigation, Entity for AI Processing,
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Entity for AI verification, etc.). The authors argue that the ’Entity for Record
Keeping’ is needed to be in charge of registering and administering the ’loggings’
of user interactions and their connection with data, storage and other parts of the
system. Similarly, this entity would be in charge of assuring that data was not
modified or altered in any way. As suggested, the ’AI System Management En-
tity’ would be in charge of managing the interaction between the different entities,
detecting any possible issues or undesired behaviour.

While we don’t argue against the relevance of establishing suitable regula-
tory entities in order to reinforce certain measures in the AI Act, we argue that
blockchain can serve as a useful tool to a) reinforce the effectiveness of a given
entity’s tasks and b) establish a governance mechanism for decision making be-
tween entities. For example, in both of the situations above, blockchain can be
of help as it can provide a reliable and verifiable record of the data, detecting any
possible alteration. Via this tool the ’Entity for Record Keeping’ can have trusted
information on the data provenance, usage, date and time, etc. In the second
case, blockchain can serve as a useful governance mechanism between different
entities. In other words, blockchain allows for robust governance by providing
a distributed network where multiple entities participate in a consensus allowing
for more transparent processes in decisions making. For example, if a malicious
behaviour such as data poisoning by an unauthorised party is registered by one
supervisory entity, the system can signal to others entities to apply further veri-
fication. Similarly, this reduces the ’single point’ risk when one entity might be
hacked/inaccessible. Likewise, via the usage of smart contracts the decisions of all
entities would be accounted for and automated within the AI system architecture.

6.6 Limitations

It is important to note that while blockchain technology offers several advantages,
it may not be a suitable solution for all AI-related cyber risks. The implemen-
tation of blockchain in AI systems requires careful consideration of factors like
scalability, performance, and the specific requirements of the application. Addi-
tionally, blockchain technology itself is not immune to all cybersecurity threats
and cyber vulnerabilities as we discussed in details in Chapters 2, 3, 4 and 5, and
proper measures should be taken to secure the underlying infrastructure and smart
contracts associated with the blockchain implementation.
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6.7 Conclusion
In this chapter, we argue that blockchain technology offers unique set of properties
that can be harnessed to establish transparency, security and enhanced verification
in AI systems. As the European Union’s regulatory focus intensifies on cybersecu-
rity challenges related to AI, in tandem with the AI Act proposal, our objective is
to illustrate how blockchain holds the potential to alleviate specific cybersecurity
vulnerabilities associated with AI systems. We maintain that the incorporation of
blockchain technology can enable specific AI-based systems to align with vari-
ous provisions delineated in the AI Act. This alignment particularly pertains to
aspects such as data, data governance, record-keeping, transparency assurance,
and access control enforcement. We show how the decentralised and tamper re-
sistant attributes of blockchain offer solutions to fulfil these requisites, serving as
a promising basis for establishing more secure AI systems. The chapter also ex-
plores how blockchain can successfully address certain attack vectors related to
AI systems, such as data poisoning in trained AI models and data sets.The overall
goal of this analysis is to contribute to the progress of more secure AI implemen-
tations, not only within the EU but also globally. We seek to bridge the divide
between legal and technical research by providing an interdisciplinary perspec-
tive of cybersecurity in the AI domain, and the applicability of blockchain based
affordances in mitigating certain risks.
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Chapter 7

BLOCKCHAIN FOR REC:
ENHANCING PRIVACY AND
INCENTIVES IN ENERGY
TRADING

This chapter is based on the article: Ramos, S., & McMenamin, C. (2023). ”Privacy-
Preserving Energy Trading with Applications to Renewable Energy Communi-
ties.” 8th International Conference on Renewable Energy and Conservation (ICREC)

7.1 Introduction
Renewable energy communities (RECs) encounter a spectrum of challenges that
span across technological, socio-economic, and regulatory dimensions. Their
functionality is restricted by the availability of primary resources, such as solar
and wind power. Moreover, these sources tend to exhibit variable renewable en-
ergy production, characterized by stochastic patterns [274]. Technical solutions
such as advanced energy storage technologies (e.g. batteries) often involve high
costs associated with implementing, maintaining, and depreciating such technolo-
gies. As noted by MIT Technology Review [275], fluctuating solar and wind
power require lots of energy storage, and while lithium-ion batteries seem like the
obvious choice they are far too expensive to play a major role [54]. In addition,
the lithium industry for battery production has been highly criticized due to the
exploitation of natural resources, over-usage of drinkable water in arid areas and
irreversibly damaging the environment and communities in the exploited areas
[276].

A successful REC hinges on active member involvement in consumption and
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production, along with coordination and incentive alignment among participants.
In addition, the socio-economic challenges in RECs often extend to achieving
equitable access to renewable energy among the community members where par-
ticipants benefit across diverse demographic and economic groups. A commu-
nity owned production units and a collectively owned renewable energy is often
considered a common good, facing problems such as efficient allocation. In eco-
nomics, common goods are traditionally defined as rivalrous and non (or hardly)
excludable goods, however an extended definition by [277] explains a common
good characterized by a resource, a community and a set of rules presiding over
the governance of the resource. Common goods often face the ’Tragedy of the
Commons’ phenomena which explains a situation of a common good resource
(e.g., a lake with fresh water) where individuals with access to it act in their own
interest and, in doing so, ultimately deplete the resource and negatively affect
themselves and the rest of the users (and the community) [278].

In a similar direction, RECs often face free-riding challenges such as over-
consumption and/or under-provision of Renewable Energy (RE), underlining the
well known ’Tragedy of the Commons’ phenomena. Peer-to-peer (P2P) trading is
often suggested as a solution to tackle challenges like free-riding where members
individually own production units and trade surplus energy in a market based ap-
proach. However, there is a possibility that these mechanisms may disproportion-
ately favor members with greater resources, potentially leading to an imbalance
within the community and, consequently, impacting the socio-economic fabric of
a REC [279, 280]. Likewise, while P2P trading offers opportunities for individ-
uals to directly exchange energy, it also raises questions about data privacy and
confidentiality which need to be effectively addressed, particularly in line with
the ongoing regulatory requirements [281, 282]. Further to this, RECs typically
find themselves with a need to monitor and verify sustainable practices to avoid
’greenwashing’, and secure future funding, permits, and tax discounts [283]. On
the regulatory side, the EU policy regarding Renewable Energy has evolved its ap-
proach where the EU Commission foresees RECs and prosumers as essential part
of the clean energy transition [284]. The resent increment of energy prices has
further elevated the need as well as the demand for alternative souses of energy,
where REC have come to be seen as a potential alternative, especially in small
and medium size communities. Nevertheless, the ability to verifying the validity
of renewable actions and trust the progress towards higher sustainability has be
noted as one of the important challenges amongst regulators [51]. Likewise, there
have been ongoing efforts to establish the universal and harmonized provisions
for monitoring, reporting, and verification (MRV) in climate change mitigation
projects [52].

Therefore, there is a clear need for a comprehensive and adaptable strategy,
integrating technological innovation, effective coordination mechanisms, robust
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member data protection, and a reliable verification tools. By amalgamating these
elements, sustainable change can be effectively propelled forward. In this chapter,
we present a blockchain-based solution that achieves all of these needs. Specif-
ically, we propose a solution (see Section 7.4) that achieves the following four
important objectives:

1. Allow for the coordination of all community members, and increase the
overall welfare of the community vs. individually rational strategies. We
provide members with an incentive compatible mechanism1 to trade energy
in a single shared community marketplace before trading with the public
energy grid. This ensures members both maximize community usage of
renewable energy, and retain of wealth within the community.

2. Enable privacy-preserving expression of supply and demand by default.

3. Generate and monitor green blockchain-based tokens which enable align-
ment of community goals with individual incentives and provide a moneti-
zable medium with which we can ensure members follow our community
welfare-optimizing protocol (see Sections 7.3.1 and 7.5).

4. Enable relevant external parties (e.g., governments, organizations, munici-
pality) to verify the sustainable behavior and progress of RECs/REC mem-
bers (which can be often times crucial for granting funding, allowing to
occupy land, reducing taxes, etc).

7.2 Related Work

7.2.1 On RECs

According to the definition of the EU Directive 2018/2001, a Renewable Energy
Community (REC) is a entity which is based on open and voluntary participa-
tion, where the primary purpose is to provide environmental, economic or social
community benefits for its shareholders, members and the local areas where it op-
erates, rather than solely maximizing financial profits [284, 285]. According to
Article 22 of RED II, an REC is a community in which consumers can produce,
consume, distribute, and trade renewable energy, and in which every member
must be able to access and acquire renewable assets co-ownership. REC typi-
cally belong to a spatially bounded locality, such as neighborhood, village, town,

1through our use of green tokens coupled with pricing which is, at worst, the same price
achieved by trading directly with the public energy grid
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or municipality, although with a suitable planning these communities can expand
gradually.

The definition of REC can vary depending on a particular taxonomy and coun-
try. For example, [286] introduced RECs as a special type of grassroots initiative
that produce or invest in the production of renewable energy to cover their own
energy needs. In [287], the authors argued that energy sustainable communities
should be defined according to their involvement in the process of energy sustain-
ability. In her thesis, the author gives a more complete definition of clean energy
communities as ”social and organizational structures formed to achieve specific
goals of its members primarily in the cleaner energy production, consumption,
supply, and distribution, although this may also extend to water, waste, trans-
portation, and other local resources” [280]. Focusing on the Australian market,
she distinguishes between different categories of clean energy communities based
on their supply structure of Renewable energy (RE) such as Virtual Power Plans,
Peer-to-Peer Trading, Microgrids, and Integrated Community Energy Systems.

This chapter does not aim to add on to the definition of RECs, nether to provide
a comprehensive overview of all types of RECs, as this is a complex and extensive
topic that warrants volumes of literature. Likewise, recognizing the inherent diver-
sity within RECs, each marked by a unique organizational framework and specific
challenges, this chapter’s objective is not to offer an all-encompassing remedy for
RECs. Rather, our focus centers on a targeted range of issues. For these, we intend
to present viable solutions that can be refined and broadened to encompass a wider
array of use case scenarios. Throughout the chapter, we employ the example of
Culatra to elucidate and enhance reader comprehension. Culatra is a local renew-
able energy community at Culatra Island, located in the south of Portugal [54].
RECs such as Culatra, represent a promising approach to energy infrastructure
that aims to help address some of the present inequalities in energy provision for
different regions and consumer types, and deliver considerable social, economic
and environmental benefits to the community involved.

7.2.2 Blockchain and RECs
The adoption of a blockchain technology within RECs holds significant potential
to enhance their operational framework, unlocking benefits that cannot exist in
centralized and/or uncoordinated settings. Blockchain, characterized by its de-
centralized and transparent nature, offers a novel approach to addressing several
critical challenges faced by RECs. An EU report maintains that blockchain can
truly engage prosumers in the energy market acting as enabler for the creation
of energy communities [288]. According to the study, blockchain enhances the
transparency and trust of the energy market system.

In [289, 290, 291] the authors develop blockchain-based solutions for some of
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the many challenges faced by RECs. The protocol in [289] leverages blockchain-
based smart contracts to establish a P2P market for energy where local producers
trade with local consumers, although overlooks the need to ensure user data re-
mains private throughout the process. In [290], the authors propose a blockchain
to enhance energy prices for demand-side management using demand response.
The authors suggest the usage of pseudo-digital identity to enhance members’
privacy. The authors however do not go into further details explaining the de-
sign, implementation and the management of these identities. Likewise, a recent
review of blockchain-based energy trading platforms [291] identifies member pri-
vacy while also ensuring verifiability of the exchange process as an important
open problem. This is something we solve in our protocol through our use of ho-
momorphic encryption. The review also mentions compatibility for low-resource
smart devices, and scalability as important issues for blockchain-based energy
trading. Low-resource individuals in our protocol (Section 7.4) are only required
to verify their own data has been encrypted and decrypted correctly, as long as any
one member in the community verifies the settlement price for each time-slot has
been performed correctly. Furthermore, as this verification is done locally (not
computed using shared on-chain computation resources), this does not affect the
scalability of the system.

Related to P2P trading as a means of increasing community welfare in mi-
crogrids, [292, 293, 294] all introduce variations of P2P energy marketplaces en-
abling the exchange of energy between consumers and prosumers, leaning on the
ability for users to set their own pricing mechanism. Compared to these, our
solution is intended to align more with the socio-economic fabric of REC. We
incentivize members to engage in energy trading as a unified batch through our
use of green tokens, providing a clear optimum both for members and the com-
munity over any free-market approach. This is as a result of batch trading on its
own maximizing community welfare through its optimal pricing guarantees [295],
with green tokens dominating any potential benefit of free-market trading for the
individual members. This not only promotes a sense of community collaboration,
but also optimizes the efficiency of energy distribution within the REC, reinforc-
ing its sustainable and interconnected nature. In [296], the authors argue for the
implementation of smart controllers which estimate the probability of energy use
in the next hour, in order to predict occupancy patterns and assist with demand
management. The authors leverage blockchain-based network for buildings to ex-
change data of a specific parameter called the probability of the next hour. We
allow for such control systems too, generalizing to a notion of predictions based
on historical data to any predictive mechanism, including the use of user-input
information (not just extrapolations from historical data).

In terms of tokenomics, [293] design a blockchain-based asset ownership sys-
tem allowing consumers to securely obtain energy production shares within a po-

117



“output” — 2023/12/14 — 9:46 — page 118 — #132

tential REC in Germany. In [297], Rozas et al. 2020 suggest how blockchain-
based affordances including tokenomics can theoretically be used to fulfill and
automate Ostrom’s principles, as a way towards avoiding the Tragedy of the Com-
mons. A study by Cila et al. 2020 extend the debate arguing specific design dilem-
mas when creating a blockchain system, following a fictitious example of an en-
ergy community [298]. These demonstrate some of the ways in which tokenized
assets can play a role in the context of RECs by facilitating the representation and
exchange of value within the community ecosystem. In our protocol, we leverage
this value-representation of token to incentivize the correct behaviour of individ-
ually rational members in the community towards optimizing the overall welfare
of the community.

7.3 Designing an energy marketplace for RECs
Creating a fair energy marketplace for RECs presents a multifaceted challenge.
Often the main focus of these communities revolves around fostering socio-economic
and environmental well-being rather than pursuing a pure profit-maximization
strategies [280]. As noted by [299], there is often a trade-off between economic
and social performances in RECs which should be addressed ex-ante the imple-
mentation and design.

In this chapter, one of our key motivations is to uphold the community socio-
economic fabric and motivating sustainable behaviors among its members, while
providing a protocol towards maximizing the welfare of the community as a whole.
The main challenge of any energy marketplace is the alignment of supply and
demand. A free-market approach is a straightforward approach to solve this, al-
though such an approach can be considered contrary to an REC’s socio-economic
fabric [300]. According to [301], dynamic pricing also requires sophisticated con-
trol technology and considerable implementation and operational costs, and has
not proven highly successful in RECs. Moreover, this approach risks generat-
ing ethical concerns if prices surge due to demand surpassing supply, potentially
burdening vulnerable community members.

In a microgrid environment such as Culatra, where the microgrid is connected
to the main grid, the community is typically given a price ps/MWh to sell excess
energy to the main grid, while receiving some price pb/MWh to buy energy from
the main grid, with pb > ps. From a recent analysis on Culatra, ps ≈ 40/MWh
[54], while current estimates for the buy price set pb ≈ 100/MWh [302] (these
numbers are used as indicative example). By creating a blockchain-based settle-
ment process for matching supply and demand imbalances, we can use blockchain
tokens to incentivize desirable collaborative behaviour. One (simple) way we can
use the tokens/non-monetary incentives to incentivize cooperative behaviour is:
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• When supply exceeds demand, trade everything (sum of local net supply)
at ps, and give ”green” tokens to the sellers which can be used to claim
community discounts and/or satisfy grant delivery conditions.

• When demand exceeds supply, trade everything (net demand) at pb, and give
the same ”green” tokens to the buyers, again creating a dominant incentive
to take part in the community settlement process.

In order to incentivize the community to act cooperatively and not individually,
as well as to improve the supply and demand matching, we suggest that participat-
ing community members can submit their net energy usage (energy usage minus
energy creation) at some point before each time slot using a homomorphic en-
cryption scheme (explained in Section 7.4). Then, the auctioneer, a semi-trusted
third party in charge of matching supply and demand, aggregates the individual
net usages for each time slot. This aggregation takes the form of a single num-
ber representing the community’s net usage for the respective time slot, without
revealing individual usages. This net usage is then communicated with external
sources, either purchasing energy from the main grid in the case of net demand,
or utilizing surplus energy to generate revenue by selling to the main grid (or
alternative use-cases [303]) in the case of net supply.

7.3.1 Green Tokens and Specific Use Cases

The drive for demand, value, and usage of green tokens is specific to the REC
in which the tokens are deployed, and typically depends on local conditions and
needs. The following are examples of how demand can be created for the green
tokens introduced:

a) In line with [297] argument for effective decentralized governance of com-
mon goods, tokens can be used in REC to define community membership and
voting rights.

B) Tokens can be employed to provide local discounts on goods and services,
encouraging community members to patronize local businesses and contribute to
the growth of the local economy. This localized incentive mechanism not only
bolsters community cohesion but also reinforces the REC’s commitment to en-
hancing local sustainability and resilience.

C) Green tokens can be used to satisfy national or international quotas for
sustainable energy usage. By tying grants, such as land permits for occupying
natural reserve land [304], to tangible assets, there is a clear value proposition
for such tokens. This is in line with regulatory efforts to establish the universal
and harmonized provisions for monitoring, reporting, and verification in climate
change mitigation projects [52].
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7.4 Protocol Description

This section outlines the blockchain protocol intended for a deployment in a po-
tential REC community. In this section we first outline the model assumptions,
and cryptographic primitives that are required for use in our protocol. We then
merge these with the necessary blockchain functionalities, describing the entire
protocol, as implemented here [305].

At a high-level, our protocol implements a publicly verifiable and privacy-
preserving supply-demand matching protocol. Participating community members
submit their net energy usages (energy usage minus energy creation) at some point
before each time slot using a homomorphic encryption scheme. The auctioneer,
a special semi-trusted entity in the community in charge of matching supply and
demand, aggregates the individual net usages for each time slot, outputting the
community’s overall supply or demand for the respective time slot, without re-
vealing individual usages. An accurate prediction of energy demand within a
microgrid can be crucial for ensuring an appropriate balance between supply and
consumption [280]. Incentivizing members to report accurate energy forecasts
can be used to secure better pricing in advance of such spikes, in the same way
that energy producers trade futures on energy prices to minimize variance in prof-
its. Important usage information that is typically known in advance could take
the form of holiday plans for community members (reduced energy usage) versus
increased demand for community hotels (increased energy usage). This, in con-
junction with the ability to report these profiles in a privacy preserving manner,
has clear potential for an REC.

The net community usage is then communicated with external sources, either
purchasing energy in the case of net demand, or utilizing surplus energy to gener-
ate revenue (selling to the grid, or alternative use-cases like Bitcoin mining [303])
in the case of net supply. Through our choice of encryption scheme, the individual
contributions to the net supply/demand can be communicated and recorded pub-
licly without any individual’s information leakage. This is done in a way that only
requires the encrypted total for each community member at each time slot to be
stored. All of this, while ensuring each encrypted total is valid with respect to the
community total.

With a public record of community renewable energy usage at each time slot,
and encrypted summary statistics for each individual, these individuals can verify
to local, national, or international entities that certain quotas are being met. If
individuals are responsible for such proofs, these same individuals can be sure
that sensitive information leaked by granular energy usage statistics is avoided.
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7.4.1 Model Assumptions
1. A public-key infrastructure exists such that for any public key, and a mes-

sage encrypted using that public key, only the owner of the private key cor-
responding to the private key can decrypt the message.

2. There exists an auctioneer in our system who is trusted to keep his own
private key and decrypted plain-text messages private.

Importantly, our model does not require any trust that the auctioneer performs
the settlement process correctly. Through our choice of homomorphic encryption
system, every member in the system can verify that the auctioneer is settling the
auction correctly, and neither creates nor destroys wealth within the community.

7.4.2 Homomorphic Encryption Scheme
For the purposes of our protocol, we require an encryption scheme which for
encrypted usages e(ui) of each member i ∈ [1, ..., n], we can verify that for some
value v, v =

∑n
i=1 ui without revealing any of the uis. The Paillier encryption

scheme is such a protocol [306]. For full details on the system, and requirements
for key generation see [307]. A Paillier private key can be described by a tuple
(n, g, λ, µ), with corresponding public key (n, g). The encryption function e for
m ∈ [1, ..., n− 1] the plaintext is described as:

e : m, r → rngm mod n2, (7.1)

for a random nonce r with r, n co-prime. The decryption function d for a cipher-
text c is:

d : c → ⌊c
λ mod n2

n
⌋ · µ mod n. (7.2)

For c = e(m, r), d() is such that d(e(m, r)) = m. Importantly for our purposes,
the Paillier encryption also has the following homomorphic property:

d(e(u1).e(u2)) = d(e(u1)) + d(e(u2)) = u1 + u2. (7.3)

In our system, each member i will post the tuple (ci,r, ci,m), an encryption of ri
and ui respectively, to the blockchain using the auctioneer’s public key (na, ga).
Let these ciphertexts be ci,r = e(ri, Ri) for some randomly chosen Ri, and ci,m =
e(ui, ri), using the same ri in both ciphertexts. This allows the auctioneer ex-
clusively to decrypt each of the plaintexts and corresponding nonce (ui, ri). By
having the auctioneer post r =

∏n
i=1 ri and v =

∑n
i=1 ui, anyone can then verify

that the sum is correct by checking e(v, r) =
∏n

i=1 ci,m. 2

2In order to compute r =
∏n

i=1 ri, necessary for verification that a proposed v is indeed
the sum of the individual plaintexts, these nonces must be encrypted separately. This is because
decryption of a plaintext does not reveal the nonce used in encryption.
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7.4.3 Blockchain Protocol
Given these premises, we are equipped to implement our blockchain protocol.
Each community member is represented by an address, with the set of addresses
controlled by a public-key infrastructure. The blockchain protocol progresses
in real-time. Unless otherwise specified, ei()/di() indicate Paillier encryption-
decryption with member i’s public-private key, while ea()/da() indicates Paillier
encryption-decryption with the auctioneer’s public-private key. Algorithm 1 de-
scribes the functions and data structures which are executed and stored on the
blockchain. The protocol proceeds in sequential time slots, with each time slot
requiring the following three steps:

1. UPLOAD ENC USAGE(): To be called by each member in the commu-
nity for each time slot. The member decides on their net usage for the time
slot u, some randomness r with which to encrypt that usage, and another
randomness r′ with which to encrypt the randomness r. These encryptions
are done using the auctioneers public key, meaning only the auctioneer can
decrypt the plaintext values. The encryption of r using r′ allows the auc-
tioneer to decrypt r, and as such compute the product of the nonce used to
encrypt the usages. This product, along with the sum of the usages allows
any blockchain observer to verify that the encryptions and decryptions were
all done correctly. Through calling UPLOAD ENC USAGE(), the mem-
ber uploads the encryptions of u using r, and r using r′, which are then
stored on the blockchain in enc Usages and enc Rands respectively.
These values are to be used later by the auctioneer, and then by anyone
wishing to verify the outcome of a particular auction.

2. UPLOAD DEC USAGE(): To be called by the auctioneer. After all mem-
bers have called UPLOAD ENC USAGE() for a particular time slot, this
blockchain function reveals the sum of the member usages for that time slot.
Moreover, this function also reveals the product of the randomnesses used
to encrypt each of these individual usages. For encrypted member usages
c1u, ..., c

n
u for a given time slot, with v the proposed net usage for the time

slot, and r the proposed product of the randomnesses used, any blockchain
member can verify that

∏n
i=1 c

i
u = ea(v, r). This ensures the decryption was

done correctly.

3. UPDATE USER TOKENS(): To be called by the auctioneer to update the
encrypted representation of a members total tokens within the blockchain
system, stored in enc tokens. Each member can verify that their own
encryption has been performed correctly, while also verifying that the sum
of the encryptions matches the implied total from the decrypted total usage

122



“output” — 2023/12/14 — 9:46 — page 123 — #137

for the given time slot. As the encrypted token updates are done using ea(),
the blockchain performs a require() check before updating the token
balances to ensure the token updates correspond to the net usage for that
slot. Specifically, in line 14 the blockchain function checks that the de-
crypted net usage for the specified slot, dec Net Usage[slot], times the
price price, when encrypted with the specified randomness product prod
equals the product of the individual token updates,

∏
t∈T t. By the homo-

morphic property of the encryption scheme, this only holds true if the the
token updates equal the net usage multiplied by the specified energy price.
Assuming each member verifies their own token update is done correctly,
a reasonable assumption given members are token maximizing, the com-
munity as a whole can be confident that all token updates are performed
correctly.

Algorithm 1 Blockchain Protocol
1: mapping() enc Usages
2: mapping() enc Rands
3: mapping() dec Net Usage
4: mapping() dec Rands Product
5: mapping() enc Tokens
6: mapping() enc Token Rands
7: function UPLOAD ENC USAGE(i=USER NUMBER,cu=ENCRYPTED USAGE, cr=ENCRYPTED

RANDOMNESS, slot=TIME SLOT)
8: enc Usages[slot][i]=cr
9: enc Usages[slot][i]=cu
10: function UPLOAD DEC USAGE(v=TOTAL NET USAGE,r=RANDOMNESS PRODUCT USED, slot=TIME

SLOT)
11: dec Net Usage[slot]=v
12: dec Rands Product[slot]=r
13: function UPDATE USER TOKENS(T=TOKEN UPDATES, R=ENCRYPTED RANDOMNESSES USED,

slot=TIME SLOT, prod=PRODUCT OF RANDOMNESS, price= ENERGY PRICE USED)

14: require
(∏

t∈T
t=ea(price∗ dec Net Usage[slot],prod)

)
15: for i ∈ [1,num user] do
16: enc tokens randomness[slot][i]=R[i]
17: enc tokens[i]=enc tokens[i]*T[i]

7.5 Tokens and Value Exchange within an REC
This section introduces possible uses for such a green token (Section 7.3.1), mir-
roring the notion of carbon credits. We also describe how this notion can be
enhanced by using the same privacy-preserving and verifiable functionalities of
Section 7.4 to describe a marketplace for members to buy and sell these tokens
without leaking sensitive information such as balances and trade history (Section
7.5).
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The protocol described in Section 7.4 allows members to securely express
supply and demand without revealing these preferences to other members. This
supply and demand is converted into continuously updated and verifiable homo-
morphically encrypted financial balances for each member. The intention with
such balances is to, at a minimum, track the amount owed to or by each commu-
nity member. This core protocol implicitly records each individual’s participation
rates, self-sufficiency ratio, and self-consumption ratio. All of these variables can
be explicitly recorded (in a privacy-preserving way if necessary), and merged to
translate our high-level proposal of green tokens into a more tangible value propo-
sition as described in Section 7.3.1.

Regardless of the exact use-case for the green tokens, there are many uses
which create utility for users which can be translated to monetary value. To mo-
tivate the value proposition of these tokens, consider the use of green tokens for
use in community improvement proposals and voting. In renewable energy com-
munities such as Culatra, there are numerous shared costs related to infrastructure
and development which must be prioritized. Green tokens received for participa-
tion in our proposed welfare-maximizing protocol of Section 7.4 are ideal for this
purpose. Green tokens in such a system should then be distributed proportionally
to volume traded, although in-line with the democratic needs of the community.
Specifically, it is likely important to prevent monopolization of green tokens, so
users may need to be pro-rated based on their expected volume/usage, while still
incentivizing maximal volume to trade within the community protocol. Tokens
can then be destroyed (anonymously, again using the same techniques as intro-
duced in Section 7.4.2), and exchanged for votes. With competing utilities for
one vote over another from each member’s perspective 3, tokens now have a mon-
etizable value with users having clear motivation to buy and sell. Specifically,
members can express the value of such a green token vote in monetary terms.

To allow for the exchange of such tokens, consider a community progress-
ing through time with members accruing various quantities of these green to-
kens while votes are periodically taking place. As discussed, there will be a
natural desire for members to exchange tokens. With a blockchain technology,
there are many ways to implement such an exchange in a decentralized man-
ner [308, 309, 310]. These protocols match buyers with sellers, implementing
variations of a frequent batch auction [295]. Batch auctions involving a trusted
auctioneer and encrypted order information, as in [308, 309], are proven to set-
tle orders at a price representative of the true underlying supply and demand. As
the blockchain members can observe all of the auction inputs and outputs, we

3Members living away from a set of proposed development sites for new wind turbines may be
indifferent to the development location compared to members closer to some sites than others due
to noise pollution
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can again leverage homomorphic encryption to ensure the auction is settled cor-
rectly. This stands as another example of blockchain-based techniques which can
enhance these renewable energy communities.

7.6 Conclusion
In this chapter, we presented a blockchain based framework that not only enhances
the coordination, privacy, and alignment of incentives within RECs but also em-
powers them to establish a trustworthy reputation in the eyes of relevant exter-
nal stakeholders. In particular, we introduce a privacy-preserving energy trad-
ing protocol which enables REC members to securely communicate their energy
supply and demand. Coupled with our use of tokenized incentives, users are en-
couraged to publish usage profiles and trade energy in a community-controlled
public forum. This allows all users in the community to benefit from typically
cheaper locally-produced renewable energy, while also allowing the community
as a whole to more effectively to balance energy supply and demand. All of this is
provided without compromising the confidentiality of sensitive data of REC mem-
bers. Through these advancements, our blockchain-based protocol contributes to
the advancement of sustainable energy adoption at the community level and paves
the way for broader societal and environmental benefits.
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[292] Mengelkamp E, GÃ¤rttner J, Rock K, Kessler S, Orsini L, Weinhardt C.
Designing microgrid energy markets: A case study - The Brooklyn Micro-
grid. Applied Energy. 2018;210:870–880.

[293] Durillon B, Davigny A, Kazmierczak S, Barry H, Saudemont C, Robyns
B. Decentralized neighbourhood energy management considering residen-
tial profiles and welfare for grid load smoothing. Sustainable Cities and
Society. 2020;63:102464.

[294] Noor S, Yang W, Guo M, van Dam KH, Wang X. Energy Demand Side
Management within Micro-grid Networks Enhanced by Blockchain. Ap-
plied Energy. 2018;226:47–60.

150



“output” — 2023/12/14 — 9:46 — page 151 — #165

[295] Budish E, Cramton P, Shim J. The High-Frequency Trading Arms Race:
Frequent Batch Auctions as a Market Design Response *. The Quarterly
Journal of Economics. 2015 07;130(4):1547–1621.

[296] Kolahan A, Maadi SR, Teymouri Z, Schenone C. Blockchain-based solu-
tion for energy demand-side management of residential buildings. Energy
Reports. 2021;7:1813–1824.

[297] Rozas D, Tenorio-Fornes A, Diaz-Molina S, Hassan S. When Ostrom
Meets Blockchain: Exploring the Potentials of Blockchain for Commons
Governance. SAGE Open. 2021;11(1).

[298] Cila N, Ferri G, de Waal M, Gloerich I, Karpinski T. The Blockchain and
the Commons: Dilemmas in the Design of Local Platforms. 2020;.

[299] Cutore E, Volpe R, Sgroi R, Fichera A. Energy management and sustain-
ability assessment of renewable energy communities: The Italian context.
Energy Conversion and Management. 2023;.

[300] Gan L, Jiang P, Lev B, Zhou X. Balancing of supply and demand of renew-
able energy power system: A review and bibliometric analysis. Sustainable
Futures. 2020;.

[301] Siano P. Demand response and smart grids-A survey. Renewable and Sus-
tainable Energy Reviews. 2014;30:461–478.

[302] OMIE. Spanish and Portugese Energy Prices; 2023. Accessed: 14/08/2023.
https://www.omie.es/pt.

[303] Scilling. Digital Mining; 2023. Accessed: 14/08/2023.
https://www.scillingmining.com/.

[304] Rees P. Culatra Island Home-Owners to be Granted 30-Year Residence
Licences. Journal Name. 2017 October;.

[305] Github. GitHub; 2023. https://github.com/The-CTra1n/RE-Communities.

[306] Paillier P. Paillier Encryption and Signature Schemes.;.

[307] Will MA, Ko RKL. Chapter 5 - A guide to homomorphic encryption. In: Ko
R, Choo KKR, editors. The Cloud Security Ecosystem. Boston: Syngress;
2015. p. 101–127.

[308] Penumbra;. Accessed: 23/07/2023. https://penumbra.zone/.

151



“output” — 2023/12/14 — 9:46 — page 152 — #166

[309] McMenamin C, Daza V, Fitzi M, O’Donoghue P. FairTraDEX: A Decen-
tralised Exchange Preventing Value Extraction. In: Proceedings of the 2022
ACM CCS Workshop on Decentralized Finance and Security. DeFi’22.
New York, NY, USA: Association for Computing Machinery; 2022. p.
39â46.
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