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Abstract

In this thesis we study the asymptotic behaviour of the at-the-money skew and the level of the
implied volatility of a European, an Asian, Inverse and Quanto Inverse call options under a general
stochastic volatility model. In particular, we consider dynamics of the underlying asset driven by
stochastic volatility Black-Scholes and Bachelier type of models. Additionally, we present analytical
results regarding the relationship between the skew and the curvature of the implied volatility and
the corresponding local volatility in the case of rough volatility models.

Resum

En aquesta tesi s’estudia el comportament asimptotic de la inclinacié at-the-money i el nivell
de volatilitat implicita d’opcions call Europees, Esiatiques, Enverses i Quanto inverses sota un
model de volatilitat estocastica general. En particular, considerem la dinamica de 'actiu subjacent
impulsada per la volatilitat estocastica dels models tipus Black-Scholes i Bachelier. Adicionalment,
presentem resultats analitics sobre la relacié entre la inclinacié i la curvatura de la volatilitat
implicita i la corresponent volatilitat local en el cas de models de volatilitat aproximada.
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Introduction

The regular or vanilla option is a financial instrument which gives a buyer the right to buy an
underlying asset at a pre-agreed price at a specific date in the future. This financial derivative
is one of the most traded financial instrument nowadays. Its popularity relies on many factors
including great leveraging power, higher potential returns and trading flexibility. As a result,
hedgers, speculators, private investors and others can fully satisfy their investment needs using
options.

In order to understand the contribution of this thesis to the realm of quantitative finance we
start with a brief overview of the topic. Vanilla options have been traded for a long time. The
first trading records are related to the speculation on olive harvest and dated back to the sixth
century b.c. However, for a long time the option pricing problem had been remaining unsolved.
The first solid try to tackle the problem was conducted by Louis Bachelier in 1900. Unfortunately,
his work was not treated seriously and had been unrecognized until Samuelson rediscovered it in
1965. Finally, in 1973 Black, Scholes and Merton found the right way to price vanilla options. Since
then the world of quantitative finance has received renowned Black-Scholes pricing formula.

The Black-Scholes formula had worked well until 1987 stock market crash. After the crash the
option market started to exhibit what is know today as the implied volatility smile. Meaning that
if we plot the implied volatility versus strike price, we will usually observe lower implied volatilities
around the at-the-money strike, and higher implied volatilities for out and in-the-money strikes.
Consequently, quantitative researchers started to propose new pricing models, accounted for the
implied volatility smile. Nowadays, there is no universal model which can be applied to all asset
classes and all markets. As a result, each trading desk has its own favorite smile model. The most
popular pricing methodologies are based on the Local, Stochastic and Rough volatility models.

It is often convenient to describe the shape of the implied volatility surface in terms of just one
number which is called the skew. The skew measures the change in the implied volatility between
two different strike prices. Why accounting for the the skew is so important? The price of the
option is strongly related with the ability to hedge the risks associated with this derivative. Using
the model which is unable to account for the skew will ultimately result in the incorrect hedge
ratios which will cause considerable variations in the P&L of the hedged position. Apart from
hedging issue the smile causes the distortions into the pricing of exotic derivatives.

One of the most important parts of the implied volatility surface is its at-the-money region,
which is usually the most liquid and the most traded slice in the whole surface. The short maturity
end of the implied volatility surfaces is the most volatile part as it has high correlation between
the implied and spot realised volatilities. This results in the pronounced skew which flattens with
the increase of maturity of an option due to the mean reverting nature of volatility. From the
modelling perspective, short maturity blow up in the skew is a challenge and not every pricing
model is able to capture it. As a result, one of the key characteristics of an option pricing model is
the asymptotic behaviour of the implied volatility skew generated by it.

In the case of vanilla options the topic of the asymptotic behaviour of the implied volatility and
its skew is deeply studied in the literature, which is reviewed in details in the following chapters. As
regards mathematical tools, they vary based on a problem and a chosen pricing model and include
solutions to Volterra integral equation, large deviations theory, the Saddlepoint approximation
method, etc. The key challenge in using the aforementioned methods is their restrictiveness to a
specific model at hand. Alternatively, Malliavin calculus is more versatile tool since it allows to get
analytical results for certain classes of models rather than a particular model. And, as one will see
in the following chapters, the derived formulas are not expansions, but exact decompositions.

Nevertheless, in the case of vanilla options there are still several outstanding problems which are
addressed in this thesis. The first problem is the asymptotic behavior of the local volatility surface
generated by a class of rough volatility models. In the case of a regular stochastic volatility model
the so called "one over two" rule links the short-end at-the-money skew of the implied volatility to
the short-end at-the-money skew of the corresponding local volatility. For a long time such rule
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Introduction

did not exist for rough volatility models. The first successful attempt to establish such rule was
conducted recently by Bourgey, De Marco, Friz, and Pigato. The authors mainly relied on large
deviations and rough paths techniques to get the result. In this thesis we confirm their findings via
Malliavin calculus and extend the result by establishing the rule for short-end curvatures of the
implied and local volatilities.

Secondly, the problem which has not been fully studied in the literature is the asymptotic
behaviour of the implied volatility and its skew in the case of stochastic volatility Bachelier model.
This model has gained a lot of attention from practitioners in the light of negative energy prices
observed in April 2020. In this thesis we present the latest findings and highlight analytical results
for certain options under stochastic volatility Bachelier model.

By contrast to vanilla options, analytical results regarding the asymptotic behaviour of the
implied volatility level and its skew in the case of exotic options are hardly available. The
complications arise due to the dependency of an option’s payoff on the path of an underlying asset.
One of the most vivid examples is an Asian option. The contract, which is widely traded and
especially popular on energy markets, does not have a closed form solution even in the simple
Black-Scholes scenario. Resultantly, several chapters of the presented thesis are dedicated to the
rigorous study of the short-end implied volatility and its skew in the case of exotic options such as
an Asian, Inverse and Quanto Inverse options under a general stochastic volatility model including
rough volatility.

The thesis is organised as follows. In the first chapter we study the short-time behavior of the
at-the-money implied volatility for European and arithmetic Asian call options with a fixed strike
price. An asset price is assumed to follow the Bachelier model with a general stochastic volatility
process. Using techniques of the Malliavin calculus such as the anticipating [t6’s formula we first
compute the level of the implied volatility when maturity converges to zero. Then, we find a short
maturity asymptotic formula for the skew of the implied volatility that depends on the roughness
of a volatility model. We apply our general results to the SABR and fractional Bergomi models,
and provide some numerical simulations that confirm the accurateness of the asymptotic formula
for the skew.

In the second chapter we study the short-time behavior of the at-the-money implied volatility
for arithmetic Asian options with a fixed strike price. An asset price is assumed to follow the
Black-Scholes model with a general stochastic volatility process. We provide sufficient conditions
on a stochastic volatility in order to compute the level of the implied volatility of an option when
maturity converges to zero. Then, we find a short maturity asymptotic formula for the skew slope
of the implied volatility that depends on the correlation between the price of an underlying asset
and its volatility and the Hurst parameter of the volatility model. We apply our general results
to the SABR and fractional Bergomi models, and provide numerical simulations that confirm the
accurateness of the asymptotic formulas.

In the third chapter we provide an overview of certain crypto derivatives and present analytical
results regarding the short-time behavior of the at-the-money implied volatility for Inverse European
and Quanto Inverse European options with a fixed strike price. As in the previous chapter the asset
price is assumed to follow the Black-Scholes model with a general stochastic volatility process.

In the fourth chapter we study the relationship between the short-end of the local and the
implied volatility surfaces. We recover recent ﬁ?ﬂ rule, where H denotes the Hurst parameter
of the volatility process, for rough volatilitites. The rule states that the short-time skew slope
of the at-the-money implied volatility is ﬁ?ﬂ of the corresponding slope of local volatilities.
Moreover, we prove that at-the-money short-end curvature of the implied volatility can be written
in terms of the short-end skew and curvature of the local volatility and vice versa, and that this
relationship depends on H. The contents of this chapter are published in the paper Elisa Alos,
David Garcia-Lorite and Makar Pravosud [4].
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Chapter 1

On the implied volatility of European and
Asian call options under stochastic
volatility Bachelier model

1.1 Introduction

The life of quantitative finance and derivatives pricing has started when Louis Bachelier presented an
option pricing model in his Ph.D. thesis [14]. However, the suggested model is arithmetic and allows
negative asset prices, as a result, the Bachelier model has not gained popularity. Until recently
the model has not been widely studied in the literature and applied in practice. Nowadays option
pricing models are strongly based on the Black-Scholes model. Local, stochastic and even fractional
volatility models (see Alos and Lorite [5] for an introduction to these topics) are extensions of the
Black-Scholes model, where the volatility is allowed to be a function of the price of the stock price
(local), a diffusion process (stochastic) or a function of a fractional Brownian motion (fractional).
As the Black-Scholes model is a geometric Brownian motion (following a log-normal distribution),
all the above models are also exponentials of random variables, and they share the positivity of the
stock price. This plausible and intuitive property has been assumed for a long time for the prices
of the underlying asset of an option.

From a practical perspective, the Bachelier model has started to gain more attention when
negative prices have been registered, for example, on April 20th 2020, when crude oil futures crossed
the zero mark and took negative values. As a prompt response to enable markets to continue to
function normally, the CME Clearing started to use the Bachelier model to cope with negative
underlying prices. The empirical paper by Galeeva and Ehud [29] studies the turbulent period on
the oil-futures options markets which was observed in the middle of February 2020. The authors
analyzed the observed implied volatilities by applying the Bachelier and Black models to prevail
oil-futures option prices.

Apart from the energy market, the Bachelier model is also used in modelling interest rate
products, for example, Euro denominated caps. The detailed analysis on the reasons to use a
normal model rather than a log-normal one in the case of interest rates is presented in Goodman
[37]. The recent paper by Choi et al. [19] is a comprehensive review of various topics related to the
Bachelier model for both researchers and practitioners. In particular, they cover topics such as
the implied volatility inversion problem, volatility conversion between related models, Greeks and
hedging, as well as pricing of exotic options.

Concerning exact analytical results, in the paper by Schachermayer and Teichmann [50], the
authors compare the option pricing problem under the Bachelier and Black-Scholes models. They
find that prices coincide very well and explain by the means of chaos expansion theory why the
Bachelier model yields good short-time approximations of prices and volatilities. In addition to
that, the computation of prices and implied volatilities under the Bachelier model model has been
presented in, for example, Terkado [52]. However, the existing literature lacks the rigorous analysis
of the behaviour of the ATM level and skew of the implied volatility under the Bachelier model
with stochastic volatility. By contrast, in the case of a regular Black-Scholes framework, there are
numerous papers that study the short end maturity behaviour of the implied volatility under a
variety of models such as the Heston, the SABR and fractional Begomi. For example, see Alos [7],
Figueroa-Lépez et al.[23], Fukasawa [27], Fouque et al. [26].

The goal of this chapter is to fill the gap in the existing literature and to analyze the option
pricing problem when we allow the volatility of the Bachelier model to be a stochastic process. That
is, to study option prices and implied volatilities for local, stochastic and fractional Bachelier models,
both for vanilla and for exotic, in particular, Asian options. Specifically, we present analytical results

1




1. On the implied volatility of European and Asian call options under stochastic volatility Bachelier
model

for the behaviour of the level and the skew of the implied volatility for a general stochastic volatility
Bachelier model. Our main tool for proving these results is Malliavin calculus, see Appendix .1
for an introduction to this topic. Additionally, using the findings from the theoretical part of
the chapter we do an extensive numerical simulations to investigate the quality of the first order
approximations of the implied volatility across different moneyness and maturity scenarios. The
presented results are extension of the papers Alos [3] and Alos et.al [6].

The chapter is organized as follows. Section 1.2 is devoted to the statement of the problem and
main results. Intermediary steps and the proofs of the main results are presented in Sections 1.3
and 1.4. Finally, in Section 1.5 we present and discuss the results of the numerical study.

1.2 Statement of the problem and main results

Let T' > 0 and consider the following model for asset prices S (without lost of generality, we take
the interest rate equal to zero for the sake of simplicity) in a time interval [0, T

dSt = Utth
Wy = pW/ + /(1 = p?)By,

where Sy > 0 is fixed, Wy, W/, and B, are three standard Brownian motions on [0, 7] defined on the
same risk-neutral complete probability space (2, G, P). We assume that W/ and By are independent
and p € (—1,1) is the correlation coefficient between W; and W/, and that o, is an a.s. continuous
and square integrable process adapted to the filtration generated by W/. We denote by E; the
conditional expectation with respect to the filtration generated by W;.

Observe that when the volatility o is constant, equation (1.1) is the classical Bachelier model.
Notice that, in this case, asset prices are normally distributed.

We consider the following hypotheses on the volatility of the asset price. These hypotheses have
been taken for the sake of simplicity and can be replaced by adequate integrability conditions.

(1.1)

Hypothesis 1.2.1. There exist positive constants ¢c1 and co such that for all t € [0,T],
c1 <oy <.

Hypothesis 1.2.2. Forp > 2, o € L.

Hypothesis 1.2.3. There exists H € (0,1) and for all p > 1 there exist constants c1,co > 0 such
that for all0 < s<r<u<T<1

{E(DY oul")}'/? < cr(w—r)H 3 (1.2)

and
{E(IDY DY o, |[P)}V/P < ex(u— )T~ % (u— )75 (1.3)

We denote by (V,F )telo,7) the value of a European call option with fixed strike k. In particular,
Vif =E(St — k),

In a similar way, we denote by (VtA)te[o,T] the price of an arithmetic Asian call option with fixed
strike k. Then
Vit = E(Ar — k)4,

where Ay = £ fOT S,dt.
In oder to to deal with Asian options we follow the same approach as in [6], that is, we consider
the martingale M; = E;(Ar). Applying the stochastic Fubini’s theorem we get that

1 T T
ZSO—I—T/O Uu</u dt)qu.



Statement of the problem and main results

This implies that

T—1
dM, = %th = ¢ dW, (1.4)
where (T 1)
o -1
Pr = %

Notice that, under the classical Bachelier model, Ap is a Gaussian random variable with mean
Sy and variance T

We denote by Bg(t, S, k,o) the classical Bachelier price of a European call option with time to
maturity 7 — ¢, current stock price Sy, strike price k and constant volatility . That is,

Bg(t,St, k,0) = (St — k)N (dg(k,0)) + n(dg(k,0))oVT —t,
where
Sy —k
oVT —t
Here N and n denote the cumulative distribution function and the probability density function of

a standard normal random variable, respectively. Additionally, we recall that the Bachelier price
satisfies the following PDE

dE(k,J) =

1
O Bp(t,x ko) + iazaizBE(t,x,kp) =0. (1.5)

Similarly, we denote by Ba(t, St,ys, k, o) the Bachelier price of an arithmetic Asian call option

with constant volatility o, where y; = fot Syudu. A direct computation shows that (see the Appendix
.3 for the details)

Balt: Sk o) = (S0 = k) Nlaa(ko) + (T2 ntdath o)

where

STt 4w — g

da(k,o) = (a(T%)Jﬁ) .

TV3

Notice that we have the relation

J(T—t))
Bua(t,Si,ys,k,0) = Bg | t, My, k, ——= | .
A( ty Yt 0) E( t T\/g

We next define the implied volatility (IV) of a European call option as the quantity Ig(t, k)
such that
‘/;E - BE(ta Stﬂ k? IE(t7 k))a

and we denote by Ig(t, k;), where ki = S;, the corresponding at-the-money implied volatility
(ATMIV) which, in the case of zero interest rates, takes the form Blgl(t7 Sy, Sy, V,E). Similarly, we
define the implied volatility of an Asian call option (¢, k) as the quantity such that

‘/tA = BA(ta Shyta k7 IA(t7 k))?

and we denote by I4(t, k;) the corresponding ATMIV which, in the case of zero interest rates,
takes the form le(t, St, Yt St% + £, VA). We set k* = k.

The aim of this chapter is to apply the Malliavin calculus techniques developed in Alos [7] and
Muguruza et al. [6] in order to obtain formulas for the ATMIV level and skew as T'— 0 under the
general stochastic volatility model (1.1).

The main result of this chapter is the following theorem.

Theorem 1.2.4. Assume Hypotheses 1.2.1-1.2.8. Then,

lim Ig(0,k*) =09 and lim I4(0,k") = oy. (1.6)
T—0 T—0
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Moreover,
lim 772G =109, 15(0, k)
T—0
o 0 T T . (1.7)
: max (5 —H,0 !
= Jim T ,)W/O / E(DY o) dudr
and
jl,lino Tmax(%fH,O)akIA (0’ k*)
( ) 9 T T (1.8)
_ 1 max(+—H,0 o )2 w’
_%gnoT 2 700T5/0 (T r)‘/T (T —uw)*E(D,” o,)dudr,

Observe that when prices and volatilities are uncorrelated then the short-time skew equals to
zero, which coincides with the constant volatility case. Notice also that if the term E(D}” IO'U) is of
order (u—r)¥~= the limit of the right hand side of (1.7) will be 0 if H > 1/2 and it will converge
to a constant when H = % When H < % we need to multiply by Tz—H in order to obtain a finite
limit.

The results of Theorem 1.2.4 can be used in order to derive approximation formulas for the
price of European and Asian call options. Notice that

ViE = Bg(0,80,k,I5(0,k)) and Vg* = Ba(0,So, 50, k, 14(0, k)).
Then, using Taylor’s formula we can use the approximations
Ip(0,k) ~ I5(0, k") + Oklp(0, k") (k — k%),
T4(0,k) = TA(0,k™) + Ok la(0,k™)(k — k™).
The great utility of these relations is that we can use them to approximate the price of European and
Asian call options for a wide range of stochastic and fractional volatility models. We numerically

investigate the quality of this approximation for the SABR and fractional Bergomi models in
Section 1.5.3.

(1.9)

1.3 Preliminary results: decomposition formulas

In this section we provide closed form decomposition formulas for the prices and for the ATM
implied volatility skew of European and Asian call options under the stochastic volatility model
(1.1) that will be crucial for the proof of the main results.

We start with a preliminary lemma.

Lemma 1.3.1. Consider the model (1.1). Let 0 <t < s <T, p € (~1,1) and G, := F, vV F)¥ .
Then for every n > 0, there exists C = C(n, p) such that

om 82 on (92
= (g (g eto Mkoon ) 61) | = [2 (5 (gt ek 1)

_nt1
T 2
<c ( / ¢>2dr> ,
t
1 T o
where v, = \/ 7 [, ¢2dr
Proof. The proof follows the same steps as the proof of Lemma 6.3.1 in [5]. [ |

The main result of this section is the following theorem.

Theorem 1.3.2. Assume Hypotheses 1.2.1-1.2.3. Then, the following relations hold for all t € [0,T],

T T
ViE =K, (Bg(t, S, k,v})) + E; (/ H(s,Ss, k,vl)os (/ DZVUsz> ds) ,
¢

S

T T
VA =K, (Bg(t, My, k,v)) + E; </ H(s, Mg, k,vs)ps (/ DZV¢2dT> ds) ,
¢

S
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where H(s,x,k,0) = 302, Bp(s,x,k,0), v, = \/ 75 ftT o2ds, and vy = \/ 7 ftT @2ds.

Proof. The proof follows similar ideas as the proof of Theorem 25 in [3]. See also Theorem 6.3.2
n [5]. Notice that, as Bg(T,x,k,0) = (z — k)4 for every o > 0, the prices of our European and
Asian call options can be written as

ViE = Ey(Bg(T, St,k,vy)) and Vi = Ey(Bg(T, Mz, k,vr)).

We provide the proof of the decomposition formula for V. A similar argument applies for V,
and we safely skip it. Applying Theorem .1.2 to the function Bg(t, My, k,v;) and Y; = ftT »2ds

Yy

T % we obtain

noticing that v; =
BE(Ta MTa kv UT) = BE(t7 Mt7 ka Ut)

T 2
US
Jr/t (asBE(SvMS’ k,vs) + aUBE(s,MS,k,vs)M> ds
¢2

———d
2(T — s)vs B

/ 0:Bg(s, Mg, k,vs)psdWy — / 0y Br(s, Ms, k,vs)

+/ 8§xBE(S7MSak7US (/ DWd) dr)
/ 02, Bg(s, My, k,v,)¢2ds.

Notice that the following relation holds

0,Bg(s, Ms, k,0))
o(T —s)

02 Bp(s, My, k,0) = (1.10)

Then we get the following
BE(T7 MT7 k7 UT) = BE(ta Mt7 k Ut)

T
+/ (aSBE(S,MS,k‘,US) + zvfangE(s Ms,k,vs)> ds
t

/ O Bp (s, My, k,vs)psdW, — / 92, Bp(s, My, k,vs)¢2ds

+ 5/ 6gmxBE(S7MS7ka’US)¢s </ D;/‘/(bsz) ds
/ 02.Bp(s, My, k,v,)¢p2ds.

The first integral in the above expression is equal to zero due to equation (1.5). Finally, taking
conditional expectations we conclude that

Et (BE(T MT, k ’UT)) = ]Et (BE(t, Mt, k,’Ut))

T
( / wwaE § Msak US s (/ DZV¢$dT> dS) .

Observe that by Lemma 1.3.1 and Hypotheses 1.2.1 and 1.2.3, the last conditional expectation is
finite. This completes the desired proof. |

Based on the result of Theorem 1.3.2, we derive an expression for the ATMIV skew of European
and Asian call options under the stochastic volatility model (1.1).
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Proposition 1.3.3. Assume Hypotheses 1.2.1-1.2.3. Then, for every t € [0,T] the following holds

Ky (ftT OrH (s, Ss, k:,v;)A;ds)
0y Bp(t, St, ki, Ip(t ky))
Ee () OcH (s, My, K7, v,) A ds)
0o Ba(t, Se,ye, ki La(t, k)

6kIE(t, k‘:) =

akIA(tv kr) =

where N, = o fST DWo2dr and Ay = ¢ fST DW ¢2dr.

Proof. We provide the proof for the second part of the theorem. The first part follows by similar
arguments. Since V;A = Ba(t, St,ys, k, La(t, k)), differentiating we obtain that

ak‘/tA = akBA(tv Sty s, K, IA(ta k)) + aUBA(ta St Yi, ks IA(ta k))akIA(ta k)

On the other hand, using Theorem 1.3.2, we get that
T
VA = OLE, (Be(t, My, k,v,)) + By (/ (“)kH(s,Ms,k,vs)Asds> .
t

Combining both equations, we obtain that the volatility skew 9y 1(¢, k) is equal to

Eff (ftT akH(S7 MS’ k? US)A“?dS) + ]Et (8kBE(t7 Mtv ka vt)) - akBA(t7 Sta Yt, kv IA(tv k))
aO'BA(tastaytvkalA(tvk)) '

Finally, using the fact that
1
8kBE(t, Mt, k:, U) = 8kBA<t; St7 Yt k;(7 U) = _5

we complete the desired proof. |

In order to compute the limit of ATMIV skew, we need to identify the leading order terms
in the numerator of the formulas obtained in Proposition 1.3.3, for which the next result will be
crucial.

Proposition 1.3.4. Assume Hypotheses 1.2.1-1.2.3. Then, for allt < T,
T
E, (/ G(s, Ss,k,v;)A;ds> =T, (G(t, S, k,v;)J})
t
1 T
7/ agzzG(sa Ssvkvv;)J;Alst
t
T
amG(S,SS,k,U;)O'SDJ;dS> ,
T
Et </ G(SyMsa ka US)A3d5> = Et (G(t7 Mta k,Ut)Jt)
t
1 /T
+ E; <2/ 8;’MG(S,MS,I<:,US)JSASds>
t

T
+E, </ 81G(8,Ms,k,vs)qbsD_Jsds> ,
t

where G(t,x,k,0) = OpH(t,x,k,0), J; = ftTASds, J = ftTA;ds, D~J, = LT DY A dr and
D=J, = [T DYV A, dr.

6



Proof of Theorem 1.2.4

Proof. We only prove the second part of the theorem since the first part follows by similar arguments.
Applying Theorem .1.2 to the function Oy H (¢, My, k, vy) ftT Asds, we obtain that

T
/ G(s, Mg, k,vs)Asds = G(t, My, k,v;)J;
t

’U2

T
M, _— M.
—|—/t (8SG(5, sk, vs) + 5T ). 0,G (s, M, k,vs)) Jsds

T
+ / 0.G(s, My, k, 0,) Jbsd WV,
t

T
1
- v ,Ms,k, s d v M87ka S sAsid
/ G (s vs)Js ( s s+/ G (s vg)J, Q(T—S)’Uss

/ 0:G(s, Mg, k,v5)ps D™ Jgds + — / 202 G(s, My, k,vs)Jds.
Next, equations (1.5) and (1.10) imply that

DsG(s, My, k,vs) + 1u2a2 G(s, My, k,vs) =0,

2 s T
0,G(s, My, k,vs)
2 )
05,G(8, Mg, k,vs) = T =5

Using the above equations we get that
/ G(s, Mg, k,vs)Asds = G(t, My, k, v, Jt+/ 0:G(8, Mg, k,vs)JspsdW

/ - oa G (s, Mg, k,vs) JsAg ds+/ 0:G (s, Mg, k,vs)ps D™ Jsds.

Finally, taking conditional expectations and noticing that by Lemma 1.3.1 and Hypotheses 1.2.1
and 1.2.3, all conditional expectations are finite, we complete the desired proof. |

1.4 Proof of Theorem 1.2.4

1.4.1 Proof of (1.6) in Theorem 1.2.4: ATM implied volatility level

This section is devoted to the proof of (1.6) in Theorem 1.2.4. We only show the result for 74(0, k*)
since the proof for I (0, k*) follows along the same lines. We start proving the result for the implied
volatility in the uncorrelated case (p = 0) that we denote by I9(t, k).

1.4.1.1 The uncorrelated case
We aim to apply the decomposition for the option price obtained in Theorem 1.3.2. Observe that

(T = 1)? (=12, pw, (T

TQ s r T2 < TQ QCTTpDZV O

DY p2dr =

Thus, if p = 0, the decomposition formula give us that Vi = E(Bg(0, Mo, k,v0)). Then the ATMIV
satisfies that

L0, k%) = (Ba) (0, S0, 5o, k*, V5*) = E (B4 (0, S0, yo, K, EBE (0, Mo, k*, y)))
=E (B;'(0, 50,0, k", EBg(0, Mo, k*,v0)) &= B;"(0, So, yo, k*, B (0, Mo, k*, vp)))
=E (B,'(0, S0, yo, k*, ®o) — B;"(0, S0, yo, k*, @7)) + V3E(vo)
= V3E (B (0, My, k*, ®0) — B ' (0, Mo, k*, ®1)) + v/3E(vp),

)
where @, := E, (Bg (0, My, k*,v9)). The last two lines follow from the observation that

B‘Zl(t St7 Yt k;a BE<t7 Mt7 k;,ka U)) = %U'

B
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Observe that as p = 0, the Brownian motions W and W’ are independent. Thus, ®, =
E (BE (0, Mo, k*,vp) \.7-'7W,) and (®,),>0 is a martingale wrt to the filtration (FV'),>o. By the

martingale representation theorem, there exists a square integrable and F W/—adapted process
(Uy)r>0 such that

-
P, =P +/ UsdW..
0
A direct application of the classical It6’s formula gives

E (351(07 MO? k*a (I>0) - B51(07M07 k*7 q)T))

T T
1
—E ( | B0, Mok @ )UaW, 4 5 [ (550,00 k*,q>s>U3ds> ,
0 0
where (Bgl)’ and (Bgl)” denote, respectively, the first and second derivative of Bgl with respect
to 0. A direct computation gives

B,/2 .
BEY(0, Mo, k", ®,) = —=" and  ((Bg) 1)"(0, Mo, k*,®,) =0,

VT

which leads to
I5(0, k%) = V3E(uy).

By continuity, we conclude that
lim 19(0, k*) = oo, (1.11)
T—0

which proves (1.6) in the uncorrelated case.

1.4.1.2 The correlated case

Using similar ideas as in the uncorrelated case we get that

14(0,k%) = (Ba)~*(0, So, yo, k*, V")
=E ((Ba) (0,80, 90, k*,T'r) & (Ba)~"(0, So, yo, k*, o))
= E ((Ba)~"(0, 50, y0, k*, T'r) — (Ba) ""(0, S0, yo, k*, T0)) + 13(0, k)
= V3E (B5'(0, Mo, k*,T'7) — B (0, Mo, k™, To)) + I1%(0, k"),

where I'y := E[Bg(0, Mo, k*,v)] + 5E (f(f H(r, My, ki, v.)Apdr).
A direct application of Itd’s formula gives

T
I4(0,k%) = I19(0,k*) + E (/ (BEl)’(O,Mo,k*,I‘S)H(s,M&kf,vs)Asds>
0

/ T
=19(0,k*) + %E (/0 H(s,MS,k;,us)Asds> .

Next, Hypotheses 1.2.1 and 1.2.3 together with Lemma 1.3.1 imply that

T T -1 T
* 2
’E (/0 H(s, M,, k ,vs)Asds> ‘ < CE (/0 d)rdr> (/0 Asds>

T (2 -1 _ g3 T )
<o [ ) [T [ snt o

0
<ol /T(T )3/T< Vb drd
S T4 o S . T S ras

— CoTH*3,



Proof of Theorem 1.2.4

Thus, we conclude that ﬁﬂi (fT H(s, M, k:,vs)Asds> — 0 as T — 0. Finally, using (1.11), we

0
get that
IA(O, k*) — 0o

as T — 0, which concludes the proof of (1.6).

1.4.2 Proof of (1.7) in Theorem 1.2.4: ATMIV skew

We provide the proof for the Asian call option case. The result for the European call follows by the
same argument.
Appealing to Propositions 1.3.3 and 1.3.4 we have that

1
Oy BA 0 S0, Yo, k*, IA(O k‘*))

+]E</ e sMS,k*ms)JSAsds) (1.12)

T
+E (/ 8IG(s,MS,k*,vS)¢sDJSds> }
0

We start bounding the second term in (1.12). Using Hypotheses 1.2.1 and 1.2.3 together with
Cauchy-Schwarz inequality we get that

E(|JsAs])

— s T ’ T T /
<o )E(</ (T - r)2|DY a,-|dr> (/ = [ 10l m-drdu))
<o) g (/ (T—T)2|D¥V'ardr> E (/ T—w | DZV’wldrdu)

s T T T
<o )\/(T—s)5 / E(|DY 0, [2) dr(T — s)3 / / B (DY 0, [2) drdu

(T — 5)2H+8
T6 ’

3kIA(O k ) {E (G(O,Mg,k*7U0)J0)

<C

Then, using Lemma 1.3.1 we conclude that

‘ (/ . sMs,k,vs)JsAsds>‘

1 T (T — s)2H+8

— 2H
), To——dt=CT,

<C

We next bound the third term in (1.12). We have that
T T T
/ DY A,.dr = / DY <¢T / DV ¢idu> dr
T T T
-/ (wm [ ¥ | DSWDmdu) ar

DYDY ¢2 = 2(DY ¢, DY ¢, + 6, DY DY 6,).

where

Hypothesis 1.2.1 implies that

W HW ;2 (T —u)? w’ w’ W' AW’
DY DY 63| < 0= (IDY 00| ID} 0| + DY D} a1
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Then, appealing to Hypothesis 1.2.3, we get that

' (T?T)S T 1 1
8 ¢'“/ D" D" grdu SCT/(u—r)H’f(u—s)H*Edu
T _ )3
< ¢! T;") (T —5)°H
and
T (T*’I”)s , T ,
E ‘D%r/ D,chbidu‘ <O E |D§Vo-r|/ DY o, |du
<C(T—1“)3

g (= )T ),

) SC’/ST(TT;)B ((r—s)H*%(T—s)HJr%—|—(T—s)2H) dr

Therefore, we conclude that
(T _ S)2H+4

T
IE( / DY A,.dr
T3

Finally, using Lemma 1.3.1 we obtain that the third term in (1.12) satisfies that

T 3 1 T T — g)5+2H
‘IE (/ 0y G (s, My, k, v3)bs D Jsds> ‘ <y %ds
0 0

= 7?1,

<C

Taking into account the relation 9, B4(0, Sy, yo, k*,0) = %30315(0, So, k*,0) we get that

T
aUBA(()? SanOv k*v U) = \/7

Vor
Thus, as

1 1
: max(3—H,0) 2H
hmoT 2 \FT =0,

the second and third terms in (1.12) will contribute as 0 in the limit (1.8).
We finally study the first term in (1.12). Direct differentiation give us that

1
G(0, My, k™, vg) = .
(0, Mo, &, v0) 2/ 2mud T3/2

Thus, by (1.12), we get that

71}310 Tmax(%fH,O)akIA(O’ k*)

1 T T )
= \/gp%imo Tmax(%fH*O)ﬁE (Uo_3/ o (T — r)/ ou(T —u)*DY aududr> .
—

0 T

By continuity, it holds that v, 3 converges towards oy 3/3° as. as T — 0. On the other hand,
by Hypotheses 1.2.1 and (1.2), we have that

T T ,
‘IE (/ o (T — r)/ ou(T —u)*DY aududr> ‘
0 T
T T )
<C (T—r)g/ (u — )2~ 2 dudr
0 r
< CTHHH+S

Thus, by dominated convergence, we conclude the proof of (1.8).

10
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1.5 Numerical analysis

In this section we apply the theoretical results presented earlier to some examples of stochastic
volatility models. We justify our findings with numerical simulations.

1.5.1 The SABR model

We consider the SABR stochastic volatility model with the skewness parameter equal 1, which is
the most common case from a practical point of view. This corresponds to equation (1.1), where
S; denotes the forward price of the underlying asset and
’ (12
do; = ao dW/, op = opeWi Tt

where o > 0 is the volatility of volatility.

Notice that this model does not satisfy Hypothesis 1.2.1, so a truncation argument is needed in
order to check that Theorem 1.2.4 is true for this model. We skip it here for the sake of simplicity
since it is identical to the one presented in Section 2.5.2.

For » < t, we have that DXV/Ut = ao; and E (D,W/ot> = awog. Therefore, applying Theorem
1.2.4 we conclude that

3
li I k) = -
Tlinoak A0, 5P
1
li 1 ) = —pa.
Hm 015 (0,k7) = 5pa
We next proceed with some numerical simulations using the following parameters
So=10,T = ! dt—T =0.5, p=-0.3 =(0.1,0.2 1.4)
0= s _2527 _50,a—.,p— D, 00 = AUz, 00, LA ).

In order to get estimates of an Asian call option we use antithetic variates. The estimator of
the price is defined as follows

1 N 1 1 N i, A
f/sabr - N Zi:l V% + N Zi:l VT (113)
2 9

where N = 2000000 and the sub-index A denotes the value of an Asian call option computed on
the antithetic trajectory of a Monte Carlo path.

In order to retrieve the implied volatility we use method presented in Jaeckel [40]. For the
estimation of the skew, we use the following expression which allows us to avoid a finite difference
method

) jA(O k*) _ 7akBA(07XOayOak*aIA(ka*)) 7]E(1ATZI€*) _ %_E(lATZk*)
e 9 B(0, Xo,yo, k*, 14 (0,k)) F

67
akjE(O k‘*) o 7akBE(Osza k*le(O7k*)) - E(lsTZk*) o % - ]E(lsTZk*>
o 9,Bg(0, 80, k*, Ir(0, k* n / '
£(0, 50 B( ) %

(1.14)

We use equation (1.14) in order to get estimates of the skew. In Figure 1.1 we present the
results of a Monte Carlo simulation which aims to evaluate numerically the level and the skew of
the at-the-money implied volatility of an Asian call option under the SABR model. And in Figure
1.2 we do the same, but for the European call option. We observe that all the numerical results fit
the theoretical ones.

1.5.2 The fractional Bergomi model
The fractional Bergomi stochastic volatility model assumes equation (1.1) with

_1,2,2H
O_t2 _ o,gev\/2HZt vt ,

t
Zt:/ (t— )2 aw,
0

11
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141 — Theoretical Level —0.050
Estimated Level — Theoretical Skew
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—0.060
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06 g -0.075
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Figure 1.1: At-the-money level and the skew of the Implied Volatility of an Asian call under the
SABR model.
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Figure 1.2: At-the-money level and the skew of the Implied Volatility of the European call option
under the SABR model.

where H € (0,1) and v > 0.

As for the SABR model, a truncation argument as in Section 2.5.3 is needed in order to apply
the results in the previous sections, as Hypothesis 1.2.1 is not satisfied. Moreover, for r < u, we
have

/ 1
DY o, = iauv\/QH(u - r)H*%,

/ 1
]E(D:/V O'u) = eiévzumq?o’ov\/ 2H(u — T)Hi%

which gives

' o Jooif H>1
a0 =l i 571
1 (1.15)
. o fooif H>L
%liﬂoakIE(Oak )_{ff if H=1.
and for H<%
N 288puV/2H
lim 7279 14(0,k*) =
Jim 72770, A(0,k7) (2H + 9) (8H3 4+ 36 H2 + 46 H + 15)’ (1.16)

1_ 2pvV2H
lim 72 79, 15(0, k%) = .
fim T2 R0 I (0K) = e+ 1)

The parameters used for the Monte Carlo simulation are the following
T
Sp =100, T' = 0.001, dt = =0’ H=(04,0.7),v=0.5, p=-0.3, 00 = (0.1,0.2,...,1.4).

In order to get estimates of the price of an Asian call option under the fractional Bergomi model
we use antithetic variates presented in equation (1.13). Then, the level of at-the-money implied

12
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volatility of an Asian and European call options are presented on Figures 1.3 and 1.4, respectively.
One can see that the result is independent of H.

141 — Theoretical IV 141 — Theoretical IV
Estimated IV Estimated IV
12 124
z 10 zlo
F E
] 0.8 = 084
] -
z o
= 06 5 06
E E
0.4 04
02 02
T T T T T T T T T T T T T T
0z 04 0.6 0.8 10 12 14 02 04 0.6 08 10 12 14
@ L]
(a) H=0.4 (b) H=0.7

Figure 1.3: At-the-money level of the IV of an Asian call under fractional Bergomi model.
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Figure 1.4: At-the-money level of the IV of the European call under fractional Bergomi model.

On Figures 1.5 and 1.6 we present the ATM implied volatility skew as a function of maturity of
an Asian and European call options, respectively, for two different values of H, where we observe
the blow up to —oo for the case H = 0.4. Equation (1.15) suggests that the theoretical values
of the slope of the at-the-money skew (as a function a7%) in the cases of Asian and European
call options with H < % are —0.0497 and —0.0336, respectively. We conclude that theoretical
results are in line with the observed numbers. Due to the blow up of the at-the-money implied
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(a) H=0.4, oo = 0.3 (b) H=0.7, o9 = 0.3

Figure 1.5: At-the-money IV skew of an Asian call as a function of 7" under fractional Bergomi
model.

volatility skew of an Asian and European call options when H < % we also plot (as a function of
00) the quantities T2~ H§,14(0, k*) and T2~ H9,1E (0, k*) for H = 0.4 as well as 814 (0, k*) and
ORIF(0,k*) for H = 0.7 for fixed value of T'= 0.001. The result is presented at Figures 1.7 and 1.8.
We see that numerical estimates agree with the presented theoretical findings.
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Figure 1.6: At-the-money IV skew of the European call as a function of 7" under fractional Bergomi
model.
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Figure 1.7: At-the-money IV skew of an Asian call as a function of oy under fractional Bergomi
model
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Figure 1.8: At-the-money IV skew of the European call as a function of oy under fractional Bergomi
model

1.5.2.1 Local volatility model
We consider the local volatility model
dSt = O'(St)th,

where o € Cf (bounded with bounded first and second derivatives) and o(z) > ¢ > 0, for all .
We apply Theorem 1.2.4 when S; follows this model with p = 0 and o; = o(S;). Under the above
assumptions it is easy to see that all the hypotheses are satisfied with H = % Thus, for the ATMIV
level, we directly see that the limit is equal to o(Sp). For the ATMIV skew, we need to compute
D,.o(S;). We have for r < u,

DY o(S,) =0'(S,)DY S, = o' (S.) (J(ST) + /u DXVU(SS)dWS) :
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Numerical analysis

In particular,

This can be written as

E(Dyo(Su)) = o' (So)o(So) +E ((0'(Su) — 0’(S0))o(5r))
+0'(So)E ((o(Sr) — a(S0))) -

Then, using the mean value theorem and the fact that S; has Holder continuous sample paths of
any order v < %, we see that the last two terms of the last display will not contribute in the limit
(1.7) and (1.8). Thus, we get

: o3
%13108kIA(0,k ) = gO’ (So),

. *\ ]‘ /
%1Ln08kIE(0,k ) = 50’ (S())

1.5.3 Approximations of implied volatility

In this last section we study numerically the adequacy of the linear approximation of the implied
volatility of an Asian and European call options given by equation (1.9) in the case of the SABR
and fractional Bergomi models.

1.5.3.1 Asian call option

We start our analysis by presenting the results for the case of an Asian call option.

The SABR Model We proceed with the following numerical experiment. We randomly sample
the parameters as og ~ U(0.2,0.8), a ~ U(0.3,1.5) and p ~ U(—0.9,0.9), where U stands for the
uniform distribution. We fix Sy = 10 and consider the following strikes

K = (9.97,9.9743,9.9786, 9.9829, 9.9872,9.9915, 9.9958, 10.0001)

and maturities 7' = (0.01,0.1,0.5,1,2). We consider the narrow OTM range around ATM region
because due to the law of large numbers deep OTM quickly loose the value and prices become
indistinguishable from 0. An Asian call option is priced using Monte Carlo with 100000 paths and
discretization step 0.01 and the IV is estimated using the same approach as discussed in Section
1.5.1. The approximation accuracy of the Monte Carlo for the IV is computed using the pointwise
relative error with respect to the 95% Monte Carlo confidence interval and is presented in Table
1.1.

[ Maturity /Strike  9.9700 9.9743  9.9786  9.9829 9.9872 9.9915 9.9958 10.0 |

0.01 0.94 0.92 0.91 0.91 0.91 0.92 0.93  0.94
0.1 0.94 0.94 0.94 0.95 0.95 0.95 0.95  0.95
0.50 1.02 1.02 1.02 1.02 1.02 1.0 1.0

1.0 1.1 1.1 1.10 1.1 1.1 1.1 1.1 1.0
2.0 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3

Table 1.1: Median percentage error wrt the 95% Monte Carlo confidence interval for an Asian call
IV under the SABR model.

We then compare the estimated IV with the approximation formula (1.9). We compute in
Table 1.2 the median relative percentage error, the 90% quantile and the maximum of the relative
percentage error of the Monte Carlo prices computed across 2000 random parameter combinations.
We consider the 90% quantile in order to take into account the fact that we might generate "bad’
parameter combinations that may require more Monte Carlo samples to converge. In order to help
the visualization of these quantities we also plot the heat map in Figure 1.9.

Overall, we can see that the suggested implied volatility approximation performs well in the ATM
region for short dated options. We achieve implied volatility approximation accuracy comparable
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1. On the implied volatility of European and Asian call options under stochastic volatility Bachelier

model

[ Maturity/Strike  9.9700 9.9743  9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 0.24 0.23 0.22 0.23 0.23 0.24 0.24 0.72
0.10 0.26 0.25 0.25 0.25 0.24 0.24 0.24 0.29
0.50 0.89 0.89 0.87 0.87 0.87 0.87 0.86 0.81
1.00 1.95 1.93 1.92 1.91 1.90 1.89 1.89 1.84
2.00 4.04 4.04 4.03 4.01 4.02 4.05 4.02 4.00

(a) Median % error

| Maturity/Strike  9.9700 9.9743 9.9786 9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 0.57 0.54 0.51 0.51 0.51 0.53 0.53 1.18
0.10 0.71 0.69 0.66 0.64 0.63 0.62 0.61 0.63
0.50 3.53 3.50 3.47 3.45 3.44 3.41 3.41 3.36
1.00 6.94 6.92 6.91 6.90 6.90 6.86 6.82 6.79
2.00 12.76 1275 1271 12,67  12.67 1258 1255 12.54

(b) 90th quantile % Error

| Maturity/Strike  9.9700 9.9743  9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 5.17 1.87 1.19 0.95 1.07 1.13 1.20 1.93
0.10 2.26 2.04 1.84 1.67 1.53 1.42 1.36 1.35
0.50 6.17 5.94 5.80 5.68 5.64 5.62 5.61 5.56
1.00 10.78 10.66 10.63 10.61 10.60 10.59  10.58 10.55
2.00 18.65 18.58 1852 1846 1840 18.36  18.31 18.25

(c) Maximum % error

Table 1.2: Approximation error of Asian call IV under the SABR model.
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Figure 1.9: Accuracy of the approximation (1.9) for an Asian call under the SABR model.

to the original Monte Carlo simulation. However, the quality of it impairs as soon as we move in
the maturity (7 > 0.5) and moneyness dimension.

In order to explain why the approximation impairs with the maturity of an option, we show a
"typical" implied volatility surface in the simulated data set at Figure 1.10. One can see that ATM
level of the implied volatility 74(0, k*) changes considerably with the increase of maturity leading
to the decrease in the quality of the linear approximation.

fractional Bergomi Model In the case of the fractional Bergomi model we randomly sample the
parameters of the model as g ~ U(0.2,0.8), v ~ U(0.3,1.5) and p ~ U(—0.9,0.9). We keep the
values of Sy, K and T identical to the one in the SABR case. In order to investigate the influence
of fractionalness of the volatility process we consider two values of H = {0.2,0.7}. We price the
Asian call option using Monte Carlo with 100000 paths and discretization step 0.01.

We start with the case H = 0.2. The implied volatility approximation accuracy using Monte
Carlo is computed using the corresponding pointwise median relative error with respect to the
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Figure 1.10: Implied volatility surface of an Asian call under the SABR model.

95% Monte Carlo confidence interval. The result is presented at Table 1.3. Next, we look at the

[ Maturity/Strike 9.9700 9.9743  9.9786_ 9.9820 9.9872 9.9915 9.9958 10.0001 ]|

0.01 1.07 1.01 0.97 0.94 0.93 0.93 0.94 0.95
0.10 0.96 0.96 0.95 0.95 0.95 0.95 0.95 0.95
0.50 0.98 0.98 0.98 0.98 0.98 0.98 0.97 0.97
1.00 1.00 1.00 0.99 0.99 0.99 0.99 0.99 0.99
2.00 1.30 1.29 1.29 1.29 1.28 1.28 1.28 1.28

Table 1.3: Median percentage error wrt the 95% Monte Carlo confidence interval for an Asian call
IV under the fractional Bergomi (H=0.2) model.

behaviour of the linear approximation of the implied volatility. The methodology is the same as
in the case of the SABR. The results are presented in Table 1.4 and Figure 1.11. Overall, the
conclusion is the same as in the case of the SABR model. However, the approximation performs
very well at short maturity (7" < 0.1) around ATM region and gets worse with the increase of
maturity. This impairment of the approximation is not drastic, but the error is bigger than in
Monte Carlo simulation. One can see that the median error is bounded by 3.5 percent over the
whole surface under consideration. This behaviour becomes clear by looking at Figure 1.12
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Figure 1.11: Accuracy of the approximation (1.9) for an Asian call IV under fractional Bergomi
with H = 0.2.

Finally, we repeat our analysis in the case of the fractional Bergomi model with H = 0.7. The
results are presented in Tables 1.5 and 1.6, Figures 1.13 and 1.14. One can see that the "typical"
implied volatility surface in the sample is very close to the flat one. The level changes quite slowly
as we move in the direction of moneyness and maturity. The curvature seems to be minimal if
any. As a result, the linear approximation given by equation (1.9) works quite well in this case
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1. On the implied volatility of European and Asian call options under stochastic volatility Bachelier

model

[[ Maturity /Strike  9.9700 9.9743  9.9786 9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 049 050 050 054 059 064  0.67 1.19
0.10 117 121 123 125 126 128  1.29 1.46
0.50 216 218 219 219 219 220 220 2.26
1.00 2.80 282 283 283 284 28 285 2.90
2.00 3.68 368 369 369 369 369 3.9 3.73

(a) Median % error

| Maturity/Strike  9.9700 9.9743 9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 141 128 125 124 129 133 134 1.93
0.10 2.61 264 268 267 269 272 272 2.93
0.50 492 493 496 498 500 500  5.02 5.07
1.00 650 651 652 652 652 652 651 6.57
2.00 872 874 874 874 874 874 874 8.77

(b) 90th quantile % Error

| Maturity/Strike  9.9700 9.9743  9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 ||
0.01 1239 628 245 219 202 206 211 2.95
0.10 437 436 435 434 434 434 434 4.68
0.50 768 767 767 766  7.66  7.67  7.68 7.86
1.00 10.67  10.65 10.63 10.62 10.61  10.59  10.57  10.69
2.00 1355 13.55 13.54 1353 13,52 1351 1351  13.57

(c) Maximum % error

Table 1.4: Approximation error of an Asian call IV under the fractional Bergomi (H=0.2) model.
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Figure 1.12: Implied volatility surface of an Asian call under the fractional Bergomi (H=0.2) model.

across different moneyness with maturity 7" < 1. This is quite different from the behaviour that we
observed in the case of the SABR and fractional Bergomi with H = 0.2.

[ Maturity/Strike_9.9700 9.9743 0.9786 9.9820 9.0872  9.9915 9.9958 10.0001 ||
0.01 091 090 090 090 09T 092 093 094
0.10 0.92 092 092 093 093 093 094 094
0.50 0.94 094 094 094 094 094 094  0.94
1.00 0.95 095 095 095 095 095 095  0.95
2.00 0.99 099 099 099 099 099 099  0.99

Table 1.5: Median percentage error wrt the 95% Monte Carlo confidence interval for an Asian call
IV under the fractional Bergomi (H=0.7) model.
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| Maturity/Strike  9.9700 9.9743  9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 ||

0.01 0.32 0.30 0.28 0.27 0.27 0.26 0.27 0.74
0.10 0.39 0.36 0.33 0.31 0.31 0.31 0.30 0.46
0.50 0.61 0.62 0.64 0.65 0.68 0.72 0.74 0.82
1.00 1.34 1.36 1.37 1.42 1.42 1.42 1.45 1.50
2.00 3.28 3.27 3.25 3.25 3.25 3.27 3.32 3.38

(a) Median % error

[ Maturity/Strike 9.9700 99743 9.9786  9.9829 9.9872 9.9915 9.9958 10.0001 |

0.01 0.84 0.77 0.70 0.65 0.62 0.59 0.56 1.19
0.10 1.08 0.97 0.88 0.81 0.74 0.68 0.63 0.79
0.50 2.06 1.93 1.79 1.68 1.55 1.45 1.47 1.54
1.00 3.56 3.44 3.32 3.26 3.22 3.17 3.15 3.16
2.00 7.59 7.60 7.56 7.65 7.64 7.63 7.62 7.51

(b) 90th quantile % Error

[ Maturity/Strike 9.9700 99743 9.9786  9.9829 9.9872 9.9915 9.9958 10.0001

0.01 2.10 1.69 1.32 1.20 1.04 0.99 0.94 1.85
0.10 3.77 3.37 2.97 2.56 2.15 1.75 1.35 1.35
0.50 6.16 5.58 5.01 4.45 3.89 3.34 2.79 2.54
1.00 9.04 8.37 7.72 7.07 6.43 5.80 5.17 5.08
2.00 1774 1694 16.15 1537 14.60 13.84 13.08 12.42

(¢) Maximum % error

Table 1.6: Approximation error of an Asian call IV under the fractional Bergomi (H=0.7) model.
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Figure 1.13: Accuracy of the approximation (1.9) for an Asian call IV under fractional Bergomi
with H = 0.7.
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Figure 1.14: Implied volatility surface of an Asian call under the fractional Bergomi (H=0.7) model.
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1. On the implied volatility of European and Asian call options under stochastic volatility Bachelier
model

1.5.3.2 European call option

We continue our analysis by repeating the calculations from the previous section in the case of the
European call option. By contrast to the Asian case, now we are using Monte Carlo with 200000
paths and discretization step 0.02, K = (9.,9.1,9.2,...,10). All the other parameters and set up in
general are preserved.

The SABR Model We start by looking at the European call option under the Bachelier model
with the SABR volatility. The implied volatility approximation accuracy using Monte Carlo is
presented in Table 1.7. Next, we look at the behaviour of the implied volatility approximation. The

| Maturity/Strike 9.0 91 92 93 94 95 96 97 98 99 100 |

0.01 5.01 5.02 511 5.13 533 539 551 583 6.10 1.26 0.66
0.10 713 747 759 770 732 6.10 413 206 1.02 0.71 0.68
0.50 493 422 357 278 212 163 128 1.05 089 0.81 0.78
1.00 2.73 237 209 180 158 139 123 1.10 1.01 094 0091
2.00 216 203 192 180 1.68 156 1.47 140 1.33 1.28 1.24

Table 1.7: Median percentage error wrt the 95% Monte Carlo confidence interval for the European
call IV under the SABR model.

detailed results of the behaviour of different error types are presented in Table 1.8 and Figure 1.15.
Overall, the approximation performs very well around ATM region and gets slightly worse with the
increase of maturity. However, the approximation becomes very poor at the short end as we move
away from the ATM region. This happens due to considerable curvature of the implied volatility in
this region. This behaviour can be clearly seen at Figure 1.16, where we present "typical" surface
for our simulated data set. As maturity increases, the curvature considerably decreases leading
to the improvement of the approximation (1.9). Notice, that, by contrast to an Asian call option,
ATM level of the implied volatility is much more stable making the approximation to work quite
well as we increase the maturity of the option.
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Figure 1.15: Accuracy of the approximation (1.9) for the European call under the SABR model.

fractional Bergomi Model We continue our analysis of the behaviour of the implied volatility
approximation of the European call under the fractional Bergomi model. We start with the case
of H = 0.2 and present the accuracy of the Monte Carlo pricing at Table 1.9. Next, we move to
the analysis of the behaviour of the implied volatility approximation (1.9). The detailed results
regarding different error types are presented in Table 1.10 and Figure 1.18. To sum up, the behaviour
of the implied volatility approximation is close to the SABR model. Similarly, the curvature of
the implied volatility decreases considerably as options maturity increases. The stability of the
ATM implied volatility level gives the improvement (except T' < 0.1) in the quality of the linear
approximation for a wide variety of options across all strikes and maturities. This behaviour can
be clearly seen at Figure 1.17, where we present "typical" surface in our data set.

We conclude this section by looking at the approximation of the European call implied volatility
under the fractional Bergomi model with H = 0.7. We present the accuracy of the Monte Carlo
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| Maturity/Strike 9.0 91 92 93 94 95 96 97 98 99 100 ]
0.01 79.81 78.02 7587 7265 68.73 63.17 54.73 41.38 15.11 0.50 0.12
0.10 45.08 40.44 34.55 26.61 17.64 10.22 574 3.15 156 0.68 0.36
0.50 18.00 15.85 13.73 11.79 959 7.63 595 434 298 201 1.64
1.00 17.40 15.76 14.42 1259 10.99 9.32 754 6.04 456 3.62 3.27
2.00 18.97 17.86 16.57 15.07 13.58 11.97 10.36 8.97 7.64 6.76 6.31

(a) Median % error

| Maturity/Strike 9.0 9.1 92 93 94 95 9.6 9.7 9.8 9.9  10.0 ||
0.01 93.11 9230 91.62 89.5 87.3 84.13 79.02 70.72 55.43 1458 0.30
0.10 81.61 79.17 76.51 712 65.8 57.31 44.07 2327 7.53 252 1.18
0.50 64.29 62.99 5869 51.7 43.1 3475 2543 16.92 10.34 6.54 5.44
1.00 63.31 59.60 56.81 50.3 44.7 36.31 28.17 20.67 14.55 11.11 10.05
2.00 64.19 61.34 5816 53.6 47.7 4042 33.17 26.61 21.58 18.42 17.45

(b) 90th quantile % Error

[ Maturity/Strike 90 91 92 93 94 95 96 97 938 9.9  10.0 |
0.01 99.9 99.9 999 99.9 99.8 996 99.1 96.6 84.89 108.34 0.60
0.10 99.8 99.8 99.8 99.8 994 988 1123 91.5 62.06 882 210
0.50 99.79 99.6 99.6 99.7 98.9 982 945 81.98 34.07 14.22 8.1
1.00 99.75 99.7 99.6 99.7 99.1 97.9 948 80.43 38.08 19.46 14.27
2.00 99.76  99.7 99.7 99.8 99.19 98.1 95.0 83.84 44.11 27.61  24.3

(c) Maximum % error

Table 1.8: Approximation error of the European call IV under the SABR model.
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Figure 1.16: Implied volatility surface of the European call under the SABR model.

[ Matwity/Strike 9.0 9.1 92 903 94 95 96 97 98 99 100

0.01 570 581 586 599 6.06 624 6.46 6.71 7.15 2.00 0.67
0.10 710 749 vv4 T2 787 6.76 4.68 237 1.13 0.74 0.68
0.50 6.16 536 4.18 3.19 228 158 1.21 095 0.80 0.73 0.70
1.00 3.31 271 215 1.69 1.42 117 097 085 0.78 0.74 0.72
2.00 1.87 1.64 143 1.26 110 097 088 0.83 0.78 0.76 0.74

Table 1.9: Median percentage error wrt the 95% Monte Carlo confidence interval for the European
call IV under the fractional Bergomi (H=0.2) model.

at Table 1.11. The detailed results regarding different error types are presented in Table 1.12
and Figure 1.20. Due to the equation (1.15) the implied volatility approximation in this case is a
horizontal plane leveled at 0. Visual justification of the flat skew can be clearly seen at Figure
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model
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Figure 1.17: Implied volatility surface of the European call under the fractional Bergomi (H=0.2)

T
10.0

model.

[ Maturity/Strike 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9 10.0 |
0.01 76.52 74.74 7248 70.59 67.12 61.92 54.90 42.06 17.64 1.09 0.64
0.10 44.01 39.03 33.18 25.90 16.32 926 473 197 098 1.06 1.53
0.50 9.72 7.38 5.62 4.08 277 204 176 1.78 217 275 2.99
1.00 539 422 330 264 224 219 235 274 3.15 3.80 3.96
2.00 3.37 290 2.8 2.83 295 3.28 3.64 3.98 4.82 515 525

(a) Median % error

| Maturity/Strike 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9 10.0 ||
0.01 94.49 93.43 92.8 91.17 90.03 87.50 83.44 76.84 61.84 17.52 1.5
0.1 81.38 78.6 75.2 71.6 66.11 57.02 43.55 21.90 521 3.30 3.8
0.5 57.95 51.8 425 343 23.15 136 873 695 628 7.02 7.3
1.00 39.11 30.8 22.8 158 12.06 958 880 809 860 94 96
2.00 20.47 16.7 144 129 11.63 10.87 10.67 11.20 11.98 12.57 12.9

(b) 90th quantile % Error

[ Maturity /Strike 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9  10.0 ]|
0.01 99.9 99.9 99.95 99.86 99.97 99.97 99.81 99.73 98.30 77.47 2.8
0.10 99.8 99.8 113.99 99.81 99.74 97.15 97.02 96.83 63.78 6.46 5.8
0.50 99.8 98.8 9542 96.90 92.12 98.48 79.16 48.12 11.34 11.06 11.4
1.00 94.7 99.2 96.14 95.76 95.07 72.91 32.94 15.38 14.98 14.8 14.7
2.00 97.4 99.4 88.06 88.41 67.31 3839 19.24 19.54 19.58 19.50 19.3

(c) Maximum % error

Table 1.10: Approximation error of the European call IV under
model.

the fractional Bergomi (H=0.2)

[ Maturity/Strike 9.0 91 92 93 94 95 96 97 98 99 100 ]
0.01 426 435 427 424 489 439 487 492 379 0.86 0.66
0.10 588 5.99 6.68 641 567 425 230 1.03 0.71 0.64 0.66
0.50 493 395 291 210 145 107 086 0.74 0.68 0.67 0.67
1.00 276 223 174 137 114 095 083 075 0.72 0.70 0.70
2.00 1.86 1.62 141 122 1.07 096 0.89 084 080 0.78 0.77

Table 1.11: Median percentage error wrt the 95% Monte Carlo confidence interval for the European

call IV under the fractional Bergomi (H=0.7) model.

1.19, where we present "typical" surface observed in our data set.
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Figure 1.18: Accuracy of the approximation (1.9) for the European call under fractional Bergomi
(H=0.2) model.
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Figure 1.19: Implied volatility surface of the European call under the fractional Bergomi (H=0.7)
model.
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Figure 1.20: Accuracy of the approximation (1.9) for the European call under fractional Bergomi
(H=0.7) model.
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model

[ Maturity/Strike 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 98 99 10.0 |
0.01 78.96 76.27 73.63 70.05 65.67 59.42 49.13 34.11 5.86 0.69 0.11
0.10 42.65 36.66 29.48 20.49 11.22 698 447 3.02 1.95 0.98 0.16
0.50 14.28 1276 10.69 9.22 7.60 6.29 5.17 3.80 247 127 1.21
1.00 13.16 11.85 10.62 9.17 8.05 6.64 5.35 3.88 294 269 3.13
2.00 12.59 11.37 10.41 9.18 7.85 6.89 6.35 6.23 6.70 7.92 8.26

(a) Median % error

| Maturity/Strike 9.0 9.1 9.2 9.3 9.4 9.5 9.6 9.7 9.8 9.9 10.0 |
0.01 88.6 87.53 85.8 83.93 81.58 78.05 73.05 64.31 47.62 537 0.2
0.10 69.5 66.35 62.5 57.49 50.85 41.63 2834 10.56 541 283 04
0.50 40.1 34.09 289 2343 19.74 16.83 14.13 11.52 827 503 29
1.00 31.4 2842 26.1 24.08 22.49 20.28 17.70 15.02 11.88 87 7.6
2.00 31.2  29.55 29.4 2937 29.09 28.46 26.44 24.34 21.68 19.55 19.5

(b) 90th quantile % Error

[ Maturity/Strike 90 91 92 93 94 95 96 97 98 99 10.0 |
0.01 91.6 909 89.5 883 864 838 80.4 736 73.50 64.55 0.62
0.10 774 751 928 982 63.7 57.3 47.0 33.02 33.19 89  0.83
0.50 57.6 549 588 526 56.8 684 51.4 42.07 31.86 17.3  4.40
1.00 60.3 534 534 747 68.6 63.6 64.1 53.6 44.64 271 11.12
2.00 98.7 135.5 100.9 85.9 109.2 116.8 98.0 78.1 6854 48.6 28.58

(c) Maximum % error

Table 1.12: Approximation error of the European call IV under the fractional Bergomi (H=0.7)

model.
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Chapter 2

On the implied volatility of Asian options
under stochastic volatility models

2.1 Introduction

This chapter is devoted to the study of Asian call options with payoff of the form

1 (T
(/ Sudu—K> ,
T Jo
+

where T denotes the maturity, S the price of the underlying, and K the strike of the contract. Asian
options of this type are extremely important in energy markets for different reasons. From one hand,
typical energy transactions use to take place via multiple deliveries. Then, these transactions are
priced on average and not only on a terminal price. Secondly, the payoff is less sensitive to extreme
market fluctuations, which becomes interesting in non-liquid markets. Finally, these options tend
to be cheaper than the corresponding European vanillas.

The aim of this chapter is to study the short-time maturity behavior of the at-the-money implied
volatility (ATMIV) of arithmetic Asian options. The study of implied volatility is useful in many
ways. Firstly, it can be used to obtain volatilities for pricing OTC options (and other derivatives)
with strikes and maturities that are different from the ones offered by option exchanges. Secondly,
the shape of the implied volatility surface can be used to assess the adequacy of an option pricing
model. If the option pricing model is adequate, then it should capture the main properties of the
empirical implied volatility surface. In particular, one of the key characteristics of the implied
volatility is its skew at the short end and one can easily filter the class of suitable models if the
theoretical value of the skew is available for the models of interest. Finally, as one will see further
in the chapter, one can use implied volatility and its skew to efficiently approximate the option
price. Last, but not least, due to the smile effect the hedge ratio has to be adjusted to take into
account the market skew. As a result, availability of analytical values of the skew can improve the
performance of hedging.

The behavior of the implied volatility for vanilla options has been the object of many works
(see for example Lee [42] for a basic introduction to this topic). However, the case of exotic options
and more specifically Asian options is less studied and the number of exact analytic results is more
limited.

Yang and Ewald [53] compute the implied volatility for OTC traded Asian options under
Black-Scholes with constant volatility by combining Monte-Carlo techniques with the Newton
method in order to solve nonlinear equations. Approximation methods for pricing Asian options
under stochastic volatility models are studied by Forde and Jacquier [24]. Chatterjee et al. [1§]
develop a Markov chain-based approximation method to price arithmetic Asian options for short
maturities under the case of geometric Brownian motion. Fouque and Han [25] generalize the
dimension reduction technique of Vecer for pricing arithmetic Asian options. They use the fast
mean-reverting stochastic volatility asymptotic analysis to derive an approximation to the option
price which takes into account the skew of the implied volatility surface. This approximation is
obtained by solving a pair of one-dimensional partial differential equations. The methodology
requires the key parameters needed in the PDEs to be estimated from the historical stock prices
and the implied volatility surface.

Asymptotics of arithmetic Asian implied volatilities have been studied by Pirjol and Zhu [48] in
the case of local volatility. In this paper, the authors make use of large deviations techniques to get
accurate approximation formulas for the implied volatility, which are shown to be accurate when
compared with the Monte-Carlo simulations. Arithmetic Asian options under the CEV (constant
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elasticity of variance) model are studied in Pirjol and Zhu [47]. The leading order short maturity
limit of the Asian option prices under the CEV model is obtained in closed form. Authors propose
an analytic approximation for the Asian options prices which reproduced the exact short maturity
asymptotics. Alos and Leén [8] compute the short-time level and the skew of the implied volatility
of floating strike arithmetic Asian options under the Black-Scholes model with constant volatility
by the means of Malliavin calculus.

In this chapter, we contribute to the existing literature in several ways. We extend the application
of the Malliavin calculus developed in Alds, Garcia-Lorite and Muguruza [6] by giving general
sufficient conditions on a general stochastic volatility model in order to obtain formulas for the
short-time limit of the at-the-money level and skew of the implied volatility for Asian options.
Moreover, we show how studying Asian option under stochastic volatility reduces to the study
of European type options where the underlying is respresented by a certain stochastic volatility
model, with a modified volatility process which depends on T'. This methodology developed in [6]
allows to adapt the results on vanilla options to options on a non lognormal-type distribution and
it can also be applied to other European-type exotic options. See for example [6] for an application
of this technique to the analysis of the VIX skew. This method is very classical in mathematical
finance, for instance, when working with stochastic rates.

To sum up, we study the short-end behavior of the ATMIV of Asian options for local, stochastic,
and fractional volatilities. In particular, we show that

e The short-end limit of the ATMIV is equal to %, where o denotes the short-end limit of

the spot volatility. See equation (2.10) in Theorem 2.2.9.

o We compute the the short-end skew of the ATMIV, which depends on the correlation between
prices and stochastic volatility and on the Malliavin derivative of the volatility process, which
in the case of fractional volatility models will depend on the Hurst parameter H € (0,1). See

equation (2.11) in Theorem 2.2.9. If prices and volatilities are uncorrelated, the short-end

skew is equal to %. In the case of rough volatilities, that is H < %, we observe in equations

(2.30) and (2.31) a blow-up that is of the same order as the one we observe in vanilla options
(see Alos et al. [7]).

o We apply the preceding results to the constant volatility case, the SABR model, the fractional
Bergomi model, and the local volatility, and perform numerical simulations that confirm the
accurateness of the asymptotic formulas. See Section 2.5. In the case of local volatilities, we
verify that our results fit the asymptotic analysis of Pirjol and Zhu [48] and [47].

o Using the short-end limit of the ATMIV and the skew we obtain an analytic approximation of
the price of an arithmetic Asian option that we study numerically for the SABR and fractional
Bergomi models (see Section 2.5.5). This is particularly useful for the practitioners since
it allows to substitute expensive Monte Carlo simulation and speed up pricing significantly
without loss of precision.

The chapter is organized as follows: in Section 2.2 we introduce the main problem, results and
notations. In Section 2.3 we introduce some preliminary results needed for the proof of the main
theorem. In Section 2.4 we give the proof the main results of the chapter. Finally, Section 2.5 is
devoted to the application of the main results to the constant volatility case, the SABR model, the
fractional Bergomi model, and the local volatility model, together with some numerical simulations
to confirm the accurateness of the asymptotic formulas. We finally use the asymptotic formulas
to obtain an analytic approximation of the price of an arithmetic Asian call and we apply it to
the SABR and the fractional Bergomi models and compare it with the classical Monte Carlo. The
Appendix .2 contains some Malliavin derivatives computations needed through the chapter.

2.2 Statement of the problem and main results

We denote by (Vi)epo,r) the value of a fixed strike arithmetic Asian call option where T is the
maturity. Then, the payoff can be written as

1 T
Vi = (Ar — K)4, AT:—/ Sydt,
T 0
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Statement of the problem and main results

where (S¢)e(o,7] is the price of the underlying asset and K is the fixed strike price.
We assume without lost of generality that the interest rate is equal to zero and we consider the
following general stochastic volatility model for the underlying asset price

dSt = O'tStth

Wy = pWy + /(1 = p?)B,

where Sy > 0 is fixed, W, W/, and B; are three standard Brownian motions on [0, 7] defined on
the same complete probability space (£2,G,P). We assume that W/ and B; are independent and
p € (—1,1) is the correlation coefficient between W; and W/.

We consider the following assumption on the stochastic volatility of the asset price.

(2.1)

Hypothesis 2.2.1. The process 0 = (0¢)icjo,1] 95 adapted to the filtration generated by W', a.s.
positive and continuous, and satisfies that for allt € [0,T],

c1 <o < ey,
for some positive constants c; and cs.

Remark 2.2.2. Hypothesis 2.2.1 may seem too restrictive since it is not satisfied by the stochastic
volatility models considered in Section 2.5. However, we will show that using a truncation arqument,
Theorem 2.2.9 is still true in all our examples.

We define the forward price as the martingale M; = E,;(Ar), where E; denotes the conditional
expectation wrt to the filtration F; generated by W;. Applying the stochastic Fubini’s theorem we

get that
1 T 1 T t
AT:—/ Sldt:—/ (S +/ UuSudW>dt
T 0 ! T 0 0 0 ¢

1 T T
T 0 u

1 T
_ 5ot 7/ (T — w)ouSud W,
T 0
which implies that
Tt
dM, = %dm = ¢ My dW, (2.2)
where
O'tSt (T - t)
gp = 220 D)
TM,

Furthermore, the log-forward price X; = log(M,) satisfies
1
dX, = ¢ dW, — §¢fdt. (2.3)

Remark 2.2.3. One can easily check that Hypothesis 2.2.1 implies that ¢, is positive a.s. and
belongs to LP([0,T] x Q), for all p > 2. In fact, Hypothesis 2.2.1 implies that for all p > 2, S,
belongs to LP([0,T] x Q), Ar belongs to LP(Q), and M;* belongs to LP([0,T] x Q).

Remark 2.2.4. Notice that ¢pg = 0. Moreover,

1 t
M, = — (/ Sudu+ Sy(T — t)) : (2.4)
T \Jo
Then, TM; > Si(T —t), and this implies that ¢y < oy almost surely.

The goal of this paper is to study the implied volatility of the Asian call option V; which is
defined as follows. We denote by BS(t,x, k, o) the classical Black-Scholes price of a European call
with time to maturity T — ¢, log-stock price x, log-strike price k and volatility o. That is,

BS(t,z,k,0) = e*N(dy(k,0)) — e*N(d_(k,0)),

—k
xij:%\/Tft,

d:l:(k70) = O_m
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2. On the implied volatility of Asian options under stochastic volatility models

where N is the cumulative distribution function of the standard normal random variable.
Next, we observe that, as BS(T,z, k,0) = (e® — e*) for every o > 0, the price of our Asian
call option V; = E;(eX7 — e¥), can be written as

T
V= B(BS(T. Xr.kor), vz [ s (2.5)
- t

In particular, Vp = BS(T, X1,k,vr). Then, we define the implied volatility of the option as
I(t,k) = BS~1(t, Xy, k,V;), and we denote by I(t,k*) the corresponding ATMIV which, in the case
of zero interest rates, takes the form BS~1(t, X;, Xy, V;).

We apply the Malliavin calculus techniques developed in Alos, Garcia-Lorite and Muguruza [6]
in order to obtain formulas for

%%I(O,k ) and %13108k1(0,k )

under the general stochastic volatility model (2.1).
In our setting, since we have three Brownian motions W, W’ and B, if h is a a random variable
in L2([0,T]), then we have in view of relation (2.1) that

W(h) = pW'(h) + /(1 = p*)B(h).

Then, a random variable in D%,[’,?, ﬂID)}B’2 is also in ID)%/{/?. In fact, it is easy to see that if X is a random
variable in SV, then

DVX =pDV' X +/1- p?DPX. (2.6)
Thus, we deduce that for all X € ID)%,{/% N IDE?,
DV X = pDV' X + /1 - p?DPX. (2.7)
We will need the following additional assumption on the Malliavin differentiability of the
stochastic volatility process.
Hypothesis 2.2.5. Forp > 2, o0 € L27.

Remark 2.2.6. Hypotheses 1 and 2 imply that ¢; belongs to ]L?,[’,p and At belong to ID)‘Q/{,” for all
p > 2. This hypothesis on Ar corresponds to (H1) in Alos, Garcia-Lorite and Muguruza [6].

In order to give the asymptotic skew of the implied volatility as a function of the roughness of
the stochastic volatility process we consider the following assumption.

Hypothesis 2.2.7. There exists H € (0,1) such that for all0 < s <r <t <T
1DV o] < Myy(t — )2 (2.8)

and
DYV DY o,| < Nyt —r)H=3(t — s) 3, (2.9)

where M, and N, are positive random variables satisfying for all p > 1,

P
E( sup M) <e,
0<r<t<T<1

and

. p
E( sup N,
0<s<r<t<T<1

) < ca,

for some positive constants ¢; and co.

Finally, we will need the following additional assumption on the continuity of the paths of the
volatility process.
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Statement of the problem and main results

Hypothesis 2.2.8. There exists v € (0, H) such that for all0 < s<r <T <1
|0r - Js| S Kr,s(r - S)’yv
where K, ¢ is a positive random variable satisfying for all p > 1,

E( sup KP)<c
0<r<t<T<1

where ¢ > 0 and H is the Hurst parameter form Hypothesis 3.

We next provide the the main result of this paper, which is the short-time ATMIV level and
skew of an Asian call option under the general volatility model (2.1).

Theorem 2.2.9. Assume Hypotheses 1, 2, (2.8), and 4. Then,

09
If we further assume (2.9), then
lim 77799, 1(0, k*)
T—0
T T
_ 1 max (1 —H,0) 3\/§p _ _ )2 w’
%gnOT z 20T /. (T —r) : (T —uw)*E(D,Y o,)du | dr (2.11)
+ Jim max(h-0) V370
T—0 30

and the limit on the right hand side of (2.11) is finite.

We observe that the level (2.10) is independent of the correlation p and the Hurst parameter
H, and coincides with the constant volatility case, see Pirjol and Zhu [48] and Alds and Ledn [8].
Observe also that it coincides with the a.s. limit of vy. In fact, by Hypothesis 1 and since Sy = M

we have that a.s.
0252 —5)2 oo
hm vy = %1% \/T3 / S5 L ds= % (2.12)

The skew (2.11) depends on the correlation parameter p and on the Hurst parameter H. When

prices and volatilities are uncorrelated then the short-time skew equals ‘gg 0 which again coincides

with the constant volatility case, see Pirjol and Zhu [48] and Alos and Ledn [8]. Observe also that if
the term E(DY o,,) is of order (u — r)#~2 (see Hypothesis 2.2.5), then the limit of the right hand
side of (2.11) will be 0 if H > 1/2 and it will converge to a constant when H = 1. When H < 3
we need to multiply by Tz—H in order to obtain a finite limit. This is because when H > 1/2,
the fractional Brownian motion is smoother than standard Brownian motion and the effect of the
stochastic volatility on the short-time implied volatility will be the same as it was constant, while
when H < 1/2, the fractional Brownian motion is rougher than standard Brownian motion and we
obtain the same effect as in the case of vanilla options, see Alos et al. [7].

The results of Theorem 2.2.9 can be used in order to derive an approximation formula for the
price of an Asian call option. By definition, the price of the Asian call option writes as

Vo = BS(0, Xo, k, (0, k))
Then, using Taylor’s formula we can use the approximation

I(0,k) ~ I(0, k™) + Op I (0, k™) (k — k™). (2.13)
The great utility of this relation is that we can use it to approximate the price of an Asian call

option for a wide range of stochastic and fractional volatility models. We numerically investigate
the quality of this approximation for the SABR and fractional Bergomi models in Section 2.5.5.
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2. On the implied volatility of Asian options under stochastic volatility models

2.3 Preliminary results

We start quoting the two main results obtained in Alos et al. [6] that will be crucial for the proof
of our main Theorem and use the general framework detailed in Section 2.2. The first result is
Theorem 6 in Alds et al. [6] which shows that the short-time limit of the ATMIV equals the
short-time limit of the future average of the volatility of the log forward price.

Theorem 2.3.1. Assume that for allp > 1, Ay € ]D)%/{,p, M e LP([0,T] x Q), and

T A
1 1 /7 T ?
Jim —E %/O (/ D:V¢$dr) ds | =0, (2.15)

where Ag = ¢ fST DW ¢2dr. Then,

%1310 I(0,k*) = %1Ln[)]E(v0).

The second result is Theorem 8 of Alos et al. [6] which gives an approximation formula for the
short-time limit of the ATMIV skew.

Theorem 2.3.2. Assume that for allp > 1, At € D:‘j,{,p, M € LP([0,T] x Q), hypotheses (2.14)
and (2.15) are satisfied,

Tmax(%fH,O) T T
lim —F / (V2(T — 5))3A, / Apdr | ds | =0, (2.16)
T—0 VT o R
Tmax(%fH,O) T ) ) T -
%ILDOTE /0 (vZ(T — 8)) " “¢s /S D Aydr | ds | =0, (2.17)
and
Tmax(%—H,O) 1 T
lim ——FE —3/ Agds | < oc. (2.18)
T—0 T2 UO 0
Then,
max(%—H,0) 1 T
: max(1 —H,0) * :1 : T 2 -
%%T 2 OLI(0, k™) 2%13107T2 E 3 Agds | .

Remark 2.3.3. Observe that there are two typo in Theorem 8 of Alos et al. [6]. First a factor T—7

missing in their hypothesis (H5). Here we are taking v = min(H — %,0) € (—%,0]. Moreover there

is a square missing in the us(T — s) and it should be u?(T — s), see for example Lemma 6.3.1 in [5].

We next present some technical lemmas that will be needed in order to check that the hypotheses
of the preceding theorems are satisfied.

Lemma 2.3.4. Assume Hypothesis 2.2.1. Then, for every p > 1, there exists a constant c, > 0 such
that for all0 <t <T <1,
1/p T2
-2
L))" <o

Proof. We follow a similar idea used in Lemma 3 of [8]. We observe that by the definition of ¢,
and equation (2.4), we get that

/T d2dr = /T 0rSp (T =) ’
t " t for SudU-FST(T—T')

Then, using Hypothesis 2.2.1 we get that
T t t 3
1 T—1t
/t ¢gdr > c% exp (—4 sup /o osdW, — 5/0 U?ds’) (?)Tz)

te[0,T)
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Thus, using again Hypothesis 2.2.1,

T P t
/ P2dr < e2pTes exp | 4p sup / osdW,
t tefo,1] | Jo

By Burkholder-Davis-Gundy inequality and Hypothesis 2.2.1, for any integer n > 1,

t
E( sup / osdWy
te[0, 7] Jo

for some positive constants ¢, C'. Therefore, for T' < 1,

¢ o n/2
/ oy dW, > <oy (chz' , (2.20)
0 n=1 '

which is a convergent series. This completes the proof. |

(T —t)3"

) 3T (2.19)

) < Cnn/Q(CT)”/Q,

Eexp [ 4p sup
t€[0,T)

Lemma 2.3.5. Assume Hypothesis 2.2.1. Then, for any p > 1 there exists a constant ¢, > 0 such
that for all0 <t <T <1,
E(M; ") < ¢p.

Proof. Using (2.4) and a similar argument as in the proof of Lemma 2.3.4, we get that

t
/ od Wy |,
0

and the result follows from (2.20). [ |

E(M, ) < TS Eexp [ p sup
t€[0,T)

Next, we obtain approximation formulas for ¢ and its Malliavin derivative.

Lemma 2.3.6. Under Hypotheses 2.2.1, 2.2.5, 2.2.8 and (2.8), the following holds for all
0<s<r<T,

O'o(T — ’f‘)

2 T — 2
¢7 = %(Tif) + X2, (2.22)
w, _pT=r)D¥ o (T—r)og (T—r)(T—=s)og s
DY, = 7 + = + X3 (2.23)
200p(T —7)2DWV' 5, 2T —1r)263  2(T —7)2(T — s)o?
DY ¢? = m T T3 XL (229)

where X are random variables satisfying for all0 < s <r <T <1,

T—r)rY
x1 <y =0
‘ ’I"| — T T )
(T — )27
1 X2| < YET»
T —7r)(r—s)f
x3 <y LN =9)7
| r,s| = 4rs T )
(T — )27 (r — s)#
Xl S Y 7 :

and Y are positive random variables satisfying for all p > 1

E( sup [V ) <¢
0<s<r<T<1

for some positive constants c; only dependent on p and v > 0 is from Hypothesis 2.2.8.
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2. On the implied volatility of Asian options under stochastic volatility models

Proof. We start proving the decomposition for ¢,.. We consider the function

(s, = 220 g can
Observe that
S (T —r
br = F(S,, M,) + (0 — 00) ;MT )

Then, using [t6’s lemma, we get that we get

T T "
F(ST,MT)ZU(J(T r) TT){ 0 %dSS

203 2
UOS dM / O'QO'S 23) ds}.

0

Then, using Hypotheses 2.2.1 and 2.2.8 and Lemma 2.3.5, we conclude (2.21). Similarly, we can
write

52( )2

(b _FQ(SNM)—"_(U _UO) T2 M2

and applying Ito’s formula to the function F?(Sy, M) to obtain (2.22).

We next prove (2.23). Using expression (46) of the Malliavin derivatives computed in the
Appendix, we see that the leading terms are equal to

p(T —1)S, DV g, n p2(T —r)o.Sros  p*(T —1)S,0.058s(T — )

TM, TM, T2 M2
N (1=p)T =r)o,Spos (1= p*)(T = 1)S,00055(T — s)
TM, T2 M2
_p(T—7r)S.DY'q, N (T —r)orSros (T =1)8,0,0,5(T — s)
TM, TM, T2M? '

Then, applying It6’s formula to the functions F(Ss, M) = 5 - and F(Ss, M) =
obtain (2.23).

Finally, in order to check (2.24) it suffice to use the formula D! ¢2 = 2¢,. DYV ¢,. together with
(2.21) and (2.23). This concludes the proof. |

2.4 Proof of Theorem 2.2.9

2.4.1 Proof of (2.10) in Theorem 2.2.9: ATM implied volatility level

Proof. By (2.12), it suffices to check that the Hypotheses of Theorem 2.3.1 hold true. It is easy
to check that Hypotheses 2.2.1 and 2.2.5 imply the first two hypotheses of Theorem 2.3.1 (see
Remarks 2.2.3 and 2.2.6).

We next check (2.14). Using equation (2.19) and Cauchy-Schwarz inequality we get that

T A T 72
E 5 ds< ——E(X7|Ag|)d
/o 2T 5 S*/o T — sy o XrlAdl)ds

2 901 1/2 o\ 1/2
S/O (T—S)3 (E(XT)) (E(As)) dS,

)

where X1 = 3¢ 227 exp (4 SUD;e[0,7] f osdWs
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Proof of Theorem 2.2.9

Next, due to equation (2.20) we conclude that (IE(X%))U2 is bounded as T' < 1. Since ¢y < oy,
Cauchy-Schwarz inequality, Lemma 2.3.6 and Hypothesis (2.8) imply that

E(A2) < C(T — 5) / (DY 62 )dr

=0 ((T —9) /T (T;if)él(r . s)2H_1dr>

) ((T _;f“H) .

Finally, we conclude that

]E/OT Ug(?“"s)ds -0 (/OT(T— S)H—éds> =0 (TH+%) ,

which proves (2.14).
Similarly, in order to check (2.15), we use Lemma 2.3.6 together with Cauchy-Schwarz inequality,
to get that

1 I ’ 1/t r 2
—E %/0 (/ D§V¢£dr> ds Sﬁ/o (T—s)/s E((DZ%}Z) )drds
=0 <1?2 /OT(T—S) /ST(T;Z)Al(r—s)QH_ldrds)

:O(/OW—T@;%S)

= O(T*H).

Thus, condition (2.15) also holds and the proof is completed.

2.4.2 Proof of (2.11) in Theorem 2.2.9: ATM implied volatility skew

Proof. We will apply Theorem 2.3.2. We start checking hypothesis (2.16). Using (2.19), Lemma
2.3.6 and Hypothesis (2.8), we get that

. /OT</ST¢3dr>_3AS(/STATdr>dS

o (= ( [ e [ o [ T [ o )
0 ( [t [t [ [T<U_T>H—;dudr>

o[- o) own

Txnax(%—H,O)

Thus, as limr_,g T2H = limg_,o T™x(H2H=3) — () for all H € (0,1), we get that (2.16)
holds true for the leading terms of Lemma 2.3.6. The other terms can be treated similarly and we
conclude that (2.16) holds true.
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2. On the implied volatility of Asian options under stochastic volatility models

We next check (2.17). By the definition of Ag, we have

T T T
/ DY A,dr = / DY <¢>T / fovgbidu) dr
T T T
<[ (0o [ eiano. [ proysia) o

where
DY DY ¢2 =2(D¥ ¢,D)Y ¢, + ¢, DY DY ).

Next, using Lemma 2.3.6 and Hypothesis 2.2.7, we get that the leading terms are in expectation of
order

T T
/ DY ¢, / DY ¢ dudr
T H-1 T 2 H-1
B (T —r)(r—s) 2z (T —u)?*(u—r)"" 2
=0 (/s T /T T2 dudr)
T _ g)4+2H
—0 <( ;2,, > ,

and
T T
/ DY ¢, / DY 2 dudr

T(r—ry (T(T—u)2u—r)E2(u—s)H 2
=0 (/S T /T T2 dudr)

_0 ((T_;?er).

Then, we conclude that the leading terms satisfy that

E (/OT (/Squidr)_ngs (/STDSWA,dr> ds
‘ </0T T ds)
=0 (/OT(T - 3)21“) =o(T°").

Following as above this proves (2.17).

We are left to check hypothesis (2.18). Similarly as above, we have that

Tmax(é—H,O) 1 /T
T TR [ Ads| =00),
T v5 Jo

and thus the limit is finite. Therefore, all the hypotheses of Theorem 2.3.2 are satisfied.
We finally compute the limit of (2.18) to check that it coincides with (2.11). Using Lemma
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2.3.6, we obtain

2
) 1 Tma,x(%—H,O) T T W
%11n>0 EE vé’/o Os / D ¢rdr | ds

S

= lim E(Tmax(éH’o) /T oo(T — s) /T (QO'OP(T_T)2D;/V/JT
0 s

T-0 T%v3 T T?
2T —7r)%08  2(T —1r)*(T - s)od
+ T2 — U drds

9252 Tmax(%—H,O) T T ,
= lim E [ 2202~ / (T — s)/ (T —7)2DY o,dr | ds
T—0 TSUO 0 s

0_4
+ lim 7mexGHOR (20
750 45v3

Using (2.19) and dominated convergence we see that

4
lim 70 —HOR (20 _ iy Tmax(é—Hﬁ)@
T—0 4503 T50 60

2
since v§ converges a.s. towards %> as T — 0. In order to compute the remaining limit we write

2 2 Tmax(%—H,O) T T ,
lim E | 2707 (T—s) [ (T—r)2DY o.dr | ds
T=0 T5v3 o s s

1
~ lmE ((3 - 3?) AT) +aim 23 (4g),
g, T—0 o,

T—0 Vo 0 0

where

9 2Tmax(lfH,O) T T ,
Ap = 2P%0 - ’ /O (T—s)/ (T —)2DY o,dr | ds.

By dominated convergence we see that

lim E ((1 - m> AT> —0,
T—0 Vg (o)

which concludes the proof of (2.11). [ |

2.5 Numerical analysis
In this section we present numerical evidence of the adequacy of Theorems 2.2.9 in different settings.
2.5.1 The Black-Scholes model under constant volatility
We consider the Black-Scholes model (2.1) under constant volatility o > 0, that is,
o2
dSt == O'Stth7 St = SQ@OWt_Tt.

Appealing to Theorem 2.2.9 with p =0 and H = %, we conclude that the level and the skew of the
at-the-money implied volatility satisfy that

. o o . o 0V3
%1%I(O,k)—\/§ and %%8k1(07k)——30.

Notice that these results coincide with the ones obtained in Pirjol and Zhu [48], see Section 2.5.4
below.
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2. On the implied volatility of Asian options under stochastic volatility models

We next proceed with numerical simulations with parameters

1
S()*].O, T—@, o c [01,02,,14]

We use the control variates method in order to get estimates of an Asian call option price. As a
control variate we use a geometric Asian call option whose price is given by

BSGeomAsian = eiiaéTSON(dl) - KN(d2)7 (225)

where S L
L= lOg ?0 —|— ZUGT
ocVT

Then, the Asian call option price estimator has the following form

d2:d1_acﬁ7 oG =

S

N N
. 1 i ! o i
BSASia” = N ; VT —C N izzl(BSAsian - BSGeomAsian); (226)
where ]
o = Zi\il(v% - % 21111 AZI“)(BSAsian - BSGeomAsian)
Zivzl (BASAsz'an - B*SYGeomAsmn)2
and

‘BAS;sian = max(m_ K7 0)7

where N = 2000000, m = 50, V}: = max(A% — K,0) and the sub-index 4 indicates the quantity
estimated from a realisation of a path from Monte Carlo simulation.

In order to retrieve an estimation for the implied volatility (0, k*) from the estimated Asian
call price we use the algorithm presented in Jéckel [39]. For the estimation of the skew, we use the
following finite difference approximation

8 7(0.%) — 1(0, k* log(1 + Ak)) — 10, mtram) (2.27)
PSR 2log(1 + Ak) ’

where Ak = 0.001.

The at-the-money level and the skew of the implied volatility are presented at Figure 2.1. We
conclude that the results of the numerical simulation are in line with the presented theoretical
formulas.

0.8 | = Theoretical 0.08 | =— Theoretical
Estimated Estimated

=
# 004

Implied volatility

0z o0& 06 08 10 12 14 0z 04 06 08 10 12 14
a [

Figure 2.1: At-the-money level and skew of the IV under Black-Scholes

2.5.2 The SABR model

In this section we consider the SABR, stochastic volatility model with the skewness parameter equal
to 1, which is the most common case from a practical point of view. This corresponds to equation
(2.1), where S; denotes the forward price of the underlying asset and

/_ a2
doy = ao dW/, op = opeWi Tt
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Numerical analysis

where a > 0 is the volatility of volatility.

Notice that this model does not satisfy Hypothesis 2.2.1, so a truncation argument similar
as in Section 5 in Alds and Shiraya [11] is needed in order to check that Theorem 2.2.9 is true
for this model. We define ¢(x) = ogexp(z). For every n > 1, we consider a function ¢,, € C?
satisfying that ¢, (z) = p(z) for any = € [—n,n], p,(x) € [p(—2n) V p(x), p(—n)] for & < —n, and
on(z) € [p(n), p(x) A p(2n)] for © > n. We set

2
oy = ¢n (aWt' — O;t) .

It is easy to see that o} satisfies Hypotheses 2.2.1, 2.2.5, (2.8), and 2.2.8. In fact, for r < ¢, we
have that

’ CV2
DY ot =, (aWt' — 2t> a,
which implies that (2.8) holds with H = % and Hypothesis 2.2.8 is satisfied with v < 1/2. Therefore,
appealing to Theorem 2.2.9 and using the fact that o = 0¢, we conclude that
90
73

where I" denotes the implied volatility under the volatility process o}*. We then write

Lim 17(0,k7) = (2.28)

I(0,k*) = I"™(0, k™) + I(0,k*) — I"(0, k™).
By the mean value theorem,
1(0,k*) — I"(0,k*) = 9,(BS™(0, X0, X0, &) (Vo — V")

— €*X0+52TT V2m
VT

for some ¢ € (Vp, V'), where V' is the option price under ¢”. Thus, for 7' < 1 and n > o?,

(VO - ‘/On)’

* n * C’ﬂ n
|I(07k >_ I (07k )| < ﬁE (leXT - eXT|15Upse[o,T] |ln(‘7s/00)|>”)
1/2
< Coge 4 X2 | sup |in(o,/o0)] > n
\/T s€[0,T]
1
< Cn P| sup |aW!—a?s/2|>n 2
T VT s€[0,T] °
%
Ch n
< —= |P| sup |Wq|>— ,
VT <se[0,T] 20)]

for some constant C),, > 0 that changes from line to line. Then, Markov’s inequality implies that

for all p > 2,
1/2
C, [(2a\"? .
110, k%) — I™(0, k¥)] (O‘> E( sup |[W,|? <C,T53,

5€[0,7)

< —
7\/? n

Thus, taking p > 4, we conclude that

. ao
lim 1 = —.
Hm 10,69 = 7
On the other hand, for s < r <t, we have

2
’ ’ " «
DY DYV o = (aWt’ — t> a?,
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2. On the implied volatility of Asian options under stochastic volatility models

which implies that (2.9) holds with H = % Therefore, appealing to Theorem 2.2.9 we get that

3 ! 3oy 3 3
lim akjn(07k*) _ \prc(pn(Oo) + \[0-0 _ \[pOé + \fUO.
T—0 S0y 30 5 30

Next, similarly as above we can write
OI(0,k) = Ok I™ (0, k™) 4+ O (1(0, k™) — I™(0, k™)).
By the mean value theorem,

O (1(0, k") — I"(0,k*)) = 0,0k (BS~(0, X0, X0,£)) (Vo — V5")
*X0+£ z \/ﬂ

EVo = V"),
for some & € (Vp, V"). Thus, proceeding as above we conclude that

\fpa_i_\/gao
5 30

hm ORI(0,k") =
We next proceed with some numerical simulations using the following parameters

1 T
So=10,T = —, dt = — =05, p=-0.3 =(0.1,0.2,...,1.4).
0 ) 2527 50,0& y P » 00 ( ’ ’ ’ )

In order to get estimates of an Asian call option we use antithetic variates. The estimate of the
price is defined as follows

i, A
‘;Ysabr - N Zl 1 VZ N Zl 1 V (229)
2 )
where N = 2000000 and the sub-index A denotes the value of an Asian call option computed on
the antithetic trajectory of a Monte Carlo path.
We use equation (2.27) in order to get estimates of the skew. In Figure 2.2 we present the
results of a Monte Carlo simulation which aims to evaluate numerically the level and the skew of

the at-the-money implied volatility of an Asian call option under the SABR model. Again, the
numerical results fit the theoretical ones.

=
o

—— Theoretical

Estimated —_ ThPanEtlcaI
Estimated

=
-~

2
=

05

Implied Volatility

T T T T T T T
02 04 06 08 10 12 14 o_‘z D.I4 0:6 0.‘8 ]_IO ]_|2 ]_‘4
Ta Og

Figure 2.2: At-the-money level and skew of the IV under SABR model.

2.5.3 The fractional Bergomi model

The fractional Bergomi stochastic volatility model asssumes equation (2.1) with
t

02 = gleVVRHZ 3t g / (t— )" 2aw!
0

where H € (0,1) and v > 0, see Example 2.5.1 in Alos and Garcia-Lorite [5].
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As for the SABR model, a truncation argument is needed in order to apply Theorem 2.2.9, as
Hypothesis 2.2.1 is not satisfied. We define ¢ and ¢,, as for the SABR model, and we set

oy = ¥n (ert 2t2H)

It is easy to see that o} satisfies Hypotheses 2.2.1, 2.2.5, (2.8), and 2.2.8. In fact, for r < ¢, we
have that

’ ]_ 1
DY ol = (v\/ HZ, — t2H> 2vv2H(t—r)H_§,

which implies that Hypothesis (2.8) holds and Hypothesis 2.2.8 is satisfied with v < H. Moreover,
for s <r <t, we have

’ ’ 1
DYDY ot = (UFZt vt”’) TRV =) (- ),

which implies that (2.9) holds. Therefore, by Theorem 2.2.9 we get that (2.28) holds. Concerning
the short maturity limit of the skew, we observe that

122H1 1

E(va,au) =e 8" fcrov H(u— 7’) e

which gives

V320 if H>1
. n 30 2
:,111Ln05k1 (0,k") = {fpv N fao i H— 1, (2.30)
and for H < 1
. g n *\ \/§UO
%gnoTz (&J (0, k") 30 ) o

3vV6H pv
(1+H—7)(2+H—7)(3+H—7)(5+H—7)

Finally, similarly as for the SABR model one can easily show that for n sufficiently large but fixed,
hm( (0,k*) —I"(0,k")) =0

and
lim 0, (1(0,k*) — I"(0,k*)) = 0,
T—0

0 (2.28), (2.30), and (2.31) are also true for I(0, k*).
The parameters used for the Monte Carlo simulation are the following

So =10, T =0.001, dt = %, H=1(04,0.7),v=10.5, p=—-0.3, 0o = (0.1,0.2,...,1.4).

In order to obtain an estimate of the price of an Asian call option under the fractional Bergomi
model we use the combination of antithetic and control variates presented in equations (2.26) and
(2.29). That is, we first sample the process from the Bergomi model and the antithetic analogue.
We then average the payoffs calculated from both paths. Finally, use the geometric Asian as control
variate assuming constant volatility model at level 0.

In Figure 2.3 we plot the estimates of the level of the ATMIV of the Asian call option and we
observe that the result is independent of H as stated in Theorem 2.2.9.

In Figure 2.4 we simulate the ATMIV skew of the Asian call option as a function of the maturity
as well as its least squares fit in order to observe the blow up to —oo for the case H = 0.4.

We then plot the quantities 72 =79, 1(0, k*) for H = 0.4 and 9,1 (0, k*) for H = 0.7 in Figure
2.5 as a function of og. For H = 0.4, the line —0.0243 4 0.0320¢ corresponds to the least square
fit while formula (2.31) gives the line —0.0286 4 0.0290¢. This difference is due to the numerical
instability of the finite difference estimation at short maturity in the presence of rough noise and
could be improved by increasing considerably the number of Monte Carlo samples or applying a
variance reduction technique. For H = 0.7, we observe that formula (2.30) fits well the Monte
Carlo estimates.
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Figure 2.3: At-the-money level of the IV under fractional Bergomi model
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Figure 2.4: At-the-money IV skew as a function of 7" under fractional Bergomi model
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Figure 2.5: At-the-money IV skew as a function of oy under fractional Bergomi model

2.5.4 Local volatility model

The short-maturity limit of the ATMIV level and skew of an Asian option under local volatility
has already been computed in Pirjol and Zhu [48]. The aim of this section is to check that our
Theorem 2.2.9 provides the same asymptotics as the ones obtained in that paper. We consider the
local volatility model

dSt = O'(St)stth7 (232)

where o(.) is a twice differentiable function. In Proposition 19 of Pirjol and Zhu [48] they show
that the following expansion holds for x = log(sﬁo) around the ATM point

: « _ 0(50) 1 30’ (Sp) 9
7111310[(0,k )= 7 <1+<10+ 50(50)50 x+0(z%) ). (2.33)
Then, differentiating equation (2.33), we obtain that
lim 9 I(0, k) = —— (o (Sy) + = S40"(So) (2.34)
7o SRR = V3 107170 T 507 00/ ) '
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We next apply Theorem 2.2.9 in the case of the local volatility model (2.32) with o, = o(S;)
and p =1 to verify that we obtain the same expressions as in (2.10) and (2.34). For the level, we
directly see that when o(S;) equals o and K = Sy, (2.33) coincides with the limit in (2.10). For
the skew, we need to compute D,.o(S;). We have for r < u,

D,o(Sy) = o' (Su)Dy(Su) = o' (S.) <O’(Sr)5r + /u DT(J(SS)SS)dWS) .

In particular,
E (D,o(S.)) = E (¢/(Su)a(S,)S,) .
This can be written as
E (Dyo(Su)) = 0'(S0)a(S0)So +E ((0'(Su) — 0'(S0))a(Sr)Sr)
+0'(So)E ((o(S,) — o(S0))Sr) -
Then, using the mean value theorem and the fact that S; has Hélder continuous sample paths of

any order v < %, we see that the last two terms of the last display will not contribute in the limit
(2.11). Thus, (2.11) gives

V3
5

V30(So)

30

which is the same as in (2.34). This serves as one more evidence of the validity of Theorem 2.2.9.

lim 8kI(07 k*) = S()O'/(S()) +
T—0

2.5.5 Approximations for the Asian call price

In this last section we study numerically the adequacy of the linear approximation of the price of an
Asian call option given in equation (2.13) in the case of the SABR and fractional Bergomi models.

We start considering the SABR model and we proceed with the following numerical experiment.
We randomly sample the parameters as og ~ U(0.2,0.8), a ~ U(0.3,1.5) and p ~ U(-0.9,0.9),
where U stands for the uniform distribution. We fix Sy = 100 and consider the following strikes
K =(90,95,...,125) and maturities 7" = (0.01,0.1,0.5,1,2). We then price the Asian call option
using Monte Carlo with 100000 paths and discretization step 0.01 and then estimate the IV following
the same approach as in Section 2.5.2. The approximation accuracy of the Monte Carlo for the IV
is computed using the pointwise relative error with respect to the 95% Monte Carlo confidence
interval and is presented in Table 2.1. We observe a high error in the case of short maturity deep
OTM options with strike price equal to 120 and 125, which comes from the fact that in this region
the price of the option is close to zero.

[ Maturity/Strike 90 95 100 105 110 115 120 125 ]

0.01 6.78 1.41 097 1.09 241 6.69 104.39 105.01
0.10 1.58 1.18 1.07 1.00 1.04 1.16 1.36 1.66
0.50 1.82 1.16 1.02 0.97 1.08 141 1.91 2.74
1.00 2.07 1.85 1.72 164 1.60 1.59 1.61 1.68
2.00 3.26 3.20 3.02 294 287 287 290 2.92

Table 2.1: Median percentage error wrt the 95% Monte Carlo confidence interval for the SABR
model.

We then compare the estimated IV with the approximation formula (2.13). We compute in
Table 2.2 the median relative percentage error, the 90% quantile and the maximum of the relative
percentage error of the Monte Carlo prices computed across 2000 random parameter combinations.
We consider the 90% quantile in order to take into account the fact that we might generate "bad’
parameter combinations that may require more Monte Carlo samples to converge. In order to
help the visualization of these quantities we also plot the heat map in Figure 2.6. We see that the
suggested formula works the best for short dated options with strikes close to ATM level. As we
increase the maturity the quality of the approximation decreases and the error can be very big.

We finally plot an implied volatility surface for different maturities in Figure 2.7 to see the
typical shape of the IV under the SABR model. We see that that the level of the implied volatility
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| Maturity/Strike 90 95 100 105 110 115 120 125 ]
0.01 407 040 024 028 055 119 293 544
0.10 078 046 034 040 056  0.88 129  1.79
0.50 21550 21626 216.60 216.12 21527 214.31 213.39 212.64
1.00 279 243 227 238 259 289 336  3.78
2.00 448 410 389  3.86 402 433 481 527

(a) Median % error

| Maturity/Strike 90 95 100 105 110 115 120 125 |
0.01 4491  3.26 0.54 0.93 2.70 5.29 8.86  13.68
0.10 2.92 1.21 0.83 1.08 2.17 4.11 6.06 7.57
0.50 218.84 218.10 217.96 217.62 217.44 217.55 217.98 218.51
1.00 9.42 7.32 6.57 6.78 7.79 9.40  11.94  14.46
2.00 23.59  25.77  23.06 21.91  20.77 20.66 22.77  26.60

(b) 90th quantile % Error

[ Maturity /Strike 90 95 100 105 110 115 120 125 |
0.01 76.99 4151  1.05 1217 2230 21.32  21.78  20.80
0.10 41.89 372 1.66 378  10.02 19.88 31.79  30.65
0.50 273.69 224.61 219.46 219.52 223.80 280.83 249.04 280.53
1.00 12343 88.31 8724 86.28 8540 84.61 83.87  83.20
2.00 572.53  989.85 32854 254.77 217.17 194.01 17821 166.72

(c) Maximum % error

Table 2.2: Approximation error under the SABR model.
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Figure 2.6: Accuracy of the approximation (2.13) under the SABR model.

even for ATM options can shift considerably as we increase the maturity and is not necessarily
linear.

Overall, we conclude that the suggested approximation formula is stable for short maturities
and not too deep out and in-the-money options. Outside of these regions the quality of the
approximation highly depends on the parameters of the model.

In the case of the fractional Bergomi model we randomly sample the parameters of the model
as o9 ~ U(0.2,0.8), v ~ U(0.3,1.5) and p ~ U(—0.9,0.9). We fix Sy = 100 and consider the strikes
K = (90,95, ...,125) and maturities 7" = (0.01,0.1,0.5,1,2). In order to investigate the influence
of roughness of the volatility process we consider two values of H = {0.2,0.7}. We price the Asian
call option using Monte Carlo with 100000 paths and discretization step 0.01.

We start with the case H = 0.2. The approximation accuracy of the Monte Carlo for the implied
volatility is computed using the corresponding pointwise median relative error with respect to the
95% Monte Carlo confidence interval and is presented at Table 2.3.

As for the SABR model, we compute the median relative percentage error, the 90% quantile
and the maximum of relative percentage error across 1000 random parameter combinations in Table
2.4. The heat map is presented in Figure 2.8. We observe that the approximation works better
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Figure 2.7: Implied volatility surface under the SABR model.

[ Maturity/Strike 90 95 100 105 110 115 120 125 ||
0.01 510 1.41 099 1.12 235 458 9.60 10.95
0.10 147 118 1.09 1.03 1.08 1.22 148 1.79
0.50 155 141 132 126 123 124 128 135
1.00 177 1.64 1.55 148 144 143 144 146
2.00 225 211 201 193 1.89 186 1.84 1.86

Table 2.3: Median percentage error wrt the 95% Monte Carlo confidence interval of fractional
Bergomi model with H=0.2.

for ATM options with short maturities. Additionally, we conclude that it exhibits an adequate
performance in the range of 5% around the ATM strike for short dated options and quite a wide
range of strikes for longer dated options.

[ Maturity/Strike 90 95 100 105 110 115 120 125 ||

0.01 11.00 5.29 0.69 4.85 7.22 7.75 9.62 18.76

0.10 557 280 1.34 253 5.09 6.94 834 9.49

0.50 3.74 237 234 198 291 442 6.00 7.23

1.00 3.49 296 3.16 2.80 2.88 3.64 4.73 585

2.00 428 4.25 430 4.13 3.91 4.03 4.47 5.03

(a) Median % error
| Maturity/Strike 90 95 100 105 110 115 120 125 |
0.01 4298 14.75 1.33 1296 26.83 38.08 49.11 60.95
0.10 16.39 849 2.80 7.91 13.38 18.16 25.08 32.56
0.50 11.84 7.48 526 7.05 10.40 13.58 16.56 18.68
1.00 11.40 838 7.04 810 10.16 12.59 14.96 17.09
2.00 13.28 11.26 10.33 11.19 12.35 13.51 15.30 16.68
(b) 90th quantile % error
| Maturity/Strike 90 05 100 105 110 115 120 125 ]

0.01 08.23 59.44 2.09 52.10 65.76 75.87 75.35 76.91
0.10 58.45 23.72 4.64 21.61 47.06 67.19 81.64 92.92
0.50 20.69 21.12 832 21.27 28.43 3844 52.83 64.23
1.00 31.82 21.64 13.38 21.38 29.45 31.21 39.36 50.72
2.00 58.74 56.54 54.71 53.23 52.07 51.19 50.55 50.12

(¢) Maximum % error

Table 2.4: The Approximation error of the IV under fractional Bergomi model with H=0.2.

As for the SABR model we plot in Figure 2.9 an IV surface for different maturities. We observe
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Figure 2.8: Accuracy of the approximation (2.13) under fractional Bergomi with H = 0.2.

a considerable curvature for short maturity that smooths around the ATM values leading to the
improvement in the behaviour of our approximation as maturity increases. This shape heavily
depends on the parameters of the model, however this conclusion holds on average for our sample.
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Figure 2.9: Implied volatility surface under the fractional Bergomi model with H = 0.2.

Finally, we follow the same approach the fractional Bergomi model with H=0.7. See Tables 2.5
and 2.6 and Figure 2.10. One can see that the behaviour of the errors is much better than in the
case of H = 0.2. In general, the magnitudes of the errors turn out to be smaller. The approximation
defined in equation (2.13) works quite well for a wide range of strikes and maturities. This fact is
explained by the typical shape of the implied volatility of the considered model which is presented
in Figure 2.11. We see that the curvature looks negligible as we increase the maturity of the option
which makes linear approximation quite reasonable.

[ Maturity/Strike 90 95 100 105 110 115 120 125 ]

0.01 5.52 1.34 097 1.07 246 6.41 104.51 105.28
0.10 1.36 1.12 1.06 098 1.00 1.07 1.30 1.62
0.50 144 132 124 117 113 1.13 1.15 1.19
1.00 1.65 153 145 1.38 1.34 1.32 1.32 1.34
2.00 227 213 203 196 191 1.89 1.88 1.88

Table 2.5: Median percentage error wrt the 95% Monte Carlo confidence interval of fractional
Bergomi model with H=0.7.

In conclusion, the behaviour of the approximation (2.13) heavily depends on the model. For
OTM and ITM options the quality gets better with the decrease in the curvature of the implied
volatility surface. For ATM options, the quality of the approximation and behaviour are quite
stable for the considered models and reasonably impairs with the increase of the maturity.
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maturity
10 05 01 001

20

[ Maturity/Strike 90 95 100 105 110 115 120 125 ||
0.01 258 040 027 032 051 111 284 10.22
0.10 040 0.35 035 033 030 031 033 040
0.50 0.78 0.86 0.87 0.81 0.71 0.65 0.60 0.57
1.00 165 1.77 1.78 172 159 133 120 113
2.00 3.94 406 4.07 4.00 381 354 316 2.78
(a) Median % error
| Maturity/Strike 90 95 100 105 110 115 120 125 ]
0.01 39.71 164 059 090 238 377 759 1234
0.10 0.88 071 0.67 063 064 084 189 235
0.50 161 164 162 1.58 146 137 140 1.75
1.00 353 359 359 351 336 311 290 295
2.00 10.16  10.07 10.02 9.89 9.61 9.34 9.05 8.75
(b) 90th quantile % error
| Maturity/Strike 90 95 100 105 110 115 120 125 ||
0.01 57.59 16.07 1.10 1535 2843 30.11 15.95 18.70
0.10 368 118 109 1.05 296 683 11.84 18.08
0.50 271 265 260 252 245 235 640 11.29
1.00 781 758 739 724 712 7.00 6.87 877
2.00 77.63 76.58 75.06 74.85 74.14 7352 72.98 7251

(c) Maximum % Error

Table 2.6: Approximation error of the IV under fractional Bergomi model with H=0.7.
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Figure 2.10: Accuracy of the approximation (2.13) under fractional Bergomi with H = 0.7.
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Figure 2.11: Implied volatility surface under fractional Bergomi model with H = 0.7.
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Chapter 3

On the implied volatility of Inverse and
Quanto Inverse options under stochastic
volatility models

3.1 Introduction

Over the last several decades option pricing models were developed for conventional assets such as
stocks, bonds, interest rates, foreign currencies, etc. Nowadays crypto derivatives is a new class of
asset that has gain a lot of attention. Blockchain technology has started to prosper since the advent
of Bitcoin. Since then the development of new much more powerful and scalable blockchains like
Ethereum, Solana, Polygon, etc. has taken place. As a result, over the last decade we have seen
the emergence of numerous exchanges that allow regular people, institutional investors and market
professionals either to become a part of the innovation or speculate on it. For the introduction to
this topic we refer to Fant et al. [22], Mukhopadhyay et al. [44] and Richards [49], among others.

The peculiarity of crypto derivatives is related to the idea of how one sees the cryptocurrency.
Is it a security, currency or a commodity? As regards options, the answer to this question influences
the pricing methodology. One can see a detailed discussion on this topic in Imeraj et al. [1].
Unfortunately, there is no clear legal answer to this question, see Bolotaeva et al.[16]. However, a
detailed look at the topic allows us to incline to the following conclusions.

Cryptocurrency (at least Bitcoin and Ethereum) cannot be considered as a security since it
is fully decentralised and no one has the power to control its emission, whereas securities are
released by a central authority. Moreover, cryptocurrency cannot be treated as a conventional
(fiat) currency. A question that one needs to understand is if its preserves key characteristics of
money. Clearly, cryptocurrencies can be used to buy and sell things occasionally, however, they
are not widely accepted as a means of payment. Secondly, by looking at the historical data one
can observe enormous volatility of cryptocurrencies leading to the conclusion that its purchasing
power is not stable enough over time. As a result, it can not be used as a means to store the value.
However, the Central Bank Digital Currency solves the volatility issue by controlling the emission.
Last but not least, despite the fact that some companies may accept cryptocurrencies as payment,
the majority are still using regular currencies in order to measure the value of provided goods and
services. See Hazlett and Luther [36] and Ammous [12] where authors provide an investigation
about the similarity of cryptocurrencies to regular currencies.

On the other hand, if we consider the classical Garman and Kohlhagen [30] foreign exchange
(FX) pricing model, the construction of the delta hedged portfolio is conceptually different for FX
options than for regular options since we can not buy and sell units of the FX spot rate. As a
result, hedging is conducted by buying and selling units of the underlying foreign bond. Notice
that this completely undermines the idea of pricing crypto options using FX models since one can
buy and sell crypto in a way similar to a regular tradable asset.

Alternatively, some people believe that Bitcoin is a digital gold, but how similar is it to the
real commodity? In Goutte et al. [32] the authors define the following characteristics of hard
commodities: they are costly to mine or extract, they are storable, no single government or
institution controls their global supply, demand, or price and they have an intrinsic value, i.e., they
can be consumed or used as inputs in the production of other consumable goods. The first three
properties are naturally satisfied by Bitcoin, but the fourth one is still arguable. As a result, we
can not conclude that the crypto is a commodity. See Ankenbrand and Bieri [13] and Gronwald
[33] for more detailed discussion on the topic.

The aim of this chapter is to solve the pricing problem under a stochastic volatility model given
only the payoff function, without assuming any specific property on the cryptocurrencies as an
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asset. We consider as a crypto asset a cryptographically secured digital representation of value
or contractual rights that uses a form of distributed ledger technology and can be transferred,
stored, or traded electronically. Publicly traded crypto assets such as Bitcoin and Ethereum, etc.,
represent the main interest for us. Crypto derivative is a type of financial contract whose value is
dependent on an underlying crypto asset. Some of the publicly traded crypto derivatives are coming
directly from the regular exchanges, for instance, European type options and futures. However,
some of them are unique and have been introduced due to specific characteristic of crypto world.
In particular, one of the most traded crypto derivative is perpetual swap, which is a contract that
allows traders to speculate on the future price movements of cryptocurrencies. Unlike a typical
futures contract, perpetual swaps do not have expiration dates. For this reason, the price of
perpetual contracts must be anchored to the spot prices of their underlying assets. Exchanges
implement a price anchoring system called the funding rate mechanism. This mechanism balances
the short and long positions of perpetual swaps by either encouraging or discouraging trades. In
the case of a futures contract, you know that the price will converge to the spot value at expiry,
whereas in the case of a perpetual swaps, you do not know that the price will converge to the spot
at a certain point in time. In Section 3.2 we provide the mechanics of the perpetual swap market
on Deribit exchange.

The main interest of this chapter is the analysis of a derivative which can be considered as a
light exotic product and is called Inverse European option. The payoff at maturity of this product

is given by
V. = max (ST_K,O> ,
St
where ST denotes the price of the underlying at maturity and K is a fixed strike. In simple words,
if the option becomes in-the-money then the payoff is payed in the crypto coin rather than fiat
currency.

The Inverse European option is the main and the only type of options traded on Deribit
exchange, which controls more than 80 percent of the global crypto options market. For instance,
on June 10th 2023, the open interest in Bitcoin options on Deribit was 7.5 billion dollars, while
on OKX and Binance, the closest competitors, it was 0.5 and 0.17 billion dollars, respectively.
Therefore, the adequate pricing and hedging of Inverse European options is of high importance
from a practical perspective. However, this turns out to be quite challenging due to the mechanics
of Deribit exchange. We provide an overview of the Deribit trading mechanics in Section 3.2.

The Deribit does not allow the fiat currency and all the options are margined in cryptocurrency.
This is quite beneficial for professional crypto traders. For instance, consider a crypto hedge fund
or a crypto market maker. These are businesses which conduct deals exclusively with crypto assets.
As a result, it is quite natural for them to manage their trading books in cryptocurrency rather
than fiat currency. Clearly, they are exposed to the cryptocurrency depreciation risk, but it is much
easier to deal with it on the level of the book rather than trade by trade basis. This is one of the
main rationales which justifies the development of Inverse European options.

The literature related to the crypto derivatives is quite new. However, the topic attracts more
and more attention to researchers. In general, most of the research is empirical and centered around
the analysis of hedging crypto options under various stochastic volatility models. For instance,
see Matic et al. [43] and Alexander and Imeraj [2]. The second most popular flow of research is
empirical pricing of crypto options, see Hou et al. [38] and Siu and Elliott [51], among others.

However, the existing literature lacks rigorous analytical results about the price and the behaviour
of the level and the skew of the implied volatility in the case of Inverse European options under
stochastic volatility pricing models. As a result, the goal of this chapter is to fill the gap in the
existing literature and to analyze the option pricing problem when we allow the volatility of the
model to be a stochastic process.

Specifically, we present analytical results for the asymptotic behaviour of the at-the-money level
and the skew of the implied volatility for a general stochastic volatility pricing model. Additionally,
we provide the decomposition of the value of an Inverse European option into two components.
The first component represents the price of the option in the case of zero correlation between the
underlying and the volatility while the second component corrects for the correlation. This analysis
allows us to make conclusions not only about Inverse European options, but also about Quanto
Inverse European options which are briefly discussed in Section 3.3. Our main tool for proving
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these results is the Malliavin calculus, see Appendix .1 for an introduction to this topic. The results
of this chapter are extensions of Alos [3], Muguruza et al. [6] and Alos, Nualart, Pravosud [10].

The chapter is organized as follows. In Section 3.2 we provide details about the mechanics of a
perpetual swap and Inverse European options markets. Section 3.3 is devoted to the statement
of the problem and main results. Intermediary steps that allow us to prove the key theorems are
presented in Sections 3.4 and 3.5. Finally, in Section 3.6 we present the numerical study in the case
of the SABR and rough Bergomi models.

3.2 The mechanics behind perpetual swaps and Inverse European options

In this section we introduce in detail the following two main instruments on Deribit exchange:
perpetual swap and Inverse European option.

In this chapter, we use Bitcoin as a particular example of basis asset. In general, the underlying
asset used for these two instruments is Deribit BTC Index, which is defined as

med; = median(BTC}, ..., BTC),

BTC} = min(max(0.995 x med;, BT'C}),1.005 x med;),

IDX, =3 w; x BTCY,
i=1

where BTC} is the quote mid point of the Bitcoin price on the exchange i, w; is the corresponding
weight of the exchange (provided by Deribit) and n is the number of exchanges used for the
calculation of the index. The complete list of exchanges can be found on Deribit website. It is
worth to note that the list is updated quite often and criteria for including or excluding certain
exchanges from the calculation of the index are not clearly indicated.

We next define a perpetual swap contract. As was mentioned before, the key characteristic of
this contract is the associated funding payments. These payments have been introduced to keep
the perpetual contract price as close as possible to the price of the underlying which is Deribit
BTC Index. If perpetual contract trades at a price greater than the index value then traders that
have long positions need to make funding payments to the traders having short positions. This
will make perpetual swap less attractive to the long position holders and more attractive to the
short position holders, pushing perpetual swap price to trade in line with the price of the index. If
perpetual swap trades at a price lower than the index, the short position holders will have to pay
the long position holders.

Deribit perpetual contracts features a continuous measurement of the difference between the
mark price of the contract and the Deribit BTC Index. The percentage difference between these
prices is the basis for the 8 hourly funding rate that is applied to all outstanding perpetual contracts.
Funding payments are calculated every millisecond. The mark price is calculated as follows

x¢ = IDX; + 30 seconds EMA of(fair; — IDX}),

1.005 x IDX, if x; > 1.005 x IDX,
mark, = { 0.995 x IDX; if ;< 0.995x IDX, .

T, otherwise.

where EMA stands for exponential moving average which is recalculated every second with the
smoothing factor which equals to 0.0645, fair; is the quote mid point between the fair impact bid
and the fair impact ask prices. The fair impact bid is the average price of a 1 Bitcoin market sale
order or the best bid price - 0.1%, whichever has a greater value. By analogy, the fair impact ask is
the average price of a 1 Bitcoin market buy order or the best ask price + 0.1%, whichever has a
lower value.

Additionally, Deribit restricts allowed trading bandwidth of perpetual swap meaning that ask
and bid quotes have to be within certain distance around the Deribit BTC Index. The exact rule
can be found on the Deribit website.
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The funding rate is calculated as follows
(mark; — IDX,)
IDX,
funding; = max(0.05%, rate;) + min(—0.05%, rate;).

rate; = x 100,

Notice that the | funding:| < 0.45%. Finally, the funding payment over the time interval between the
changes in funding; is calculated as funding; x Position Size in Bitcoins x Position Holding Time.
Deribit does not charge any fees on funding payments and all payments are transferred between the
holders of the perpetual contracts. This makes the funding transactions a zero-sum game, where
longs receive all funding payments from shorts or the other way around.

We finally introduce the Inverse European call options. This option gives the right to buy 1
Bitcoin at the strike price at maturity. The payoff at maturity is given by

- IDXr - K
VT:max %70 )
IDXp

where IﬁYT is the average of the Deribit BTC index (IDX;) over the last 30 minutes before
expiry. The option features cash settlement meaning that at expiry the writer of the option will
pay profit if any to the buyer. The profit is payed in the units of Bitcoin.

We observe that this payoff can to be considered as exotic. Additionally, the underlying of the
option is I DX, which is realistically non-tradable asset. Hence, one should use perpetual swap
to hedge this option. The mechanics behind Inverse European option on Deribit leaves very little
hope that this option can be priced analytically in a closed form.

In the next section we introduce the formal notation to the pricing problem. Instead of
considering Vi we use a more tractable quantity which is an upper bound of V.

3.3 Statement of the problem and main results

Let T > 0 and consider the following model for asset prices S; (without lost of generality, we take
the interest rate equal to zero for the sake of simplicity) in a time interval [0, T

dSt = CTtStth
Wi = pW, ++/(1 = p?) By,

where Sy > 0 is fixed and Wy, W, and B; are three standard Brownian motions on [0, 7] defined
on the same risk-neutral complete probability space (2,G,P). We assume that W/ and B, are
independent and p € [—1,1] is the correlation coefficient between Wy and W/. When the volatility
o is constant, this model is the regular Black-Scholes model.

We consider the following hypotheses on the volatility process.

(3.1)

Hypothesis 3.3.1. The process o = (0+)iejo,1) 5 square integrable, adapted to the filtration generated
by W', a.s. positive and continuous, and satisfies that for all t € [0,T],

€1 < op < cg,
for some positive constants c1 and cs.
Hypothesis 3.3.2. For all p > 1 there exists ¢ > 0 and v > 0 such that for all0 < s <r <T <1,
(Elo, — os[P)P < e(r — s)7.
Hypothesis 3.3.3. Forp>2, 0 € ]L%,{,p, (see the Appendiz .1 for the definition of this space).

Hypothesis 3.3.4. There exists H € (0,1) and for all p > 1 there exist constants c1,co > 0 such
that for all0 <t <s<r<u<T<1

{E(D) a3 < er(u— )™

=

(3.2)

and
{E(DY DY ou)}'/P < ealu =)= (u—9)" 2, (3:3)
where D denotes the Malliavin derivative defined in the Appendiz .1.
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Let (Vi€);ep0,7) and (V;QE)te[QT] denote the values of an Inverse European call and a Quanto
Inverse European call options with fixed strike K, respectively.
We have that

W:E(ST_K) =K xE(K - 8¢7),,
Sr ),

VOQE_E<RX<§TK>> _ K x R B(K = $0)s.
T
+

where R is a fixed exchange rate. One can easily see that the difference between Vi¥ and VOQ Eis
due to the currency in which the options are quoted. In our case Vi is the crypto price of the
option and VOQE is the dollar value of the option.

We denote by BS(t,x,k,o) the Black-Scholes price of an Inverse European call option with
time to maturity T — ¢, log-underlying price x, log-strike price k and volatility o. That is,

BS(t,z,k,0) = N(da(k, o)) — 7 T=Deb~2 N (dy (k, 7)),
r—k o
do(k,0) = ———o — =
o) =i 2

T

di(k,0) =da(k,0) — 0

T —+,
7t,

where N is the cumulative distribution function of the standard normal random variable. One
can easily see that the Black-Scholes price of a Quanto Inverse European call is equal to
BS®QE(t,x,k,0) = R x BS(t,x,k,0). The derivation of these results is given in Imeraj et al.

[1].

One can easily show that the Black-Scholes price satisfies the following PDE
1 1
WBS(t,x, k,0) — 50283035(15, x, k, o)+ 50283135(15,:6, k,o)=0. (3.4)

Moreover, one can also easily show that the classical relationship between the Gamma, the Vega
and the Delta holds, that is,

0,BS(t,x,k,0)

ST (0%,BS(t,x,k,0) — 0, BS(t,z,k,0)). (3.5)

Furthermore, the log-forward price X; = log(S;) satisfies
L 5
dXt = O'tth — §O't dt. (36)

Next, we observe that, as BS(T,z,k,0) = e* x (e7% —e™®), for every o > 0, the price of an
Inverse call option V; = ¥ x E;(e™* — e~%), can be written as

1 T
VE =E(BS(T,Xr,k,vr)), v = \/T ; o2ds. (3.7)
- t

In particular, VYE = BS(T, X1, k,vr) and VtQE =R x V,E. This implies that the implied volatility
level and the skew of Inverse and Quanto Inverse European call options are the same. Hence, we
will only state the main results of this chapter for the Inverse options.
We define the implied volatility (IV) of an Inverse European call option as the quantity 17 (¢, k)
satisfying
V.E = BS(t, Xy, k, IP(t, k),

We denote by IZ(t, k}), where ki = X}, the corresponding at-the-money implied volatility (ATMIV)
which, in the case of zero interest rates, takes the form BS~1(t, X;, X, V,F).
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The aim of this chapter is to apply the Malliavin calculus techniques developed in Alos [3] in
order to obtain formulas for

lim 77(0,k*) and lim 0,17 (0, k%)
T—0 T—0
under the general stochastic volatility model (3.1), where we have set k* = kj for the sake of

simplicity.
The main result of this chapter is the following theorem.

Theorem 3.3.5. Assume Hypotheses 3.3.1-3.3.4. Then,
lim I7(0,k*) = o. .
Jim (0,k") = o9 (3.8)
Moreover,

T T
lim Trnax(%—H,O)aklE(O, k) = %lmo Tmax(%—H,O)%/ </ E(DXV/au)du> dr (3.9)
— [eX)) 0 r

T—0

We observe that when prices and volatilities are uncorrelated then the short-time skew equals
to zero. Observe also that if the term E(DY o) is of order (u— )"~ %, the limit of the right hand
side of (3.9) will be 0 if H > 1/2 and it will converge to a constant when H = 1. When H < § we

need to multiply by T 3=H ip order to obtain a finite limit.
The results of Theorem 3.3.5 can be used in order to derive approximation formulas for the
price of an Inverse and Quanto Inverse European call options. Notice that, as

V¥ = BS(0, Xo, k, T¥(0,k)).
Then, using Taylor’s formula we can use the approximations
TE(0,k) ~ IP(0,k*) + 0x I%(0, k%) (k — k™).

The great utility of this relation is that we can use it to approximate the price of the European
Inverse call option for a wide range of stochastic and fractional volatility models.

3.4 Preliminary results

In this section we provide closed form decomposition formulas for the price and for the ATM
implied volatility skew of an Inverse call option under the stochastic volatility model (3.1). The
main result of this section is the following theorem.

Theorem 3.4.1. Assume Hypotheses 3.3.1-3.3.4. Then, the following relation holds for all t € [0,T],

T T
V.E =B, (BS(t, Xy, k,v;)) + Eq (/ H(s, X5, k,vs)0s (/ ngofdr> ds) ,
t s

BS(s, Xs, k,vs) — 02,BS(s, Xs, k,v5)).

rxrx

where H(s, Xs, k,vs) = 1(03

Proof. We follow similarly as in Alos [3]. Since Vi = BS(T, X1, k,vr) the law of one price leads
us to the conclusion that V; = E,(BS(T, X1, k,vr)). Applying Theorem .1.2 in the Appendix to
the function BS(T, X7, k,vr) we get that

T
BS(T,Xr,k,vr) = BS(t, X3, k,vt) +/ 0sBS(s, Xs, k,vs)ds
t

T
+ / 0.BS(s, Xy, k,v) <;afds + anWS)
t

v? o?

T
+/ aO-BS(S,kaa,US) (2(’1”_ S)Us o 2(T _ S)’Us) dS

T
/ 02, BS(s Xs,k,vs)ﬁ (/ DSWaZdr> ds
—s)vs \ Js

/ 02,BS(s, Xy, k,v,)02ds.
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By adding and subtracting 3 ft 2(02,BS(s, X5, k,vs) — 0, BS(s, X5, k,vs))ds to the expression
above we get that

BS(T, X1, k,vr) = BS(t, X, k,v;)

T 1
—I—/ (8SBS(s,Xs,k,vs) - fUE&CBS’(s,XS,k,vS) + v282 BS(s, Xs,k,vs)) ds
t

231(13

0'2—1}2

/ 8. BS(5, X4, k,vs)o,dWy — / 9oBS (s, Xs, k,vs) 57t———ds
t

2(T — s)vs
/ o BSsXS,ka (/ DY o er>

+ 5/ (02,BS(s, X, k,vs) — 0. BS(s, X, k,v5)) (02 — v?)ds.
t

Notice that the second term in the above expression is equal to zero due to formula (3.4). Finally,
using equation (3.5) and taking conditional expectation we complete the proof. |

We next derive an expression for the ATM implied volatility skew of an Inverse European call
option under the stochastic volatility model (3.1).

Proposition 3.4.2. Assume Hypotheses 3.8.1-3.3.4. Then,

(3.10)

B (fo (OH (s, X, K, 0,) = H(s, X0, %, 0,))Asds )
lim 0, I%(0,k*) = lim :
T0 T-0 9,BS(0, Xo, k*, I¥(0, k*))

where H(s,x,k,0) = % (5‘§QC%BKS'(,9,XS7 k,vs) — 02,BS(s, X5, k,vs)) and
As = o fST DWo2dr.

Proof. This proof follows similarly as Theorem 4.2 in Alds, Leén and Vives [7]. Since V,F =
BS(t, Xy, k, I¥(t,k)), the following equation holds

OV,E = 0,BS(t, Xy, k, TF(t,k)) + 0y BS(t, X4, k, I (t, k) ORTE (, k).
On the other hand, using Theorem 3.4.1, we get that

T
6kv;E = aktEt (BS(t,Xt,k7'Ut)) +Et (/ 8]€H(S,X37k,US)ASdS> .
t

Combining both equations, we obtain that that the volatility skew Oy IF (¢, k) is equal to

E, ( I 0k H (s, X, K, vS)Asds) LBy (0uBS(t, Xy, kyvy)) — 0uBS(t, Xy, k, I(t, k)
aoBS(t7Xt7kaI(ta k)) .

Finally, using the fact that

1 VT —t
OBS(t,z,kf,0) = BS(t,x,kf,0) — iErfc (G) ,

2V2
where Erfc(z) =1 — % Iy e’ dt, and Theorem 3.4.1 we conclude that

E (0, BS(0, Xo, k*,v0)) — 0x BS(0, Xo, k*, I7(0, k*))

. ) VTI(0,k*) VT
= (E(BS(0, X0, k", v0)) = Vo) + 3 (Ef ( 2V2 ) _Erfc< 22 ))

. (/TH(S,Xs,k*,vs)Asd8> ! (E o (xfliﬁ k*)) _Erfc<\£§g0>>.

By (3.8) limr_,0 I”(0,k) = 9. Moreover, by continuity, we have that limz_,o vy = 0¢. This
completes the desired proof. |
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In order to compute the limit of the skew slope of the ATMI, we need to identify leading order
terms of the numerator in equation (3.10). This result is provided in Proposition 3.4.3.

Proposition 3.4.3. Assume Hypotheses 3.8.1-8.3.. Then, for allt < T,
T
Et / G(S,Xs,k,US)ASdS :Et (G(t,Xt,k,Ut)Jt)
t

+E, (;/ (000 = aix)G(s,Xs,k,us)JsAsds> (3.11)
t

T
]Et (/ 8;CG(SaXS7kaUS)UsDJ§dS> )
t

where G(t, X¢, k,ve) = (O H(t, X, k,ve) — H(t, X¢, k,vp)), Jy = ftT Ayds, and D= J, = fST DWA,.dr.
Proof. The proof follows similarly as in Alos, Le6n and Vives [7]. Applying Theorem .1.2 to the
function (O H (t, Xy, k,ve) — H(t, Xy, k,vp)) ftT Ayds, we obtain that

T
/ G(SaXSakavS)ASds :G(tyxtakavt)Jt
t

,02

T
+‘/t (85G(S,X5, k,’l)s) + MavG(S7XS7k7’US)> JSdS

T
+/ 0.G (8, Xs, kyv4)J s (—1a§ds+asdws>
t

T
1
- v 7Xs,k7 S s d Xsak7 S sAsid
/ 0uG(s vs)J, 3T =)o s+/ (s vs)J, 2(T—s)vss
/ 0:G(5, X g, k,v5)0sD™ Jods + 2/ 020% G(s, X4, k,vs)Jsds.
t
By adding and subtracting the term 5 tT v2(02,G(s, Xs, k,vs) — 0,G(s,Xs,k,vs))ds to the

expression above we get that
T
/ G(s, Xs, k,vs)Nsds = G(t, Xy, k,vp) Jy
t
r 1
+ / (8SG(37XS7 k,’US) + §v§(a§xG(SaXS7 ka US) - 83?G(57X8a k,Us)))Jst
t

T
1
+/ 5(8§mG(S,X5,]€,’US)—8IG(S,XS,]€7’US))(O' —v?)Jyds
t
2

T
U
—/t aUG(S7X37k7US)m

st—|—/ 0:G(8, Xg, k,vs)JsosdWy

T
+/ 33IG(S»X57k»Us)JsAs d3+/ a G S Xs,k US)O'SD J dS
t

#
2(T — s)v
Next, equations (3.4) and (3.5) imply that

1
0sG(s, X, k,vs) — §v§8wG(s,Xs7k,vs) + v282 G(s, X5, k,vs) =0,

2 s
0vG (s, X, k,vg)

5 N =
azzG(stsak7US) afG(S’XS’k’vs) 'US(T_S)

Finally, taking conditional expectations and noticing that by Lemma 3.4.4 all conditional
expectations are finite, we complete the desired proof. |

We conclude this section with the following lemma. See Lemma 6.3.1 in [6] for the standard
European call option case.
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Lemma 3.4.4. Assume Hypotheses 3.53.1-3.3.4. Then, there exist positive constants C' and C' such
that for all T < 1,

—2
T
|(8$G(5aXS7kavs)| S C (/ Uidu> ’

-3

T
(040 — 022)G (s, X, ky05)| < C ( / agdu>
Proof. Straightforward differentiation give us that

(2(k —z)+ (T - s)vf) 2) y

|0.G(s, 2, k,v,)| = exp (‘ 8(T — s)v2

(8(k —x)* = 2(k — x + 2)(T — s)*vs + 4(k — . — 6)(k — 2)(T — s)v2 — (T — s)*v9)
161/27(T — 5)7/207 .

Then, due to Hypothesis 3.3.1, we get that
1 2
|0.G (s, 2, k,vs)| < mexp (—co (y + vV — s) ) X
<01 2 lof® + ealul + ea(T — ) )

exp (—co (y + vg/ﬁ) 2) X

v
= T

<Cl1 <‘y + Usm‘g + (vsmf) + c (‘y + vs\/Ti—s‘2 + (us\/ﬁf)

¢ |y + 0V T=5] +0/T=5) + c;>,

(k—z)
V(T —s)vs ’
Finally, since for any ¢ > 0 and d > 0 the function xe~
that

where y =

d2* i hounded and T < 1 we conclude

- 2
|0.G(s,x, k,vs)| < C (/ O’Zd’LL) ,

which proves the first inequality.
Similarly, we have that

1

3 92 < - -
|(ammc amz)G(‘S?x’ k’vs)’ — (T _ S)?”Ug

2
exp (co (y + vV — s) > X
<0111|5 +calyl + ealyl® + calyl® + esly| + o (T - 8)7/211?) :
and the same argument as in the case of first inequality allows us to complete the proof. |

3.5 Proof of Theorem 3.3.5

3.5.1 Proof of (3.8) in Theorem 3.3.5: ATM implied volatility level

This section is devoted to the proof of (3.8) in Theorem 3.3.5. The proof follows the ideas initially
presented in Alos and Shiraya [11].
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3. On the implied volatility of Inverse and Quanto Inverse options under stochastic volatility
models

3.5.1.1 The uncorrelated case

Notice that, if p = 0, Theorem 3.4.1 gives us that the option price can be written as
VE =E; (BS(t, X, k', vt)). Then the implied volatility satisfies the following

I%(0,k*) = BS™'(k*,Vy’) = E (BS™ ' (k*,EBS(0, X0, k", vp))) =
=E (BS™'(k*,®9) — BST'(k*,®7)) + E (vo),

where @, :=E, (BS (0, Xo, k*,v9)).
Thus, ®, = E (BS (0, Xo, k*, vo) |]-"TW/) and (®,),>0 is a martingale with respect to the

filtration (FY /),.20. By the martingale representation theorem, there exists a square integrable
and F"V'-adapted process (U,),>o such that

®, =Py + / UsdW..
0

Clark-Ocone-Haussman (Theorem .1.1) formula gives us the following representation,

’ ’ aBS ’ ’
Ur:E(Dv‘”}V BS(O,X()’]{Z*’UOM]:XV):E(%(07X07]€*7’UO))D:V”U0|]:7YV):

T /
9BS T DY es, .
_E<%(O,X07k ,UO)TL}—T .

Then, a direct application of the classical Itds formula gives us
T
E (BS™'(k*, &) — BS™'(k*,®7)) = —E (/ (BS™HY (k*, @T)U,dmf) +
0
1 (T
+E 5/ (BS™Y'(k*, ®,)U2dr
0

1 T
—E <2/ (BSl)”(k:*,@T)der> ,
0

where (BS ~1)" and (BS ~!)” denote, respectively, the first and second derivatives of BS~! with
respect to P,..

Straightforward differentiation gives us the following expression

30VT 30T\ /T
3UBS(O7X0’ ]43*,0') = —UT@UQTErfc < Uf) 4 ¢ \/>

22 V2r
Notice that

1

-~ 0,BS(0, Xo, k*, BS—1(k*, ®,)))’

_ 83.08S(0, X07 k*a BSil(k*v @7)))
(8,BS(0, Xo, k*, BS—1(k*, ®,))))*

(BSY (K", ®,)

(3.12)

(BSil)”(k*? (I)r) _

By Lemma .4.2 (see the Appendix .4), [(BS™)"(k*, ®,)| < CT 2.
Hence, for T < 1 due to Hypothesis 3.3.1 we conclude that |9, BS(0, Xo, k*,vo)| < CVT.
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Proof of Theorem 3.3.5

Finally, using Hypotheses 3.3.1 and 3.3.4 and Hoélder’s and Jensen inequalities we get

1 T T
E 5/ (BS™H'(k*,®,)U2dr gCT—%/ RU2dr
0 0

T T 2
gCT%/O IE(E (/ ‘DZV’ag dsﬂw’» dr
<C %/ / (‘DW ;QYV’))stdr (3.13)
<C %/ / DW s dsdr
<(C %/ / 2H Ydsdr

Hence, we conclude that limp_,q E (% fOT(BS*)"(k*, @T)der) = 0. Which under Hypothesis
3.3.1 and Dominated Convergence theorem lead to

. 0 T o
%1310[15(0’ E*) = %1310153(110) = 09.

3.5.1.2 The correlated case

Using the similar idea as in the uncorrelated case we get the following

17(0,k*) = BS™'(k*, V") = E (BS™'(k*,T'7) + BS™'(k*,To) — BS™'(k*,T)) =
=E (BS™'(k*,Tr) “H(k*,To)) + 15(0,k*) =
=E (BS ' (k*,Tr) — BS™(k*,To)) + I%(0,k*),

where T’y := E (BS(0, Xo, k*,v0)) + SE ([ H(r, X, k*,v.)Ardr).
Then, a direct application of the Itos formula gives us

T
TE(0,k%) = I%(0,k*) + E </ (BS_l)’(k*IS)H(s,XS,k*,vs)ASds> <
0

T
<190,k + | O(T —s)"2)ds.
0

The last line follows from the following observations. Using Hypothesis 3.3.1 and Appendix
4, we conclude that |H (s, X,,k*,v,)] < C(T — s)~2. Additionally, from Appendix .4 one
can see that }(BS*I)’(IC*,FS)’ < CT~ 2. Finally, due to Hypothesis 3.3.4 we conclude that

E(|As]) < C(T — )2+,
As a result, we get limp_,o E (fOT(BS_l)’(k;*,FS)H(S,XS,k‘*,vs)Asds) = 0. Then, the result
in the previous section gives us that
TE(0,k*) — o9
as T — 0, as we wanted to prove.

We summarise the presented steps in the following corollary.

Corollary 3.5.1. Under Hypotheses 3.3.1-3.3./ the following holds

T T
TE(0,k*) = I%(0,k*) + E <2p/ (B5") (K", Ts)H(s, My, k*, vs) <a/ o, DY aTdr> ds ) .
0 s
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3.5.2 Proof of (3.9) in Theorem 3.3.5: ATM implied volatility skew

Appealing to Propositions 3.4.2 and 3.4.3 we have that

T
E (/ G(saXsakavs)Asd5> :E(G(OaX07kaUO)JO)
0

+]E<;/ (03, — 33x)G(s,Xs,k,vs)JgAsds> (3.14)
0

T
+E (/ 8wG(s,Xs,k,vs)UsDJsds> )
0

We proceed in a series of steps and start by bounding the second term in (3.14).
Step 1. Using Hypotheses 3.3.1 and 3.3.4 with Hoélder’s inequality we get the following

E(|Js/\s|)§CE<</ IDWUT ></ / ‘D oy drdu))
<c E</8T|DSW'UTdr>2E</ST/uTDy'ardrdu>2

<C |E (\/(T—s) /ST(DZV’UT)er)Q]E \I(T_s)[ (/: |D15V’a7>|dr>2du
<C ((Ts) /STE(DXV'JT)MT) ((Ts) /STIEI (/MT|DZV’JT|dr>2du>

T
<O, | (T — s)?H+1 ((T ) / (T - u)2H+1du>

= C\/m _ C(T o s)2H+2.

2

(3.15)
Next, by Lemma 3.4.4 we know that
e -3
E (|(0%,, — 02,)G(s, Xu k. 00)|) < C ( / agdu) ,
) » (3.16)
E (|(0:G(s, X5, k,v5)]) < C (/ aﬁdu) .
Finally, using Hypothesis 3.3.1, equations (3.15) and (3.16) we conclude that
1 (T T
E 7/ (0240 — 02,)G (s, Xy, k,v) JAy| ds | < C/ (T - s)*"1ds
2 Jo 0 (3.17)
= O(T*H).
Step 2. Calculating the Malliavin derivative of DV A, we get the following
/ DY A dr—/ DW< / DY 2du>
(3.18)

T T
:/ ((DZVUT)/ vaaidu—&—ar/ DZVDZVaidu> dr,
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where
DY DYo? =2(DYo,D) 0y + 0,DY DV 5,).
Using Hypothesis 3.3.1 we get the following

DYDY o2| < C ‘DZV oDV o, + DV DV g,

Next, using Hypothesis 3.3.4, Holder’s inequality and equation (3.15) we conclude that

T T 1 1
o [ Ioto¥atian) <o [ (tom )

< C(T _ S)2H+1,
> (3.19)

oo

2
T
< C\|E(DW 0, ) (/ |D7W/aﬁdu>

< C(r—s)T=3(T — r)f+3,

T
E <|DZV0T/ DY o2 du

T

T
w’ w' 2
D, O'T/ D, o,du
T

Substituting the result from the equation (3.19) into the equation (3.18) we conclude that

T T
E (/ ’DZVAr’ d?‘) < C/ ((r - s)H_%(T_ 3)H+% + (T - 5)2H+1) dr
g C ((T _ 8)2H+1 4 (T o S)2H+2)) -0 ((T o 8)2H+1) )
Finally, Hypothesis 3.3.1, equations (3.16) and (3.20) allow us to conclude that
T T
E </ 10:G (s, Xs, k,vs)0s D™ J| ds) < C/ (T — )21 =14
0 0

= O(T*H).
Step 3. Direct differentiation gives us the following expressions

30\/T> n e‘é"zT\/T

(3.20)

(3.21)

2v/2 ver
e 3T% (Tvf + 4)
82 T3/2v3 .
Combining Propositions 3.4.2 and 3.4.3, equations (3.17) and (3.21) we get the following

. V2rTEH
lim T H9,I7(0,k") = lim Y~
T50 TS0 /T

0,BS(0, Xo, k™, 0) = —oTe” TErfe <
(3.22)
G(Oa X07 k*a UO) =

E(G(QX(],]C*,’U())J()) . (323)
Notice that
T T ,
EJy = E/ 2p ((00 + (05 — Uo))/ (o0 + (0 — 00))DZV ardr> ds.
0 s

Hence, using Hypothesis 3.3.1 and Hoélder’s inequality we get the following

T T )
EJy — 2/)08/ / E (DZV O‘T> drds
0 s

Finally, under Hypothesis 3.3.1 and equation (3.24) apply Lebesgue dominated convergence
theorem to equation (3.23) and conclude that

Tl—H T T ,
lim T3 H9,I5(0, k) = lim 2 / (/ E (DXV au) du | dr. (3.25)
T—0 0 T

-0 (T%+H+7) . (3.24)

70 ooT?

One can see that the limit in equation (3.25) under Hypotheses 3.3.1 - 3.3.4 is well defined.
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3.6 Numerical analysis

In this section we justify Theorem 3.3.5 with numerical simulations. Notice that the SABR and
rough Bergomi models do not satisfy Hypothesis 3.3.1. However, truncation argument justifies the
application of Theorem 3.3.5 in these cases. In simple words, truncation argument allows us to
pretend that the the volatility process satisfies Hypothesis 3.3.1 and apply the results of Theorem
3.3.5 in a straightforward way. The step by step application of truncation argument is presented in
Section 2.5 and we safely omit it in this section.

3.6.1 The SABR model

We consider the SABR stochastic volatility model with skewness parameter equal to 1, which is
the most common case from a practical point of view. This corresponds to equation (3.1), where
S; denotes the forward price of the underlying asset and

2
/ /_aZ
doy = ao dW,, op = opeWi Tt

where o > 0 is the volatility of volatility.
For r < t, we have that DY "0 = aoy and E (D,‘fv ,ort> = awog. Therefore, applying Theorem
3.3.5 we conclude that

1
lim 0,17 (0,k*) = = pov.
Jim ORI (0, k") 5P
We next proceed with some numerical simulations using the following parameters

T
So =100, T'=0.001, dt = 50 ¥ 0.3, o0 = (0.1,0.2,...,1.4).
In order to get estimate of the price of the Inverse European call option we use antithetic
variates. The estimate of the price is calculated as follows
1 N i 1 N i, A
Vmbr _ N Zi:l Vi + N Zi:l quﬂ (3.26)
2 )
where N = 2000000 and the sub-index A denotes the value of a call option computed on the
antithetic trajectory of a Monte Carlo path.
In order to retrieve the implied volatility we use Brent’s method. For the estimation of the
skew, we use the following expression which allows us to avoid a finite difference approximation of
the first order derivative.

— 8, BS(0, Xo, k*, 1(0,k*)) — E (¥ = X715, 5,)

%ul(0,k") = 9, BS(0, Xo, k= 1(0, k)

(3.27)

In Figures 3.1 and 3.2 we present the results of a Monte Carlo simulation which aims to estimate
numerically the skew and the level of the at-the-money implied volatility of the Inverse European
call option under the SABR model. We conclude that numerical results fit the theoretical ones.
3.6.2 The fractional Bergomi model
The rough Bergomi stochastic volatility model asssumes equation (3.1) with

_1,2,2H
o_t2 _ 0_(2)61)\/2HZt vt ,

t
th/ (t—s)T—2dW’,
0

where H € (0,1) and v > 0.
Moreover, for r < u, we have

’
DY o,

1
20wV 2H (u — r)H_%,
E(DY 5,) = e—%v2u2H§UOU\/2H(u —r)H-3,
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Figure 3.1: At-the-money skew of the IV under the SABR model.
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Figure 3.2: At-the-money level of the IV under the SABR model.

which gives

0 if H>2
lim O I8 (0,k*) =4, L 72 (3.28)
T—0 it H=3
and for H < %
1_ 2pvV2H
lim 72 H0,17(0,k*) = . 3.29
i T2 R0 0K = G me T m) (3.29)

The parameters used for the Monte Carlo simulation are the following
T
Sp =100, T' = 0.001, dt = 50’ H=(04,0.7),v=05, p=-0.3, 00 = (0.1,0.2,...,1.4).

In order to get estimate of the price of the Inverse European call option under the rough Bergomi
model we use antithetic variates presented in equations (3.26). We use equation (3.27) for the
estimation of the skew.

In Figure 3.3 we present the ATM implied volatility skew as a function of maturity of the
Inverse European call option for two different values of H, where we observe the blow up to —oo
for the case H = 0.4.

Due to the blow up of the at-the-money implied volatility skew of the Inverse European call
option when H < i we also plot the quantities T=H9,1(0,k*) for H = 0.4 and 8;1(0, k*) for
H = 0.7 on Figure 3.4. And in Figure 3.5 we present the estimates of ATM IV level. In general, we
conclude that theoretical results are in line with values provided by Theorem 3.3.5.
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Chapter 4

On the skew and curvature of the implied
and local volatilities

4.1 Introduction

Local volatilities are the main tool in real market practice, see Dupire [21], since they are the
simplest models that capture the empirical implied volatility surface. They are an example of
mimicking process, see Gyongy [34], in the sense that they are one-dimensional models that can
reproduce the marginal distributions of asset prices S;. In the local volatility model the volatility
process is a deterministic function o (¢, S;) of time and the underlying asset price. The values of
this function can be computed via Dupire’s formula, see Dupire [21]. The plot of this function o, is
called the local volatility surface.

One challenging problem in this context is the study of the relationship between the implied
and local volatilities. Even when both surfaces are similar, we can easily notice that short-end
local volatility smiles are more pronounced than implied volatility smiles. In fact, some empirical
studies, see Derman, Kani, and Zou [20], state that for short and intermediate maturities the ATM
implied volatility skew is approximately half of the skew of the local volatility (a property that is
known as the one over two rule).

There have been many attempts to address this phenomena from the analytical point of view.
Classical proofs of this property for stochastic volatility models can be found in the literature. For
example, in Derman, Kani, and Zou [20] or in Gatheral [31], this property is deduced from the
expression of the implied volatilities as averaged local volatilities. In Lee [41], the expansion of
the implied and local volatilities allow to prove this property by a direct comparison. In Alos and
Garcia-Lorite [5], Malliavin calculus techniques give a representation of the short-limit at-the-money
(ATM) implied volatility skew as averaged local volatility skew, from where the one over two rule
follows directly.

Nevertheless, recent studies, see Bourgey, De Marco, Friz, and Pigato [17], state that the one
over two rule is not true for rough volatility models, where the volatility process is driven by a
fractional Brownian motion with Hurst parameter H < % More precisely, the ATM short-end
implied volatility skew is ﬁ% the ATM short-end local volatility skew, a result that is obtained
via large deviations techniques.

In this chapter, we see how Malliavin calculus leads to an easy proof of this -1 rule. On the

H+3

other hand, we study the relationship between the curvature of implied and local volatilities. In
particular, we show how the ATM short-end implied volatility curvature can be written in terms of
the ATM short-limit skew and curvature of the local volatility, and vice versa. Moreover, we explain

why ﬁg rule is not incompatible with real market data, where the short-end local volatility is
usually computed via a regularization procedure.

This chapter is organized as follows. In Section 4.2 we introduce the notation of the problem.
Section 4.3 is devoted to the study of the at-the-money skew for the local volatility model. In
Section 4.4 we analyze the relationship between the curvatures of the implied and local volatilities.
Finally, we present some numerical examples in Section 4.5.

4.2 Malliavin calculus for local volatilities
In this section we recall the key tools of Malliavin calculus in application to the local volatility

function. We refer to Alos and Garcia-Lorite [5] for a deeper introduction to this topic and its
applications to finance.
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4. On the skew and curvature of the implied and local volatilities

Consider the local volatility model of the form
t
St = So +/ o(u, Sy)SudW,, (4.1)
0

where W; is a Brownian motion on [0, 7] defined on the risk-neutral complete probability space
(Q, F,P). We assume that interest rate r = 0 for the sake of simplicity. In order to study the
Malliavin differentiability of the asset price S, let us consider the following hypotheses.

Hypothesis 4.2.1. o is continuous and there exist two constants c1,co > 0 such that, for all
(t,x) € [0,T] x R,
1 < o(t,x) < co.

Hypothesis 4.2.2. There ezist two constants C > 0 and v € (0,3) such that, for all t € [0,T],
o(t,-) is differentiable and
St&aa(t, St) S Ct™ .

Remark 4.2.3. Notice that Hypothesis 4.2.2 is equivalent to
D.6(t, X,) < Ct™7,

where & denotes the local volatility in terms of the log-price of the underlying that is 6(t,x) = o(t,e”).

According to (45), the Malliavin derivative of the random variable S; for » <t is given by
t
DYS, =o(r,5,)S, + / a(u, Sy) DY S, dW,,,

where a(u, S,) = 0y0(u, S,)Sy + o(u, Sy). Notice that, as o is bounded and Hypothesis 4.2.1 holds,
for all p > 2, Burkhoélder and Holder inequalities give us that

E(DV S, < ¢, (]E(g(r, S,.)8,)P + (/:UME(DKVSu)?du) é)

T
<e E(o—(r,s,)s,)p+(/ u—w)du) (/ ]E(D,WSu)pdu) ,

for some positive constant c,. This implies, by Gronwall’s lemma, that, for all ¢t < T,
E(D)Y S;)P < ¢,E(o(r, S)Sy)?, which implies that E(D," S;)? < ¢, for some positive constant c},.
Moreover, a direct application of It6’s lemma gives us that

1 t t
DY'S, =o(r,S,)S, exp (2/ az(u,Su)dqu/ a(u,Su)qu). (4.3)

In order to study the second Malliavin derivative of S, let us consider the following hypothesis:

Hypothesis 4.2.4. There exist two constants C > 0 and v € (0,%) such that, for all t € [0,T],
o(t,-) is twice differentiable and
S202 o(t,Sy) < Ct™.

Then, under hypotheses 4.2.1, 4.2.2, and 4.2.4, for # < r the second Malliavin derivative of the
random variable S; is given by

t
DY DV S, = a(r,S,) DY S, + / dpa(u, S,) DY S, DY Sy dW,,
. r (4.4)
+/ a(u, S,) DY DY S, dW,.

Notice that, as Hypotheses 4.2.1, 4.2.2, and 4.2.4 hold, the stochastic integrals are well defined.
Then, similar arguments as for the first Malliavin derivative give us that E(D}Y DIV S;)P < ¢, for
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some positive constant c,. Moreover,
1t t
DY DYS, = a(r, S,)D}Y S, exp (_2/ a2(u,5’u)du+/ a(u7Su)qu)
1t ' t '
+o(r,S;)S, exp (—2/ a’(u, Su)du+/ a(u,Su)qu>
1 W 2 ! w
x|\ =3 Dy (a*(u, Sy))du+ | Dy (a(u,Sy))dW,

Lt . (4.5)
= a(r,Sy)o (60, S9)Se exp <—2/ a*(u, S, )du —|—/ a(u, Su)qu)
0 0
1 t t
+o(r,S,)S, exp (—2/ a*(u, S,)du +/ a(u, Su)qu>
L w s fow
o Dy (a*(u, Sy))du+ | D (a(u, Sy))dW,, | .
Remark 4.2.5. Consider t > 0. Notice that, under the above hypotheses and as 0,r — t,
DSy — o(t, S1)St, (4.6)
and
.DZVD,,WSt — (l(t, St)O'(t, St)St = O'(t, St)ama(t, St)SE + 0'2(t, St)St, (47)
a.s

Finally, let us consider the following hypothesis

Hypothesis 4.2.6. There exist two constants C > 0 and v € (0, §) such that, for all t € [0,T],
o(t,-) is three-times differentiable and
303, ot S)) < Ct™>7.
Using the same arguments as before, one can see that, under this hypothesis,
E|DY DYV DW S|P < ¢, for some positive constant c,, and for all u < § < r < t.

4.3 The skew

Consider a risk-neutral probability model for asset prices of the form

dSt = O'tSt<de+ \ 1— pZdBt), (48)

where we assume the interest rate to be zero, p € [—1,1], W and B are two independent Brownian
motions. We denote by F' and F? the o-algebra generated by W and B, respectively, and
F := FW v FB. Moreover, o is a stochastic process adapted to the filtration generated by W.
Notice that (4.8) includes the cases of local volatilities, classical stochastic volatility models, where
o is assumed to be a diffusion, and fractional volatilities, where o is driven by a fractional Brownian
motion. In particular, it includes the case of rough volatilities, fractional volatilities with Hurst
parameter H < %

We denote by BS(t, X;, k,o) the Black-Scholes price at time ¢ of a European call with time
to maturity 7', log-underlying X; and log-strike price k := In K, and by I(¢, k) the corresponding
Black-Scholes implied volatility. Moreover, we denote as k* = In(S;) the at-the-money strike.

Now we introduce the general results on the short-end behaviour of the volatility skew that we
use in this chapter.
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4. On the skew and curvature of the implied and local volatilities

4.3.1 Short-end limit of the skew slope
Let us fix ¢t € [0,7T]. Consider the following hypotheses.

Hypothesis 4.3.1. The process 0 = (04)se[t,1) 5 positive and continuous a.s., and satisfies that for
all s € [t, T,

C1 S Os S C2,
for some positive constants ¢y and cs.

Hypothesis 4.3.2. ¢ € ]L%,",Q, and there exist C; > 0, Co > 0 and H € (0,1) such that for all
t<7<0<r<u<T and for all p >0

<
< Cyu— >H H(u— )3,

Hypothesis 4.3.3. Hypothesis 4.2.6 holds and the following quantity

1 T T
— DY o2du | ds
(T _ t)§+H + < s u

where E; denotes the expectation with respect to Fy, has a finite limit as T — t.

Under the above hypotheses, the at-the-money short-end skew slope of the implied volatility
can be computed from the following adaptation of Theorem 6.3 in Alds, Leén and Vives [7].

Theorem 4.3.4. Assume that Hypotheses 4.3.1, 4.3.2 and 4.3.3, hold for some t € [0,T]. Then

T T
: _ \i-H w _ P 1 w2
:1F1£n>t(T )27 ORIt KY) = 207 Il“lint 7(T O E; (/t (/T D, Judu> dr) . (4.9)

4.3.2 The skew in local volatility models

Now we consider a local volatility model defined in equation (4.1). Firstly, we analyse the case of
differentiable local volatilities with bounded derivatives.

4.3.2.1 Regular local volatilities

If the local volatility function is bounded with bounded derivatives, the model (4.1) satisfies
Hypotheses 4.3.1, 4.3.2 and 4.3.3 for any t € [0, 7], with o, = 0(u, S,) and H = 0. Then Theorem
4.3.4 gives us that, for every fixed ¢, limp_,; OxI(t, k*) is finite. Moreover, as

DY o2 (u, S,) = 20(u, Sy)0.0(u, S,) DY S,

and DV S, — o(u,S,)S, as r — u, we get (see Alos and Garcia-Lorite (2021))

Jm DL 0) = 5 o </T </ Do >d>
- T (/ </ Qrot Su)ol Soby S“d“) )
:%igl(Tit)]Et</ (/ 8auS)Sdu>d>
:%@ (/ 00 (u, Sy) (/ dr)du).

(4.10)
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Recall that S,0.0(u, S,) = 0x6(u, X,), where 6 denotes the local volatility function in terms of
the log-price X. Then we get the following

- . ) 1 T . u
ql}r_nn ORIt k") = jl}I_nm mEt (/f 0.6 (u, Xy,) (/f dr) du)

Remark 4.3.5. The above is consistent with the one-half rule, a heuristic relationship introduced by
Derman, Kani, and Zou [20]. According to this rule, in the short end, the local volatility varies
with the asset price twice as fast as the implied volatility varies with the strike. This rule has been
proved for stochastic volatility models via different techniques (see Gatheral [31], Lee [{1], or Alos
and Garcia-Lorite [5]).

4.3.2.2 The rough local volatility case

Now, assume that Hypotheses 4.2.1, 4.2.2, and 4.2.4 hold for some v > 0. Under these hypotheses,
the local volatility has a singularity at (0,.5), and then we refer to it as a 'rough local volatility’.
Since
DY % = 20(u, Sy)0s0(u, Sy) DY S,
and
Dy DY 52 (u, S,) = 2(8.0(u, Su))?> DY SuDY Su + 20 (u, S,)02,0(u, Su) Dy SuDY S,

4.11
+ 20(u, Su)axa(u,Su)DgVD,WSu, ( )

a direct computation leads to the following bounds

(E(DY o2)P)s < Cu™

u

and )

(E(Dy D,V a3)P)7 < Cu™?.
Notice that, if ¢ > 0, v~ < ¢t~ and then Hypothesis 4.3.2 holds with H = %, which implies that
the one-half rule is satisfied. Nevertheless, if t = 0, this hypothesis holds with H = 5 — 7. Then,
the one-half rule is not true in this case, and we have the following result

Theorem 4.3.6. Consider a local volatility model satisfying Hypotheses 4.2.1, 4.2.2, 4.2.4, 4.2.6,
and 4.3.3 with t = 0. Then

1
2

s —H ®\ 1 s 1—Hg 4
%1Lr})T ORI1(0,k") = 73 TH zl“lg})T 0.6(T, Xr),

where & denotes the local volatility function in terms of the log-price X and H = % - 7.
Proof. As
DY o?(u, S,) = 20(u, Su) DY (0(u, Sy,)) = 20(u, Sy)0x0(u, Sy ) DV S,. (4.12)

Then, a direct application of Theorem 4.3.4 and equation (4.3) give us that

T T
%iglOT%_HakI(O,k*) = 20(07150)2 %iglo T%IJFHE </0 /T 20 (u, Sy)0z0(u, Sy)o(r, ST.)ST.dudr> :
(4.13)
Due to the continuity of the local volatility function o and the asset price S we can write
lim T3 H9,1(0, k") = lim —— (/T /TS 9,0(u, S )dudr) . (4.14)
T—0 ’ T50 T5+H o S, TR
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4. On the skew and curvature of the implied and local volatilities

Since S, 0,0 (u, Sy) = Ox6(u, X,,) we get the following

) 1 T T
. 1_ 5 ST N
%gnoT? OI(0,k") = %1310 7T%+HE </0 /7 8xo(u,xu)dudr>
(4.15)
1 T
= lim ——E / U0y 6 (u, Xy )du |
T—0 Tot+H 0
Direct application of I’'Hopital rule allow us to conclude that
lim THH0,1(0,k") = lim ——E " 5(u, X,)d
750 REEE =250 T3+H 0 UOzGH, S JOU
1 i_g
= lim ——— 6 4.16
lim a +H)T s~ HT9,6(T, Xr)du (4.16)
1 1
=3 lim 72 70,6(T, X7),
§ + H T—0
as we wanted to prove. |

Remark 4.3.7. The above result recovers the recent results by Bourgey, De Marco, Friz, and Pigato
(2022).

Remark 4.3.8. This relationship between the local and implied volatility implies that, given a model
for the volatility process o, the local and the implied skew slopes follow the same power law.

Remark 4.3.9. The above result seems to be in contradiction with real market practice, where the

one-half rule is observed (see Derman, Kani, and Zou [20]). However, the truth is that both facts

are compatible. FEven when a rough local volatility satisfies the above ﬁ rule, local volatilities
2

computed in real market practice are never ‘rough’, rather they are reqularized near maturity, as we
can see in the following example.

Example 4.3.10. In Figure 4.1 we present empirical ratio between the at-the-money skew slope of
the implied and local volatilities corresponding to the Stox50 index on July 13 2023. The shortest
observed market maturity is 7' = 0.03. Then, the computation of the local volatility from 7' = 0 up
to T'= 0.03 is done via a regularization procedure, which leads to a regular local volatility function
with finite skew slope limit.

- —e=- 0.50555+ -0.00681 t + 0.00217 t"2

0.305 + & curvature_iv / curvature_Iv

0.504 4 \\
0.503 1
0.502 4 -

0.501 | \l

-
N . g

0.500

T T T T T T T T
0.25 0.50 0.75 1.00 125 1.50 175 2.00

Figure 4.1: Empirical §-9056) for market data of EUROSTOXX50E index,
4.4 The curvature

Fix t € [0, T] and assume the following hypotheses
Hypothesis 4.4.1. There exists H € (0,1) such that, for allt <7 <6 <1 <,

(E|(DY DY DY ?)P)r < Clu—r)" =3 (u— )3 (u—7)H3,
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Hypothesis 4.4.2. There exists H € (0,1) such that for every fized t € [0,T] the following quantities
have a finite limit as T — t

1 g g W _2 ’
WEt /t\ E’r‘ /r D,r Uudu dr
1 T T - T Wwoo
WEt Z /; DS O /S DS O'udu dr | ds

We recall the following result which is an adaptation of Theorem 4.6 in Alos and Leén [9].

Theorem 4.4.3. Take t € [0,T], then under Hypothesis 4.3.1-4.4.2 for every fized t € [0,T],

lim (T — ) 2H o2, I(t, k™)

T—t

1 1 T T o 2
im — =
= Loy P T e /t Er/r Driowdu | dr
2

37 1 T
207 0 (T —pren (/ (/ Dy odu | dr
p’ T

w w _2

+af%l£>nt(T_t2+2H </ / Dy (r/ Dy Uudu>drd8>~

Similar arguments as in Section 4.3 give us that for fixed ¢ > 0 and under Hypotheses 4.2.1-
4.2.6, conditions 4.3.1-4.4.2 are satisfied with v = 0. Hence, 02, 1(¢,k*) tends to finite quantity.
Nevertheless, if t = 0, 4.3.1-4.4.2 hold for H = % — . In this case we can prove the following result

(4.17)

Theorem 4.4.4. Under Hypothesis 4.2.1- /.2.6,

4 5)H =3) o pie2i (g, 6(7 X))

lim 7' 27 92, 1(0,k*) =
Jim, TR = 0 5oy + 1)( + 32 1% (4.18)
; 1-2H 92 » .
+ 501 1) 7111310T 05,6(T, X1),

where H = % —7.
Proof. Because of Theorem 4.4.3, we know that the limit

lim T2 97, 1(0, k%)
T—0

is finite. Moreover, as local volatilities replicate vanilla prices, the result in Theorem 4.4.3 is also
true if we replace the spot volatility o, by the local volatility o(u, S, ). Then we can write

lim 72492, 1(0, k%)
T—0

L 1 g g W 2 ’
~ 10(0, 50)5%1310T2+2HE /0 ET/T DY o?(u, Sy)du | dr

2
: : (] oo (4.19)
200, So)F 150 7977 (/0 (/ DY o*(u, 8,)du ) dr
1 1 T T W T Y

=T +T5+Ts.
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Now the proof is decomposed into several steps.

Step 1 We start with the study of the term T;. Since
DY % (u, Sy) = 20(u, Sy)duo(u, S, ) DY S,,,

and because of the continuity of o and S, we get

1 1 T T 2
T = a(0,.50) 71}310 T2+2HE /0 ET/T aza(u,Su)Sudu dr

1 1 T T 2
B (O So) 71“1310 T2+2H /0 ET/T aza(quu)dU dr

Due to the Theorem 4.3.6 we know that u%_Ham&(u, X,,) tends to a finite limit. Then we can write

T (T g_1,\?
2du | dr
1 1_2H . 2 1. fO (fr u )
(0, 0y w0l )V g, T o

T N 1\ 2
L sy o T
(0 So) uli%u (06 (u, Xu))* TS0 (H + )2T2+2H

1 2 1
= 1— li 1-2H IA Xu 2.
d&%ﬂH+§P< uﬁ+@+2H+2)ﬂ%“ (026 (u, Xu)))

T =

Notice that
2 1 (H + 3)?
_ + — 3 .
(H+3) 2H+2 (H+3)(H+1)
Finally, we get the following expression

= ! 1 : 1-2H (9 ~ 2
1= 50,5 (H+3)(H+1) lim T5755(0,6 (T, Xr)))” (4.22)

Step 2 In a similar way we get the following representation

2
T, = 5 lim u' 2% (0,6 (u, X,,)))? lim ! /T /TuHédu dr
27 5(0,8) u—0 eEAh el pho e |\ , (4.23)

= 0 1 1-2H A 5
~ 0(0,5) (H + ﬂmkgT (0.6(T, X7)))*.

Step 3 Let us now study the term T3. Similar arguments as before allow us to write

! 2
15 = (0, Sp)* %1310 T2+2H (/ / DW < o(r, S )/ DKVO' (u,Su)du> drds)
! 2(
N a(0, Sp)* 71“1—>mo T2+2H (/ / (DW a(r,Sy) / DW (u, S )du) drds) (424)
" o(0 150)4 i T2+2H (/ / ( (r.r) / DY D} o*(u, S )dU> drds)

=T} + T2

As DY o(r,S,) = d,0(r, S, ) DI S,., the continuity of o and S allows us to write

9 1 T T T
Ti = 2(0.50) %lmo T2+2H]E / / o (r, S,,A)S,,A/ 00 (u, Sy)Syudu | drds
0 - s r
2 T
= 2(0.50) %linm T2H+2 </ / < 0 (1, XT)/ (%&(u,Xu)du) drds) .

(4.25)
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Since u%*Ham&(u, X,) has a finite limit we get the following

2
7! — lim u1_2H(8 &(u, X, ) — < ( H—du> drds)
37 (0, Sp) u—0 T* TR0 / / / (4.26)

L 1 1-2 A 2
= (0, 80) (H + 3)(H + 1) %gan H(9,6(T, X1))%

Next, we move to the analysis of term 7. The following holds

1
;= W W _2
T3 = o(0,80)4 %1510 T2+2H (/ / ( / DS D, o (u,Su)du> drds>

(4.27)
- ! W nW _2
a(0,Sp)3 Jl“linm T2+2H (/ / (/ DD o (u,Su)du> drds> .
Direct computation of Malliavin derivative gives us the following
DY Do (u, 5.) = 2050 (u, 5.))° Dy 8D} Su+ 20w, )00 (w, DY SuDY S

+ 20 (u, Sy)0,0(u, S, ) Dy D)V S,

When 6,7 — u the continuity of o and S together with equations (4.6) and (4.7) allow us to get
the following representation

DY DY 52 (u, Sy) — 20(u, S,)? (0o (u, Sy)Sy)? + 20 (u, S,)202,0(u, S,,)S>
+ 20 (u, Su) 050 (u, Su) (0 (u, Su)0z0 (1, S4)SE + o (u, Su)Su)
=40 (u, Su)* (020 (1, Su)Su)? + 20 (u, Su)® (92,0 (u, Su)SE + 0z0 (u, Su)Su) -

(4.29)
Next, using the above equations we get the following representation
4
2 _ o 1-2H 2H—1
T; = (0.50) llg%u (026 (u, Xy))? T2+2H </ / / dudrds)
—— lim «' (9,6 (u, X,))?
0 S H 1) u—0
+2 hm W (/ / / W) Se + 00 (u, Su)Sy) dudrds)
li 1-2H X
a(o,So)(H +1) uli%“ (956 (u Xu))”
5 u?
The last line in the equation (4.30) follows from the following observation
/ / / 6(u, X, )dudrds */ / 6(u, Xy)(u — s)duds
u
/ 02,6 (u, X,) / (u — s)dsdu (4.31)
0

:f/ 02,6 (u, X, )u’du.
2 Jo

Finally, since all the limits in the equation (4.30) are well defined, direct application of I’'Hopital
rule allows us to conclude

1 1
lim 7 2H(0,6(T, X1))* + lim TP 2492 (T, X7).  (4.32)

2 _
Iy = 0(0,S0)(H + 1) T—0 ’ 2(14+ H) 7—0
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Combining equations (4.22), (4.23), (4.26), and (4.32) we get that

(H + 3)(H - )

lim T'2H 97, 1(0,k%) = lim T'*#(9,6(T, X7))?

T—0 (0, 50)(H + 1)(H + 2)2 70 (433)
) .
——— lim 77292 5(T, X
T 5 0250 (T, X1),
as we wanted to prove. |
Remark 4.4.5. Notice that, if H = %, the above reduces to

1 1

lim TP 2797, 1(0,k%) = ————— lim u' 727 (0,6(u, X,,))* + = lim T' 72592 6(T, Xr), (4.34)

T-0 60 (0, Sp) u—0 3 T-0

according to Equation (8.4.3) in Alos and Garcia-Lorite [5]. On the other hand, in the uncorrelated
case p =0 it reads

: 2 *\ . 2 A
%1310 0. 1(0, k™) = %11)110 02,0(T, X7). (4.35)

1
2(H+1)
In particular, if p=0 and H = %, we get

1

. 2 *\
%15108kkl(0,k )= 3

lim 92,.6(T, X7), (4.36)
T—0

according to the results in Hagan, Kumar, Lesniewski, and Woodward (2002).

Remark 4.4.6. As

T—0

2
3
lim 7' 2%(0,6(T, X71))* = ( + H) lim 7 2H (9, 1(0,k*))?
2 T—0
the result in Theorem 4.4.4 can be written as

# . 1-2H 52 . Lok o )
2 ) Jm TR0 6(1 Xr) = Jim T 2O 1(0,7) .
(H+3)(H—3) o N .
T o0 Sy AT @I 0T

Remark 4.4.7. This relationship between the local and the implied volatility implies that, given a
model for the volatility process o, the local and the implied curvature satisfy the same power law.

4.5 Numerical Results

This section is devoted to study numerically the relationship between the skews and curvatures
of local and implied volatilities. Towards this end, we generate local volatility models satisfying
the hypotheses required in the previous section, and we compare with the corresponding implied
volatility behaviour.

Example 4.5.1 (The skew). Consider a rough Bergomi model. That is, assume that the volatility
process is given by

1
Oy = 00 €xp (V\/ 2HWtH — 21/2t2H) ,

where W/ = fot (t —s)H—2dW, (see Bayer, Friz, and Gatheral [15]). The set of parameters using in
the simulation is: Sy = 100, v = 1.1, 09 = 0.3, and p = —0.6. We will estimate the corresponding
at-the-money implied and local volatility skews of a European call option as a function of maturity.
It is easy to show that the next representation of o2(7T, K) holds:

E, (o}¢(d(t, T, S, K)))

(T K) = (o(d(t, T, Sy, K)))

(4.38)
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(T—t)v T
log(sﬁt)Jrft’Tfp I; oydBy

\/17/)2 VT —tvg,

where ¢(-) is PDF of a standard Gaussian variable, d(t, T, S, K) =

T 62 du
and vy = f‘ 7—7— To compute the at-the-money skew for the local volatility, we take Ok in
(4.38)
Okxo(T,K) =

By (PR ton) 6 (d(, Ty, K ) ) = 02 (T, KOy (ATl o Kot
2 (T, K)E, <¢(d(t,T,mt,K,vt,T)))

v, T

) (4.39)

To compute at-the-money skew for the implied volatility, we use finite difference method!

I(T,K+h)—I(T,K — h
OxI(T,K) ~ ( )2h ( ).

Finally, we compute the ratio of the implied volatility skew over the local volatility skew for
H = % and H = 0.2, in order to show that in the limit goes to ﬁ = 0.588 as we stated in
2

Theorem 4.3.6 and Remark 4.3.8. The result is presented in Figure 4.2.
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Figure 4.2: % as a function of T

Example 4.5.2. The goal of this example is to show that the behaviour of the curvature in the case
of the SABR model satisfies Remark 4.4.5. Recall that the SABR model is defined by

dF, = 0, F (pdWy 4+ \/1 — p2dBy),
where we study S = 1, and the volatility is given by

2
0 = aexp (2t + I/Bt> ,

We use the following approximation of the local volatility equivalent (see [35] for more details) for
a log-normal SABR model

o(T, K) ~ ay/T+ 200y (K) + 22 (K)

L Another way to get the skew is to take the derivative with respect to K in
E ((Sr — K)T) = BS(T, K, [(T, K)).
Then we get the next expression for the skew

E(I(Sr > K)) — dx BS(T, K, I(T, K)
9,BS(T, K, I(T, K))

We must observe, that the term E (I(S7 > K)) can be estimated in the same simulation where we get the price of
the option. We have checked both approaches and we have seen they lead to identical results.

oI(T,K) = —
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1 K
with y(K) = Og(aso). Then, we have that the skew and curvature are given by

oy (K) (pv + v*y(K))

aKO’(T, K) =

o(T,K)
oy (K)(pv + vy(K)) + (avy'(K))* — (Oxo(T, K))?
T, K)= .
P 1 o1 K)
Therefore, we have that
O 6(T, k) = Kogo(T,K) + K*0g o (T, K). (4.40)
In addition, we use the approximation for the implied volatility proposed in [35] for the log-normal
case ) o 3,2
z —9P" 2
ITK)~a—— (1 - T
.~ gty (14 (oo 50 7)
v S, 1—2pz+22 . . . .
where z = £ log (70) and z(z) = log ( — ) It is easy to show with a little bit of algebra
that
/
oxI(T,K) = _Vfl((Z) m(T)
f'(z) | 2 f"(2)
ok xkI(T,K) = <V 72 +v NS m(T)

with m(T) =1+ (ipua + %VQ) T and f(z) = 7¢y- Therefore

O I(T, k) = K*Ox I(T, K*) + K0 (T, K*). (4.41)

where K* = exp(k*). Firstly, we must note that from Remark 4.4.5, we have that the curvature of
the local volatility is bigger than the curvature of the implied volatility and that the difference
between curvatures for the SABR model in the short term is equal to pé—gz. In order to check it, we
use the next set of parameters for the SABR model a = 0.3,v = 0.6, p = —0.6 and Sy = 100. The

result is presented in Figure 4.3. On other hand, Remark 4.4.5, gives us that for p =0
1

Jim. 03, 1(0,k*) = 3

lim 02,6(T, X1)
T—0 ’

This property can be observed in Figure 4.4.
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Figure 4.3: Local volatility equivalent Vs Implied volatility and differences between the curvatures
in the short end.
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as a function of T', with p = 0.

Example 4.5.3. In this example, we show that the power law followed by the curvature of the
implied volatility and the equivalent local volatility is the order (7' —¢)'~2# when 0 < H < % for a
rough Bergomi model. In order to compute the curvature of the implied volatility avoiding the
noise of the Monte Carlo simulation, we use the approximation for implied volatility proposed by
the authors in [28]. In this paper the following dynamics for the underlying is given

ES’ O'tth
dft(( ) k(s —t)dB; t<s.
¢

where oy = \/&(t), 3 is a positive continuous function, &(s) = E; (€,(s)) and k() = nv2HtH 3.
We must note that different choices of H and /3(-) lead to different models. For example when
B(s) = s we recover the rough Bergomi model, which is our case of interest. The implied volatility
approximation proposed in [28] is

I(T, k) = I(T,0)

where
T
U(T) \/ —t/ &i(s
k =log(K) —
kods
ks(k) = 305)

To estimate Oy (T, k) and Oy I (T, k) we use finite differences

I(T,k+h)—I(T,k—h)
2h
(T, k+h)—21(T,k)+ I(T,k — h)
h2
On other hand, to estimate the local volatility equivalent and the skew we use (4.38) and (4.39)
respectively. The curvature is also estimated by finite differences

Ok (T, K + h) — o (T, K — h)
2h '

I(T, k) =

Ok I(T, k) =

O xo(T,K) =~
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4. On the skew and curvature of the implied and local volatilities

In Figure 4.5 we see that the power law for curvature of the implied volatility and local volatility is
the same. In the Monte Carlo simulation we used the following set of parameters H = 0.1, v = 1.1

and p = —0.6. We conclude that both curvatures satisfy the same power law in accordance with
Remark 4.4.7.

t —-- v curvature
3.5 4 .

‘ """ iv curvature
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3.0 4 i --@- 0.01418t"-0.80059
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Figure 4.5: % at the short-term with p = —0.6
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4. On the skew and curvature of the implied and local volatilities

.1 A primer on Malliavin Calculus

We introduce the elementary notions of the Malliavin calculus used in this thesis (see Nualart and
Nualart [46]). Let us consider a standard Brownian motion Z = (Z;);c[o,7) defined on a complete
probability space (2, F,P) and we done by J; the filtration generated by Z;. Let SZ be the set of
random variables of the form

with hy,...,h, € L3([0,T)), Z(h;) denotes the Wiener integral of the function h;, for i = 1,..,n,
and f € Cp°(R™) (ie., f and all its partial derivatives are bounded). Then the Malliavin derivative
of F, D?F, is defined as the stochastic process given by

DIF=Y" ;’Z(zml), e Z(ha)hi(s), s € [0,7)

This operator is closable from LP(Q) to LP(Q; L*([0,T)), for all p > 1, and we denote by D} the
closure of S with respect to the norm

1]

1/p
1p= <E|F|p_~_IE||DZF||’£2([O,TD) .

We also consider the iterated derivatives D% for all integers n > 1 whose domains will be denoted
by D7%*, for all p > 1. We will use the notation L := LP([0,7];D;”). One of the main results in
Malliavin calculus is the Clark-Ocone-Haussman formula:

Theorem .1.1. Let F € D}*. Then
T
F =E(F)+ / E,(DZ(F))dZ,.
0

The following theorem is an extension of the classical 1t6’s Lemma for non-anticipating processes,
see Proposition 4.3.1 in Alos and Garcia-Lorite [5].

Theorem .1.2 (Anticipating It6’s Formula). Consider a process of the form

t t
X = Xp +/ UsdZ +/ vsds,
0 0

where X is an Fo-measurable random variable and u and v are F;-adapted processes in L*([0,T]xQ).

Consider also a process Y; = ftT 0sds, for some 6 € L. Let F : [0, T]xR? — R be a C12([0, T]xR?)
function such that there exists a positive constant C such that, for allt € [0,T], F and its derivatives
evaluated in (t, X;,Y:) are bounded by C'. Then it follows that for all t € [0,T],

t t
F(taXtaY;&) = F(07X07Y0) +/ aSF(SvaaY;)dS+/ axF(sts;)/;)usts
0 0
t t
—|—/ OIF(S,XS,YS)USCZS—&—/ 0y F (s, X,,Ys)dYs
0 0
t 1 t
+/ 8§yF(s,XS,Y5)usD’sts+§/ 02, F(s, X,, Yy )u?ds,
0 0

where DY, = fST Dszﬁrdr and the integral fot 0:F (s, Xs,Ys)usdZs is defined in the Skorohod sense
since the process 0, F (s, X, Ys)us is not adapted.

Notice that the Malliavin derivative operator satisfies the chain rule. That is, given f € C'2,
and F € D}?, the random variable f(F) belongs to D;*, and D? f(F) = f'(F)D?F.

The adjoint of the derivative operator DZ is the divergence operator 6%, which coincides with
the Skorohod integral. Its domain, denoted by Dom 4, is the set of processes u € L?(2 x [0,T])
such that there exists a random variable 6% (u) € L?(Q) such that

T
E(?(u)F)=E (/o (DSZF)uSds> , for every F € SZ. (43)
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A primer on Malliavin Calculus

We use the notation 67 (u) = fOT usdZs. It is well known that ¢ is an extension of the It6 integral.
That is, §, applied to an adapted and square integrable processes, coincides with the classical 1t6
integral. Moreover, the space ]le’2 is included in the domain of §.

From the above relationship between the operators D% and 67, it is easy to see that, for an Ito
process of the form

t t
X = Xp +/ v.ds +/ usdZs,
0 0

where a and b are adapted processes in ]LEQ, its Malliavin derivative for r <t is given by

DZXt /DZUSdS—i—uT 0,q(r /D usdZs. (44)

Then, if we consider an equation of the form

t t
X =X —|—/ a(s, Xs)ds —|—/ b(s, Xs)dZs,
0 0

where a(s,-) and b(s, ) are differentiable functions with uniformly bounded derivatives, a direct
application of (44) allows us to see that

0b

896(3 X,)DZX.dZ,. (45)

DZX, :/ g“(s X)DZ X ds + b(u, X,,) +/

u Y u

Notice that the above equality also holds, for example, if a and b are globally Lipschitz functions

with polynomial growth (see Theorem 2.2.1 in Nualart [45]), replacing % and % by an adequate
processes.
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4. On the skew and curvature of the implied and local volatilities

.2 Computation of Malliavin derivatives

In this appendix we provide the computations of the first and second Malliavin derivatives of the
processes S;, My and ¢; defined in Chapter 2.

Using the fact that o, is adapted to the filtration of W’ and the formula for the derivative
of a stochastic integral (see for example (3.6) in Nualart and Nualart [46]), we get that, for
0<s<r<T,

! 1 r ! r !
DZV S, =S, (pas — 5/ DZV Uidu —|—/ DZV auqu) ,

DfS,« = Sro5y/1— p2,

_ T _ w'’
pW g, = P9I = 5) +/ (T =wDy" (0uSu)
p T s T
) _ r _ B
DEM, — MU;SS(T s) +/ (T u)a;Ds (Su) AW,

Moreover, appealing to (2.7), we find that

1 T , T ,
DY, = ps, <—2/ DY 52 du +/ DY auqu> + 8,04,

w 0sSs(T —s) / (T —u)DY' (6,S.)
DV M, = == +r S - dW,
r o B
+ /1 — p2/ (T u)?s (O.uSu)qu.

Finally, from the definition of ¢;, we conclude that

p(T —r)DV'(5,.S,) (T - Sy, DV’ M,

DY ¢, =
s Or T, T2 "
n V1 - p2(T —r)DB(c,8S,) V1T - r)S,0,.DE M,
TM, T2 '

We next compute the second Malliavin derivatives. Similarly as before, using the fact that we
can differentiate Lebesgue integrals of stochastic processes (see for example Proposition 3.4.3 in
Nualart and Nualart [46]), we get that, for 0 < s <r <u <T,

! ]_ u ! u 7
DEDW'S, = S,os\/1 — p? (par - 5/ DY aﬁdv+/ DY avde> ,
’ ! 1 u 4 u ’
DY DV'S, =8, (pos — 5/ DY oZdv —|—/ DY UvdW,,>

1 [/ / “ /
X (pa, - 5/ DV a?,dv+/ DY avde>

’ 1 u ’ ’ u ’ ’
+ Su (ngV oy — 5/ DY DIV o2dv +/ DY DV avde) ,

DY'DES, =\/1=p25,DV o, + /1= p20,DV'S,, (47)
DV DW AL — p(T =)D (0,5,) +/“ (T—v)DZV’DfV'(UuSu)dW

s r u T . T vy

DEDXV/Mu _ p(T — T)O'TDEST Jr/“ (T — v)DfDXV (avSv)de’

T ; T
, 1— p2(T =)DV (5,5, U (T —v)DV' (¢,DB
DY DEM, — P( T)s(05)+/( v)Dy" (o SS”)dWU,
T ; T
1= (T — r)o, DB u (T — v)o,DBDB
DJDJM, = P TT)"T S(ST)+/ ( U)"”T Do s,
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and
DV DW 4, = p*(T — “)DEV/DXV/(UILSU) _ p*(T — U)D;/V/(UuSU)DXV/Mu
s e TM, TM?2
AT =DV (0.5.01 1,) | 2T 0o, DY MDY M,
TM2 e
n pV1—p*(T — U)DZV/DE(UuSu) A 1—p*(T - U)Df(gusu)DgV/Mu
TM, TM?
V1= p2(T — u)DV' (ocuSuDEM,) N 20\/1 — p*(T — uw)o,S,DEM,DY' M,
TM?2 TM3 48)
L oYL=~ wDPDY (0u5.) _ py/T— (T~ w)D (0,5, D M,
TM, TM?
py/1 = p*(T —u)D? (ouSuDXV’Mu) LoV A(T - w)0, Sy DV’ M, DB M,
TM? TM3
+ (1 = p*)(T —u)DZ D] (0uSu) _ (1= p*)(T — u)DP(0uSu) DS M,
TM, TM?
_ (=) T =D (SuouDPM.) | 201 = p?)(T = w)SuouDf My DE M,
TM2 TM; '
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.3 The Price of an Asian Call Option under the Bachelier Model

In this appendix we derive closed form formula for the price of an arithmetic Asian call option
under the constant volatility Bachelier model.

Theorem .3.1. Consider the model (1.1) in the case of constant volatility o. Then, the price of an
arithmetic Asian call option for t € [0,T] satisfies

Tt o(T —t)WT —t

V3

Ba(t, S,y kyo) = <St 2 k> N(da(k, o)) + (

L ) (ko)

where _—
StT + % —k
(U(Tft)\/T7t> ’
TV3

da(k,o) =

T is the maturity, Sy is the stock price at time t, k is the strike price, and y, = fot Sudu is the state
variable.

Proof. Firstly, notice the following representation

1 T 1 T t o T

g t g T
= = | (T —s8)dW, + — T — s)dW;.
SO+T/O( s)d S+T/t( 5)dW

The last term on the right hand side is normally distributed with mean zero and variance equal to

T 2 2 T 2 3
a 3 o 2. o(T-1)
]E(T/t (T s)dWs> _7T2/t (7~ sas = 20

Due to the risk neutral pricing argument we know that

1 T
BA(t7St,yt,]€,O') :]Et (/ Stdt—k> .

Therefore, using the above formulas this can be equivalently written as

L T—t T
t(T_/O St > t(StT +T +Tt( s)dW,
+ +
1 > ) 9 ;
= 5 ur —k+zz)e 2dr =
m k—uy ( ¢ t )

—k ok

:(ut_k)N<ut )—Fzm(ut >,
2t 2t

where u, = S, 7= + % and 2z = "'(T*Tti\)/g*t
The last step allows us to complete the proof. -
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Extra steps in the proof of (3.8) in Theorem 3.3.5

.4 Extra steps in the proof of (3.8) in Theorem 3.3.5
Lemma .4.1. Under Hypothesis 3.5.1

(BS™YY (kT <0 (T74), (49)
where T'y = E (BS(0, Xo,k*,v0)) + 5E (fy H(r, Xy, k*, v,;)Apdr).

Proof. One can show the following

1
BS™YY(k*,T'y) = .
(BSTYRT) = 5 B8 X, 7, BS 1067, T.) (50)
Straightforward differentiation gives that ATM Vega is
9, BS(0, Xo, k*,0) = VT | —ye¥ Exfe (3y )+ il (y)VT (51)
o s R ,0) = —ye = ’
0 Y 2\/5 o gy

where y = 0/T and Erfe(z) = 1 — % I e~ dt. Then, using equations (50) and (51) we get

(BS™)'(k*,Ts) = OV

where y = BS~! (k*,T',) v/T. Notice that

lim — g(y) = oo
y—0.916269—

Recall that ATM value of an Inverse call option is given by

BS(0,z,k*,0) = % <ErfC <Uﬁ> — eaZTEI‘fC (30—\/T>>

2V2 2V2
Additionally, one can see that for "> 0
lim BS(0,z,k*, 0) =0.

T— 00

Using non-arbitrage argument we get E (BS(0, Xo,k*,v9)) + SE (fos Hr, Xr,k*,vr)Ardr) #0
(otherwise if ATM option has zero value and non-zero probability to become in the money we get
Free Lunch). Hence, we conclude that

BSTY(k*,T,) < oc.

As a result, we can assume that there exists U such that for all 7" < U we have 0 < y < 0.91.
Notice that function g(y) is non-negative and monotonically decreasing over this interval, which
allows us to conclude the proof. |

Lemma .4.2. Under Hypothesis 3.3.1
(BS) (k" @) <O (T7F). (52)

Proof. Using equation (50) we get

 92,BS(t. X, k;, BS~\(k}, ®,)))

BS™Y'(k;, ®,) = :
( ) ( ' ) (atTBS(taXt,k?vBsil(k:’@T))))g

Then, using equations (50) and (51) we get

2 2
11\/§7TeyTy — 87T3/2€11Ty (2y2 + 1) erfc (2355)

VT (2ﬁe%yErfc (;—y@) — \/5)3

(BS™))"(k, @,)| =
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where y = BS~(k*,E, BS(0, X0, k*,v0))v/T. Notice that

lim (2\/7?691§yErfc (3y) - \/5) =0.

¥—0.916269 2v/2

Additionally, one can see that for T > 0

lim BS(0,z,k", 0) =0.

a—>00

Under Hypothesis 4.2.1 we have E, BS(0, X, k*,vg) # 0. Hence, we conclude that
BS™'(k*,E,.BS(0, Xo, k*,v0)) < o00.

As a result, we can assume that there exists U such that for all T' < U we have 0 < y < 0.91.
Notice that function f(y) is non-negative and monotonically increasing over this interval, which
allows us to conclude the proof. |

The behaviour of g(y) and ﬁy) are presented at Figure .6.

20000 -

10000 -~

L . . . |
02 0.4 086 08 1.0

-10000 |-

-20000 -

Figure .6: The behaviour of g(y) and ﬁ.

The corresponding plot of f(y) for 0 <y < 0.91 is presented at Figure .7.

L L !
0.2 0.4 0.6 0.8 10

Figure .7: The behaviour of f(y).

Finally, recall that 2H (s, z,k,0) = (83

rrx

BS(s, Xs, k,vs) — 02,BS(s, X, k, vs)). Straightfor-
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ward differentiation gives us the following

2H (s, x, k,0) = =
1

2

1

2

1

2

1

2

where y; = 2k+3g\/(ﬁ

s)=

2
v
2\/5616—‘—0'2(71—8)—%—?1
™

yl k+0'2(T—s)—:z
Erfc e B )
2 y%
Erfc ( 2} > ek+02(T—s)_I n 3ylek+<7 (T—s)—z— -4
2\/5 \/%UQ(T _ S)
vi
n ko (T—s)—a—4L o .
V27102(T — ) \/%02 (T — )
3\/561#02@75)7%? \/567§
— U\/ITS B S(T _ 8)3/2
2 112 7£
6_81?/1 n _82y2 B %6 a
2V2ra3(T — 5)3/2  2/2703(T — 5)3/2  o3(T — 5)3/2

L and yp = —

2k+02(T—s)— 21

k+o?(T—s)—x
)

Using Hypothesm 3.3.1 and Lemma 1, provided in Alds, Nualart and Pravosud [10], one can
see that eF=Xs+v2(T=5) ig bounded. Finally, using the fact that for ¢ > 0 and d > 0 the function

z¢e~%" is bounded we conclude that H (s, X, k,vs) < Cv;3(T

—5)7 3.
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