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Resum

En aquesta tesi es presenta un model de sistema de gestió d'energia basat en control pre-

dictiu per a una casa especí�ca alimentada per una pila de combustible amb membrana

d'intercanvi de protons d'alta temperatura. Les piles de combustible i les tecnologies de

cogeneració es mostren com una possible solució a causa de la seva capacitat de propor-

cionar energia elèctrica i tèrmica de forma més e�cient en comparació amb els mètodes

tradicionals. En relació amb això, les piles de combustible amb membrana d'intercanvi

de protons d'alta temperatura ofereixen la possibilitat d'implementar sistemes que com-

binen energia elèctrica i tèrmica, essent a la vegada una tecnologia e�cient i amb menors

emissions de gasos d'efecte hivernacle.

Per a aquest propòsit, s'han desenvolupat i analitzat diferents models per a la pila

de combustible, �ns que se n'ha seleccionat un d'adequat per a la seva simulació jun-

tament amb els altres elements del sistema de cogeneració. Els models dels elements

dels sistema global de cogeneració, bateria elèctrica, acumuladors d'aigua, panell solar

i electrolitzador, han estat dissenyats i combinats. Els panells solars s'han inclòs per

alimentar un electrolitzador responsable de generar l'hidrogen per a la cel·la de com-

bustible, mentre que la bateria elèctrica i els acumuladors d'aigua s'han implementat per

assegurar el compliment de la demanda i la continuïtat del sistema al llarg del temps,

ajudant pila de combustible a fer front als canvis bruscos de demanda. A més a més,

s'han permès connexions a la xarxa en cas de necessitat puntual, així com una certa

generació de calor a partir d'energia elèctrica. A continuació, es presenten models per

la simulació i control del sistema, juntament amb les dimensions i els per�ls d'energia

utilitzats. Es detallen els objectius de control i l'algorisme de control proposat, i es dis-

cuteixen els resultats quan intentant seguir la demanda elèctrica i tèrmica, intentant a la

vegada garantir l'e�ciència energètica i reduir la degradació de les piles de combustible.

iii



Finalment, es detalla un procés d'ajust de paràmetres basat en fronts de Pareto per

donar prioritat a alguns objectius per sobre d'altres i s'obtenen els resultats del sistema

global per a una casa prototipus simulada en diferents escenaris. Aquests escenaris

han estat seleccionat basant-se en diferents períodes de l'any amb diferents exigències

tèrmiques i condicions climàtiques, afectant tant les demandes com el funcionament del

panell solar.
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Abstract

In this thesis, a model predictive control-based energy management system for a speci�c

house powered by a high temperature proton exchange membrane fuel cell is presented.

Fuel cells and combined heat and power technologies are presented as a possible solu-

tion due to their ability to provide both electrical and thermal energy more e�ciently

compared to traditional methods. Related to this, high temperature proton exchange

membrane fuel cells o�er the possibility of implementing combined heat and power sys-

tems, and they are also considered an e�cient technology that emits less greenhouse

gases.

For this purpose, di�erent models for the fuel cell are developed and analysed,

until one suitable for simulation together with the other elements is selected. Models

for elements in the whole combined heat and power system are designed and combined,

that is, electrical battery, water accumulators, solar panel and electrolyser. Solar panels

have been included to feed an electrolyser responsible of generating hydrogen for the

fuel cell, while the electrical battery and a water accumulator have been implemented

to ensure demand and thermal continuity along time, helping the fuel cell when dealing

with abrupt demand changes. Additionally, grid connections have been allowed in case

of punctual need, as well as a certain heat generation from electrical power. Simulation

and control models of the system are presented, together with dimensions and energy

pro�les used. Control objectives and the proposed control algorithm are detailed, and

the results when trying to match residential heat and power demands are discussed,

while trying to ensure energy e�ciency and reduce fuel cell degradation.

Finally, a tuning process based on Pareto fronts is studied to prioritise some objec-

tives above others and the global system results are obtained for a typical simulated

house in di�erent scenarios. These scenarios have been selected based on di�erent peri-
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ods of the year with di�erent thermal demands and climatic conditions, a�ecting both

demands and solar panel operation.
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ηaohm: Voltage drop due to ohmic resistance [V]

ηaconc: Voltage drop due to matter transport at the anodic electrode [V]

ηcconc: Voltage drop due to matter transport at the cathodic electrode [V]

Vstack: Fuel cell stack voltage [V]

V i
cell: Fuel cell i voltage [V]

N : Number of cells in a fuel cell stack

E0: Fuel cell open circuit voltage [V]

EN : Reversible Nernst potential [V]

P0: Atmospheric pressure [Pa]

t: Time variable [s]

cAH2
: Hydrogen concentration on the anode channels [mol/m3]

cAH2O
: Water vapour concentration on the anode channels [mol/m3]

vA: Anode gas velocity [m/s]

ṅA
H2
: Hydrogen molar �ux density transferred to the gas di�usion layers [mol/(m2 s)]

ṅA
H2O

: Water vapour molar �ux density transferred to the gas di�usion layers [mol/(m2

s)]

y: Dimension across the fuel cell, from anode to channel [m]

δA: Anode gas channel's height along direction y [m]

ṅA
H2,in

: Hydrogen molar �ux densities at the anode channel inlet [mol/(m2 s)]

ṅA
H2O,in: Water vapour molar �ux density at the anode channel inlet [mol/(m2 s)]
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pA: Anode pressure [Pa]

KA: Anode di�usion coe�cient [m2/(Pa s)]

z: Dimension along the fuel cell channel [m]

Lz: Fuel cell channel length [m]

pamb: Ambient pressure [Pa]

(ρu)A: Internal energy of the anode channels [J/m3]

hH2(T
A): Hydrogen's molar enthalpy at anode temperature [J/mol]

hH2O(T
A): Water vapour's molar enthalpy at anode temperature [J/mol]

λA: Heat conductivity on the anode [W/(m K)]

α1: Fuel cell's internal heat transfer coe�cient [W/(m2 K)]

δA: Anode channels' width [m]

TS : Fuel cell internal solid parts temperature [K]

hH2(T
A
in): Hydrogen's molar enthalpy at anode's inlet temperature [J/mol]

hH2O(T
A
in): Water vapour's molar enthalpy at anode's inlet temperature [J/mol]

cH2
p : Hydrogen's speci�c heat [J/(K mol)]

cH2O
p : Water vapour's speci�c heat [J/(K mol)]

∇χA
H2
: Gradient of hydrogen's molar fraction in the anode channels

χA
H2
: Hydrogen's molar fraction in the anode channels

χA
H2O

: Water vapour's molar fraction in the anode channels

χCA
H2

: Hydrogen's molar fraction in the anode catalyst layers

χCA
H2O

: Water vapour's molar fraction in the anode catalyst layers

Deff
H2,H2O

: E�ective di�usion coe�cient of hydrogen through water vapour [m2 s]

δGA: Anode's gas di�usion layer's width [m]

Deff
H2,k

: E�ective di�usion coe�cient of hydrogen through chemical species k [m2 s]

χA
k : k chemical species' molar fraction in the anode channels

ṅA
k : Chemical species k molar �ux density [mol/(m2 s)]

Deff
H2,H2

: E�ective di�usion coe�cient of hydrogen through hydrogen [m2 s]

Deff
H2O,H2O

: E�ective di�usion coe�cient of water vapour through water vapour [m2 s]

Deff
H2O,H2

: E�ective di�usion coe�cient of water vapour through hydrogen [m2 s]

ṅAM
H2

: Hydrogen's molar �ux density in the membrane (anode side) [mol/(m2 s)]

ṅAM
H2O

: Water vapour's molar �ux density in the membrane [mol/(m2 s)]

rA: Molar rate reacting in the anode [mol/(m2 s)]

fv: Catalyst platinum content coe�cient

xix



iA0: Open-circuit anode current [A]

pH2,ref : Hydrogen's reference pressure [Pa]

∆ΦA: Protonic potential di�erence in the anode [V]

∆ΦA
ref : Protonic potential di�erence's reference value in the anode [V]

cCO2
: Oxygen concentration in the cathode channels [mol/m3]

cCN2
: Nitrogen concentration in the cathode channels [mol/m3]

cCH2O
: Water vapour concentration in the cathode channels [mol/m3]

vA: Cathode gas velocity [m/s]

ṅC
O2
: Oxygen molar �ux density transferred to the gas di�usion layers [mol/(m2 s)]

ṅC
N2
: Nitrogen molar �ux density transferred to the gas di�usion layers [mol/(m2 s)]

ṅC
H2O

: Water vapour molar �ux density transferred to the gas di�usion layers [mol/(m2

s)]

δC : Cathode gas channel's height along direction y [m]

ṅC
O2,in

: Oxygen molar �ux density in the cathode channel inlet [mol/(m2 s)]

ṅC
N2,in

: Nitrogen molar �ux density in the cathode channel inlet [mol/(m2 s)]

ṅC
H2O,in: Water vapour molar �ux density in the cathode channel inlet [mol/(m2 s)]

pC : Cathode pressure [Pa]

KC : Cathode di�usion coe�cient [m2/(Pa s)]

(ρu)C : Internal energy of the cathode channels [J/m3]

hO2(T
C): Oxygen's molar enthalpy at cathode temperature [J/mol]

hN2(T
C): Nitrogen's molar enthalpy at cathode temperature [J/mol]

hH2O(T
C): Water vapour's molar enthalpy at cathode temperature [J/mol]

λC : Heat conductivity on the cathode [W/(m K)]

δC : Cathode channels' width [m]

hO2(T
C
in): Oxygen's molar enthalpy at cathode's inlet temperature [J/mol]

hN2(T
C
in): Nitrogen's molar enthalpy at cathode's inlet temperature [J/mol]

hH2O(T
C
in): Water vapour's molar enthalpy at cathode's inlet temperature [J/mol]

cO2
p : Oxygen's speci�c heat [J/(K mol)]

cN2
p : Nitrogen's speci�c heat [J/(K mol)]

∇χC
O2
: Gradient of oxygen's molar fraction in the cathode channels

χC
O2
: Oxygen's molar fraction in the cathode channels

χC
N2
: Nitrogen's molar fraction in the cathode channels

χC
H2O

: Water vapour's molar fraction in the cathode channels
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χCC
O2

: Oxygen's molar fraction in the cathode catalyst layers

χCC
N2

: Oxygen's molar fraction in the cathode catalyst layers

χCC
H2O

: Water vapour's molar fraction in the cathode catalyst layers

Deff
O2,H2O

: E�ective di�usion coe�cient of oxygen through water vapour [m2 s]

Deff
N2,H2O

: E�ective di�usion coe�cient of nitrogen through water vapour [m2 s]

Deff
O2,N2

: E�ective di�usion coe�cient of oxygen through nitrogen [m2 s]

Deff
O2,H2O

: E�ective di�usion coe�cient of nitrogen through oxygen [m2 s]

δGC : Cathode's gas di�usion layer's width [m]

Deff
O2,k

: E�ective di�usion coe�cient of oxygen through chemical species k [m2 s]

χC
k : k chemical species' molar fraction in the cathode channels

ṅC
k : Chemical species k molar �ux density [mol/(m2 s)]

Deff
O2,O2

: E�ective di�usion coe�cient of oxygen through oxygen [m2 s]

Deff
H2O,O2

: E�ective di�usion coe�cient of water vapour through oxygen [m2 s]

ṅCM
O2

: Oxygen's molar �ux density in the membrane [mol/(m2 s)]

ṅCM
H2O

: Water vapour's molar �ux density in the membrane (cathode side) [mol/(m2 s)]

rC : Molar rate reacting in the cathode [mol/(m2 s)]

∆G0: Gibbs free energy of the open-circuit reaction [J/mol]

T ref : Reference temperature [K]

iC0: Open-circuit cathode current [A]

pO2,ref : Oxygen's reference pressure [Pa]

α: Stoichiometric adjusting coe�cient

∆ΦC : Protonic potential di�erence in the cathode [V]

∆ΦC
ref : Protonic potential di�erence's reference value in the cathode [V]

ṅH+: Proton �ux density [mol/(m2 s)]

k: Fuel cell's electrode electrical conductivity [C]

∇µH+: Gradient of proton electrical potential [J/mol]

∆ΦM : Membrane potential di�erence [V]

δM : Membrane's width [m]

iM : Membrane's electrical current density [A/m2]

(ρe)S : Fuel cell's total energy [J/m3]

δS : Fuel cell's internal solid part's width [m]

α2: Fuel cell's internal heat transfer coe�cient [W/(m2 K)]

λS : Fuel cell's internal solid part's heat conduction coe�cient [W/(m K)]
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CA: Anode's capacity [F/m3]

CC : Cathode's capacity [F/m3]

δAC : Anode catalyst layers' width [m]

δCC : Cathode catalyst layers' width [m]

∆ΦA: Anode's protonic potential di�erence [V]

∆ΦC : Cathode's protonic potential di�erence [V]

∆ΦC : Membrane's protonic potential di�erence [V]

(ρu)S : Solid parts' internal energy [J/m3]

(ρh)S(TS): Solid parts' enthalpy [J/m3]

(ρh)S(TS): Total enthalpy in the membrane [J/m3]

ρMH2O
hH2O(T

S): Water vapour's enthalpy in the membrane [J/m3]

U : Fuel cell voltage di�erence [V]

I: Fuel cell total current [A]

x: Fuel cell's third direction [m]

Lx: Fuel cell's length along x direction [m]

P : Fuel cell's electrical power [V]

Tcool: Coolant temperature [K]

Simulation model's variables

Eoc: Fuel cell's open circuit voltage [V]

Kc: Voltage constant at nominal condition of operation

En: Nernst voltage [V]

i0: Fuel cell's exchange current [A] z: Number of moles of moving electrons in the fuel

cell reaction [mol]

k: Boltzmann's constant [J/K]

h: Planck's constant [Js]

∆v: Reaction's activation barrier volume factor [m3]

∆G: Size of the reaction's activation barrier [J/mol]

T : Fuel cell temperature [K]

UfH2 : Hydrogen conversion rate

UfO2 : Oxygen conversion rate
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χw: Water's molar fraction

Pfuel: Fuel pressure [Pa]

Pair: Air pressure [Pa]

ifc: Fuel cell current [A]

Vlpm(fuel): Fuel �ow rate [l/min]

Vlpm(air): Air �ow rate [l/min]

N : Number of cells in the stack

Epre: Fuel cell's internal voltage [V]

Ufc: Fuel cell voltage [V]

Td: Time delay for computational reasons [s]

µconv: Electrical converter's e�ciency

Uout: Voltage going out of the electrical converter [V]

Iout: Current going out of the electrical converter [A]

Uin: Voltage going into the electrical converter [V]

Iin: Current going into the electrical converter [A]

Nc: Number of fuel cells in the stack

nH2,comp: Number of hydrogen moles in the fuel composition [mol]

nH2,used: Number of hydrogen moles used in the reaction [mol]

UEl: Electrolyser voltage [V]

IEl: Electrolyser current [A]

IEl,0: Electrolyser's open-circuit current [A]

Eoc; Electrolyser's open-circuit voltage [V]

Ne: Electrolyser layers

Ae: Electrolyser's active area [m2]

τ : Electrolyser's time constant for computational reasons [s]

UPV : Solar panel voltage [V]

Rsh: Solar panel's shunt resistance [Ω]

Rs: Solar panel's resistance [Ω]

IL: Solar panel's internal current [A]

Id: Solar panel's internal diode's current [A]

IPV : Solar panel's output current [A]

E0: Battery's open-circuit voltage [V]

Q: Battery capacity [Ah]
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Qmax: Maximum battery capacity [Ah]

Ibatt: Battery current [A]

I∗batt: Low frequency current dynamics in the battery [A]

K: Battery's polarisation constant [V/Ah]

A: Battery's exponential voltage [V]

B: Battery's exponential capacity [A/h]

Ubatt: Battery voltage [V]

Ebatt: Nonlinear internal voltage in the battery [V]

Ri: Battery internal resistance [Ω]

T oil
acc: Oil accumulator temperature [K]

moil
tank: Oil mass in the accumulator [kg]

coilp : Oil's speci�c heat [J/(K kg)]

Pt,fc: Heat generated by the fuel cell [W]

TH2O
tank : Water accumulator temperature [K]

Kexch: Oil tank exchange losses constant [W/m]

µexch: heat exchanger's e�ciency

QHW : Power corresponding to hot water extracted from the accumulator [W]

Kenv: Environment losses constant [K/W]

Tenv: Environment temperature [K]

Qloss: Thermal energy exchange between the house and the environment [J]

Thouse: Internal temperature of the house [K]

Tout: External temperature of the house [K]

Rhouse
eq : Equivalent thermal resistance of the house [K/W]

Mair: Mass of air inside the house [kg]

Qheater: Heater's thermal energy [J]

Theater: Heater temperature [K]

Ṁ : Air mass �ow rate through the heater [kg/s]

Iload: Load current [A]

Qc: Capacitor's charge [C]

C: Capacitor's capacity [F]

Uc: Capacitor voltage [V]

ṁHW : Mass �ow extracted from the water accumulator for consumption needs [kg/s]
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Control and mathematical variables

x(t): Vector of state variables

f |z,t: Evaluate function f at dimension value z and time

x(i): Value of variable x at node i
−→x : Vector of fuel cell's state variables
A: State matrix in a state-space representation

B: States-inputs matrix in a state-space representation

C: Outputs-states matrix in a state-space representation

D: Outputs-inputs matrix in a state-space representation

x(t): State variables in a state-space representation

u(t): Input variables in a state-space representation

y∗: Output's equilibrium value in a state-space representation

x∗: State's equilibrium value in a state-space representation

u∗: Input's equilibrium value in a state-space representation

y∗: Output's equilibrium value in a state-space representation

λi: Matrix's eigenvalue number i

Mcon: Controllability matrix

Mobs: Observability matrix

U∗: Fuel cell voltage's equilibrium point [V]

T ∗
cool: Coolant temperature's equilibrium point [K]

Ntotal: Prediction horizon

fi: Subfunction summarising control objective i

xk: State vector at instant k

uk: Input vector at instant k

uk,i: i-component of the control input vector at instant k

ek: Variable governing control system's energy

Ifc,max: Upper boundary for the fuel cell current [A]

Ifc,min: Lower boundary for the fuel cell current [A]

Pmax
tra : Upper boundary for the electrical energy transferred to thermal [J]

Pmin
tra : Lower boundary for the electrical energy transferred to thermal [J]

Pmax
e,loss: Upper boundary for the electrical energy [J]

Pmax
t,loss: Upper boundary for the thermal energy [J]
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wi: Weight function corresponding to control objective i

J(xk,uk): Objective function

Ebat
elec: Stored electrical energy in the battery [J]

Eacc
therm: Stored thermal energy in the water accumulator [J]

Ifc: Fuel cell current [A]

Wtra: Electrical to thermal energy transfer variable if necessary for demand purposes

[J]

Wgridin : Electrical energy supplied by the grid if necessary [J]

Wgridout : Electrical energy supplied to the grid if necessary [J]

Waccumout : the accumulator if necessary [J]

Wdelec : Electrical demand considered as perturbation [J]

Wdtherm : Thermal demand considered as perturbation [J]

Kenv: Environment losses constant

Ts: MPC's sampling time [s]

macc: Water mass in the accumulator [kg]

CH2O: Water's speci�c heat [J/(kg K)]

ηconv: Converter e�ciency

ηexch: Heat exchanger e�ciency

ηtra: Electrical to thermal transfer e�ciency

V nom
fc : Electrical fuel cell voltage due to linearisation [V]

V nom
q : Thermal voltage due to linearisation [V]

dIfc,max: Fuel cell current variation limit [A]

Ee,max: Upper boundary for the electrical energy [J]

Ee,min: Lower boundary for the electrical energy [J]

Et,max: Upper boundary for the thermal energy [J]

Et,min: Lower boundary for the thermal energy [J]

Ee,hlim: Soft constraint's higher limit for the electrical energy [J]

Ee,llim: Soft constraint's lower limit for the electrical energy [J]

Battll: Battery current's lower limit [A]

Batthl: Battery current's higher limit [A]

Accuhl: Water accumulator's thermal energy stored higher limit [J]

yk Binary variable to implement soft constraints

dk: Perturbation vector
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Delec: Electrical demand [J]

DHW
therm: Thermal demand for hot water purposes [J]

DSH
therm: Thermal demand for space heating purposes [J]

d̂k+i: Expected perturbation value for i iterations in the future

x̂k+i: Expected state value for i iterations in the future

k: Current iteration instant

fC : Objective function to minimise fuel cell current

fCV : Objective function to minimise fuel cell current variation

fC+CV : Objective function to minimise fuel cell current plus its variation

fSC : Objective function to minimise violating soft constraints in the ancillary systems

fSE : Objective function to minimise activation of security elements (ancillary systems)

fC : Weight function to minimise fuel cell current

fCV : Weight function to minimise fuel cell current variation
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WSC : Weight function to minimise violating soft constraints in the ancillary systems

WSE : Weight function to minimise activation of security elements (ancillary systems)
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Chapter 1

Introduction

Experience, though noon auctoritee

Were in this world, is right ynough for me

From The Canterbury Tales, by Geo�rey Chaucer

Potential energy shortage and issues caused by climate change are among the �rst

problems nowadays, as various international institutions highlight. For instance, a re-

cent increase of 2.5% in primary energy consumption has been reported [30]. These

studies also highlight last decade's increase in coal consumption up to a maximum of

29.9% of world's primary energy, corresponding to year 2012. Simultaneously, conse-

quences of natural disasters that led to Fukushima's nuclear power plant accident, forced

the Japanese government to move away from nuclear energy, reducing its dependence

by 89% (6.9% around the world). Knowing that coal-�red power plants are able to

reach e�ciencies up to 41% reducing heat waste rate appears as a key goal to envisage

in the immediate future, both from a technological and economical viewpoint.

In reaction to this, political authorities are being forced to look for alternatives

that deal with waste energy management while they operate. In the case of residential

applications, energy consumption represents 27% of the electrical energy and 38% of

the thermal energy consumed globally. The speci�c usage of this energy changes from

one country to the other. Some examples of residential energy usage can be seen in

Figure 1.1.

In this context, combined heat and power (CHP) has arisen as a promising option
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1.1 Motivation

Figure 1.1: Residential energy usage in di�erent countries [30]

due to its ability to use both electrical and thermal energy. Among the di�erent kinds

of CHP technologies, fuel cells are one of the main options being proposed as a way

of changing part of the world's energy generating system. This thesis focuses specif-

ically on high-temperature proton exchange membrane fuel cells (HT-PEMFC) and,

more precisely, the chemical and physical principles behind them and their technical

speci�cations.

1.1 Motivation

In this state of events, what is called "green hydrogen" [48], consisting on using hydrogen

as fuel, represents a sustainable solution to replace traditional energy sources in their

applications. This hydrogen is produced using electrolysers able to split water into

hydrogen and oxygen. These electrolysers need electrical energy to operate, so this

should also come from sustainable energy sources, like solar panels, thus forming a

cycle between solar panel, electrolyser and hydrogen fuel cells to operate residential

applications.

Fuel cells are seen as a possible solution to replace traditional energy sources in

many applications of this kind [48]. This is because, apart from generating electrical

energy, as it is their supposed role, high-temperature fuel cell technologies release heat
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1.2 Thesis objectives

resulting from the operation, something that can be used for heating. Systems using

this heat released for practical applications are known as combined heat and power

(CHP) systems, and represent an option to lead with energy waste and increase ef-

�ciency. Among di�erent CHP systems, fuel cells are seen as a tool for helping the

global energy system to reshape [61]. The current article focuses on high-temperature

proton exchange membrane fuel cells (HT-PEMFC) and, speci�cally, their chemical and

physical characteristics and technological issues speci�c to them.

1.2 Thesis objectives

The main goal of the proposed doctoral thesis is designing and implementing suitable

control strategies for a combined heat and power PEM fuel cell system for residential

usages. When studying fuel cells, several aspects are being taken into consideration.

Among these aspects, the studied ones are:

� Energy e�ciency : the main e�ort is driven towards reducing energy losses and

avoiding extra internal consumption.

� Lifetime: mitigating the main causes of deterioration of the fuel cell systems.

For this reason, a control optimization index including terms for both fuel cell e�-

ciency and lifetime needs to be included. Both properties are related and can not be

optimised separately. For instance, output electrical power is increased imposing high

voltages, which cause degradation of the fuel cell, or high current, implying higher hy-

drogen consumption. This high voltage a�ects the mechanical elements of the fuel cell

thus reducing its lifetime expectancy. That is the reason why a combined optimization

needs to be done. To sum up, the global objectives in this thesis are the following ones:

1. De�ning a mathematical model to describe the fuel cell's behaviour. This model

should be used to �nd an operation point and should be reduced afterwards to

facilitate its manipulation and application to the CHP system.

2. Investigate di�erent control techniques, presumably model predictive control (MPC),

in order to stablish control from the CHP system to match the comfort speci�-

cations and favouring e�ciency and degradation. Analyse whether this can be
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done using a reduced order version of the original linearised system's model or a

simpli�ed version of it must be used.

3. Design a control index in the shape of an objective function including terms a�ect-

ing the HT-PEMFC's degradation and its related variables such as cell voltage,

current, temperature and gas �ow. The selected variables included in this index

must be available externally so that they can be manipulated and controlled.

4. Stablish energy (heat and electrical power) pro�les to be achieved by the CHP-

HT-PEMFC in an speci�c house so that the de�ned comfort conditions, speci�-

cally temperature, are met. This will allow to test the control system with real

values when simulating the whole CHP system and come close to a real system

accordingly.

5. Compare results to the ones expected for equivalent housing facilities. The global

system includes HT-PEMFC, compressors, heat exchangers and other equipments

used for CHP in housing facilities.

These objectives need to be ful�lled along the thesis and the following sections will

cover them in an order similar to the one presented.

1.3 Thesis outline

This thesis has the following structure:

1. State of the art

2. High-temperature PEM fuel cell distributed model

3. Simulation model

4. Control system structure

5. Energy management strategy

6. System objectives' tuning using Pareto fronts

7. Results and discussion

8. Conclusions
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Chapter 2

State of the art

Demonstratio longe optima est experientia.

From Novum Organum, by Francis Bacon

In this chapter, an overview of the current state of the research in the studied

�elds is presented. Among other topics, the current state of fuel cell technologies, more

speci�cally their characteristics, modelling and control, as well as combined heat and

power systems will be classi�ed and explained.

2.1 Fuel cell technologies

A fuel cell (FC) is de�ned [43] as "an electrochemical converter which continuously

converts the chemical energy from a fuel and an oxidant into electrical energy, heat and

other reaction products". Both fuel and oxidant are continuously supplied and being

consumed during the process. There exist di�erent fuel cell technologies, classi�ed

according to its components, chemical reaction and operation temperature [43]. Each

of these have di�erent advantages and drawbacks that make them suitable for speci�c

applications, stationary or non-stationary depending on the case. Table 2.1 summarises

di�erent fuel cell technologies and their characteristics:
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2.1 Fuel cell technologies

Table 2.1: Fuel cell technologies and their characteristics

Type Electrolyte Temp. (�) Fuel Advantages Problems

Polymeric
(PEMFC)

Polymeric
membrane

30-100 (LT)
120-200 (HT)

H2

- Fast
start-up
- Solid
electrolyte

- Pure H2

needed
- Expensive
catalyst

Direct
Methanol
(DMFC)

Polymeric
membrane

30-100 CH3OH

- Liquid
fuel
- No
reforming
step for
fuel

- Slow
reaction
- Fuel
crossover
from anode
to cathode

Alkaline
(AFC)

KOH
(liquid)

65-220 KOH

-Better
current
response
(fast
cathodic
reaction)

- Reactants
must be
removed

Phosphoric
Acid

(PAFC)
H3PO4 150-220 H2

- High
e�ciency
with heat
cogeneration

- Low power
and current
- Expensive
catalysts

Molten
Carbonate
(MCFC)

Carbonates
(Li, Na, K)

600-1000 H2

- Better
conductivity
- High
current
density

- Slow
start-up
- Material
problems

Solid
Oxide
(SOFC)

(Zr, Y)
O2

600-1000 H2

- Solid
electrolyte
- Low cost
material

- Material
problems
- Corrosion
of metal

Regarding their applications, fuel cell technologies such as DMFC, AFC and other

low-temperature technologies such as LT-PEMFC are useful for non-stationary applica-

tions like vehicles, portable devices and other. In the case of non-stationary applications

such as vehicles, where fuel cells are used together with battery systems to replace tra-

ditional engines, only electrical energy is used, and heat is not used for heating inside

the car, so it needs to be dissipated or cooled down. For this reason, LT-PEMFC are

a preferable technology, as higher temperatures could cause problems in mechanical
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elements involved in vehicle operation. Additionally, LT-PEMFC are better for vehi-

cles, as they are more prepared for fast start-stop operation, as start-up is easier when

operation temperature needed is easier to reach when this is low. On the other hand,

high-temperature fuel cell technologies are mainly used for stationary applications where

heat can be used for combined heat and power (CHP). These include industrial usages

of MCFC or SOFC and residential usages such as those based on HT-PEMFC. This

last application in housing facilities is the one explored and described in the following

sections, focusing on HT-PEMFC modelling, residential CHP systems in particular and

energy management strategies involved.

2.2 Proton exchange membrane fuel cells

In the case of PEMFC, several cells are usually assembled together to form a fuel cell

stack, or simply known as fuel cell, which consists of di�erent layers. These are presented

as follows and the whole process is depicted in Figure 2.1:

Figure 2.1: Fuel cell scheme

� Anode: corresponding to the left part of Figure 2.1. Fuel in the shape of gas

goes through these pores to reach the interface with the electrolyte, responsible of

conducting ions and place where fuel oxidises; electrons move across an external

circuit, from anode to cathode.

� Cathode: corresponding to the right part of Figure 2.1. The oxidant goes through

cathode's pores until the electrolyte's interface, where reduction takes place.
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2.2 Proton exchange membrane fuel cells

� Membrane: constituting an electrolyte, at the center of Figure 2.1, is responsible

of conducting ions between electrodes.

� Bipolar plates: place where the anode and cathode channels are located, respon-

sible of conveying electrons and reactants to the electrodes, as well as evacuating

their excess and reaction's products. Heat released by the system needs to be

handled adequately with additional devices.

These layers are sealed using silicon to prevent �uid leakages to form what is known

as a fuel cell stack.

Pure hydrogen (H2) is what is needed in the anode for PEMFC's reaction and oxygen

and, as air is mainly composed by nitrogen and oxygen, can be directly fed into the

cathode. Hydrogen oxidation occurs at the anode to produce protons (H+) that are

forced across the membrane connecting anode and cathode. At the same time, cathode

receives electrons assembled by the mentioned bipolar plates. Reaction is accelerated

using a catalyst such as platinum, whose active area is a key value to improve the process.

This electrochemical active surface area (ECSA) should be increased and is one of the

�rst elements to be degraded, as active parts are easily damaged or catalyst particles are

lost during operation. Finally, it is at the cathode where protons and oxygen combine

and generate water, as seen in Figure 2.1. Chemical redox semi-reactions corresponding

to this process are [43]:

H2 −−→ 2H+ + 2e�

1

2
O2 + 2e� + 2H+ −−→ H2O.

As a result of this process, electrical and thermal energy, as well as water, are produced.

If process losses are neglected, reversible Nernst potential VN is de�ned as presented in

[43]:

VN = −
∆g0f
2F

+
R · T
2F

ln

(
PH2P

1
2
O2

PH2O

)
, (2.1)

where ∆g0f = −228.59 kJ/mol is the Gibbs free energy to form a mole of vapour

water, R = 8.31 J/(K mol) is the ideal gas constant, F = 96485.34 C/mol is Faraday's
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2.2 Proton exchange membrane fuel cells

constant, T is the temperature, PH2 is hydrogen's partial pressure, PO2 is oxygen's

partial pressure, PH2O is water vapour's pressure.

In terms of heat released by the fuel cell during its operation, there are several

phenomena contributing to it [86]:

� Half reactions shown above have an entropy variation related to heat.

� The electrochemical reaction itself releases heat during its activation.

� Gas di�usion layers in the fuel cell, responsible of conveying gases from anode to

the catalyst layer, undergo processes of sorption and desorption, contributing or

diminishing heat released depending on the case.

� Heat is released in the electrical part of the system by Joule e�ect.

� Water phase change in the gas di�usion layer, in the case of low-temperature fuel

cells, absorbs heat from the cell.

The global redox reaction is exothermic, meaning that it releases heat Qr. This heat is

connected to the reaction's entropy variation ∆S with the following relation:

Qr = T∆S. (2.2)

∆S is calculated using formation entropies characteristic of each substance, i.e.

hydrogen, water, oxygen and nitrogen. The relation between hydrogen �ow and the

electrical current, I, is directly proportional, so identifying a similar relation between

current and released heat is also desired. However, in real applications, fuel cells present

voltage drop in comparison with Nernst reverse voltage VN , be it with or without load.

This decreasing mainly causes losses in the cell to increase, causing problems in the

short and long run. Issues related are described as follows:

� Redox reactions need an activation energy to start, specially important in low-

current scenarios.

� Ion transport across the membrane, as well as electrodes involve ohmic resistance,

neglected in the case of bipolar plates.
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2.2 Proton exchange membrane fuel cells

� There is a drop in voltage due to matter transport through porous electrodes,

speci�cally gas di�usion layer. This phenomenon is specially harsh at high current

and is related with current I, function of electrode's area S, considering current

density j,

j =
I

S
. (2.3)

A single cell voltage can be de�ned as:

Vcell = V N − ηaact − ηcact − ηohm − ηaconc − ηcconc, (2.4)

where

� V N is the Nernst reversible potential.

� ηaact and ηcact is the voltage drop provoked by the activation at the anodic and

cathodic electrode respectively.

� ηaohm is the voltage caused by ohmic resistance.

� ηaconc and ηcconc are the voltage drop due to matter transport at the anodic and

cathodic electrode respectively, also known as concentration losses.

As mentioned before, in real applications, voltage provided by a single cell is too

low to be useful (less than 1 V). For this reason, it is common to arrange several cells

in N -cell stack terminals. The amount of layers selected is, consequently, adapted to

the speci�c application, depending on the voltage desired, space available for the fuel

cell and other implementation issues. The resulting voltage of the whole stack must be

de�ned accordingly, as seen in equation (2.5):

Vstack =

N∑
1

V i
cell (2.5)

The typical values for the nominal current density of the whole stack are between

0.5 and 1 A/cm2 with a corresponding mean cell voltage around 0.7 V. The residual

power obtained by Joule's e�ect as well as process heat represents a 37.5% of the output
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2.2 Proton exchange membrane fuel cells

energy released (30% of the energy supplied by the fuel) can be reused for the CHP

system [30].

In order to characterise PEMFC's performance, a polarisation curve is de�ned [43],

relating PEMFC's voltage versus current density. This polarisation curve changes de-

pending on the operation temperature. This polarisation curve has activation losses

as the dominant ones when current is low, concentration losses when current is high

and ohmic losses for intermediate current values. Activation and concentration losses

force an asymptotic tendency in the curve. An example of polarisation curve for a HT-

PEMFC is depicted in Figure 2.2a, with current corresponding to a stack of 20 cells

and an area of 1 cm2 operating at a temperature of 127�. The same is done for the

electrical and thermal power generated by a fuel cell, as seen in Figure 2.2b.

(a) Polarisation curve of a HT-PEMFC (20
cells, area of 1 cm2 and temperature of
127�)

(b) Electrical and thermal power curves of
a HT-PEMFC (20 cells, area of 1 cm2 and
temperature of 127�)

Regarding di�erences between low-temperature PEM fuel cells (LT-PEMFC) and

their high-temperature counterparts (HT-PEMFC), they are mainly related to their

operation temperature. While the former operate at 60-80�, the latter work between

120� and 200� [43]. Advantages and drawbacks of these technologies when comparing

them are:

� Generation of liquid water in the case of LT-PEMFC causes problems when man-

aging this water and its distribution along the system. In LT-PEMFC, mem-

brane's humidity should be kept between limits so that it operates properly. This
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2.2 Proton exchange membrane fuel cells

humidity should not be too low, as a dry membrane does not work properly, but

should neither be too high, as this can lead to membrane �ooding. This is not a

problem in the case of HT-PEMFC, as temperatures above water's boiling point

turns it into vapour and membrane operation is not as restrictive as in LT-PEMFC

[3, 69].

� The electrochemical reaction at cathode side is slowed down in LT-PEMFC. This

may cause cathode overpotential, responsible of cell voltage losses [43].

� High concentrations of carbon monoxyde (CO, above 10 ppm) reduces perfor-

mance, as it causes platinum poisoning, platinum being used as an electro-catalyst.

Although platinum poisoning cannot be completely eliminated, this is substan-

tially reduced in the case of HT-PEMFC, as higher temperatures (above 140�)

allow higher CO tolerance. This is because higher temperatures catalyse the

chemical reaction between CO and water vapour to form CO2 and hydrogen [30].

� Pure hydrogen is required for both LT-PEMFC and HT-PEMFC, but HT-PEMFC

are more tolerant to impurities, which may reduce the production cost of the global

system [43, 69].

� Higher temperatures cause changes in charge and transfer, as resistance is reduced.

Consequently, the e�ciency of the kinetic reaction increases, thus enhancing the

global fuel cell e�ciency [3, 43]. Additionally, higher temperatures make heat

released easier to be used for practical applications.

2.2.1 Proton exchange membrane fuel cell models

In the scienti�c literature, several ways of modelling can be found. Each type of model is

suitable to speci�c applications and approaches [2, 3]. Some approaches move towards

concentrated parameters [9, 48] in order to simplify the formulation and make the

resulting simulation of the system less demanding from a computational point of view.

Another advantage of this kind of models is their clarity when it comes to analyse

the results to prove their reliability. However, this simplicity can lead to errors when

neglecting too many interactions and dependences between some system variables as

well as their lack of resemblance to the original system's geometry.
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2.2 Proton exchange membrane fuel cells

Another way of modelling is by going to the original physical equations of �uid

dynamics, di�usion and heat transfer [53, 64, 96]. These equations in their di�eren-

tial form include derivatives which make the system variables depend on both spatial

(typically x,y,z) and temporal conditions for each part of the geometry and moment.

Therefore, partial di�erential equations (PDE) are the ones used to determine the fuel

cell system's variables evolution. Their dependence on the system's geometry up to a

derivative order of two makes these models reliable in terms of precision, but too com-

plex at the same time. This complexity needs to be simpli�ed accordingly in order to

be able to simulate them. For this reason, the number of dimensions has occasionally

been reduced to two [12, 34] or one [11, 100]. Due to this fact, the complexity of the

system may resemble the one of the concentrated-parameters models and that is the

reason why certain authors propose three-dimensional models [9, 64]. Reducing model

dimensions can reduce the reliability of the results but, in certain cases, the obtained

results are reliable and easily computed. Therefore, simple models are suitable for the

presented study and the simpli�ed model can therefore be easily used for simulation

and especially control design and implementation.

This thesis focuses more speci�cally on high-temperature proton exchange mem-

brane fuel cells. As mentioned previously, the applications for this kind of cells have

recently focused more on stationary applications. Non-stationary ones are usually the

target of low-temperature fuel cells, even though some automotive applications with

HT-PEMFC are being studied. Unlike LT-PEMFC, HT-PEMFC do not produce liquid

water (it evaporates). For this reason, gas transport models have been considered using

stationary Navier-Stokes equations [53, 64] or Darcy's law [73]. There exists a trade-o�

between the reliability of the model results and its usefulness when trying to imple-

ment control strategies. Another fuel cell technology operating at high temperatures

is SOFC, but their really high operation temperatures (600-1000�) make them unable

to be implemented in housing facilities due to its start and stop issues, high sensibility

to temperature gradients and the heat exhaustion devices needed to get rid of extra

heat released by them. This makes this kind of fuel cells more adequate for industrial

environments and manufacturing industry where CHP is needed for the process. Sum-

marising, the current research in the �eld of PEMFC and its modelling techniques can

be summarised as seen in Table 2.2.
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2.2 Proton exchange membrane fuel cells

Table 2.2: PEMFC models and characteristics

Charac-

teris-

tics

Concen-

trated

param-

eters

models

PDE

mod-

els

Exper-

imen-

tal

stud-

ies

HT

mod-

els

LT

mod-

els

1D

mod-

els

2D

and

1D

+1D

mod-

els

3D

mod-

els

PEMFC

models

[69],
[90],
[107],
[84],
[47],
[3], [7],
[73]

[74],
[11],[48],
[88], [6]

[53],
[96],
[99],
[64],
[3],
[2],
[12],
[34],
[100],
[73]

[53],
[99],
[64],
[88]

[48],
[64],
[88],
[3],
[2],
[12],
[34]

[53],
[96],
[74],
[99],
[11],
[100],
[73]

[99],
[11],
[48],
[88],
[6],
[100]

[12],
[34],
[73]

[53],
[64],
[3],
[2]

PEMFC

annex

sys-

tems

models

[48],
[98],
[69],
[90], [7]

[48], [6]
[7],
[45]

[48],
[98],
[69],
[90],
[7],
[45]

[48],
[6]

CHP

sys-

tems

[48],
[78],
[40],
[18],
[31]

[48],
[75],
[18]

[48],
[75],
[78],
[89],
[40],
[18]

[48],
[75],
[18]

2.2.2 Proton exchange membrane fuel cell control strategies

When using HT-PEMFC, there are several variables that can be controlled. Selecting

one or the other for control depends on the speci�c application, meaning that not all of

them can be controlled at the same time. Some of these variables that can be selected

as control variables are the following:

� Operating temperature: to prevent excess damage of the cell materials and meet

the required output heat released.

� Fuel cell stack voltage or fuel cell stack current : to match the electrical demand
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2.2 Proton exchange membrane fuel cells

required from the fuel cell. If voltage is �xed, current is �xed consequently, as the

polarisation curve establishes a direct relation between both. Similarly, if current

is chosen as control variable, voltage follows its behaviour. Choosing current

instead of voltage has the advantage of establishing a direct link with hydrogen

�ow, as current is directly related to it, while imposing voltage is done from an

electrical point of view through voltage converters.

� Input gases: the amount of each gas injected, as well as their pressure and hu-

midity, in�uence the stoichiometry and reaction's initial conditions. These �ows

can be controlled to match a particular reactant balance.

There exist several proposed control strategies for PEMFC, the most relevant of which

are presented in Table 2.3.

Table 2.3: Control strategies for PEMFC systems

State

feed-

back

con-

trol

Non-

linear

plant

con-

trol

Linear-

ised

plant

con-

trol

Predictive

control

PID

con-

trollers

LPV

Neural

net-

works

con-

trol

PEMFC [73]

[26],
[13],
[95],
[71]

[10],
[103],
[68],
[23]

[103], [65],
[23], [71]

[10], [23]
[26],
[13]

[1], [23]

PEMFC

annex

sys-

tems

[26],
[13],
[95]

[10],
[103]

[103] [10]
[26],
[13]

CHP

sys-

tems

[95]

When thinking about suitable control strategies for HT-PEMFC, the �rst step to

follow is de�ning their control objectives. In this case, a low-level control must be

applied to adjust the fuel cell's variables and a high-level supervisory control to ensure

the system's e�ciency and reduce fuel cell degradation. Regarding low-level control

strategies, some authors propose the well-known proportional, integral and derivative

(PID) controllers [10, 23] which are easier to design in linear systems but di�cult to
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2.2 Proton exchange membrane fuel cells

tune in the case of nonlinear systems like fuel cells. PID controllers are better designed

for linear systems around selected operating points for nonlinear ones, which implies

that the system must have been linearised and some information may be lost in the

process.

Another option used in certain PEMFC systems is linear parameter-varying (LPV)

control [13, 26], based on considering di�erent operation points of a nonlinear system

and work with its linearised version around those points. Several operation modes may

be de�ned so that the state-space representation is linear and time-invariant around

the selected operation point. A range of operation points need to be selected based

on real physical states of the PEMFC system obtained from the literature or from

simulations using multiphysics' software like Comsol®. This information obtained from

the literature or other simulations is the one to be used to know the range of operation of

system variables. Once this range of operation is known, equilibrium points can be found

solving the system of equations around this operation zone. Afterwards, this system

needs to be linearised accordingly to be controlled around each of these equilibrium

points. This kind of control is presented as a way of treating nonlinear systems like

the ones resulting from Navier-Stokes equations or Darcy's law for gas transport in

HT-PEMFC.

Finally, there exist other alternatives in HT-PEMFC control, for instance adaptive

control based on neural networks [1, 23]. The aforementioned control technique is much

more complex than other ones used in the literature and may be an option depending

on the system requirements.

2.2.3 Proton exchange membrane fuel cell degradation

One of the main challenges nowadays in the �eld of PEMFC is the study of their

degradation, not only their e�ects but also their causes and the way of acting to prevent

or mitigate them. Degradation is one of the objectives tackled by control strategies as

the ones presented in the previous section. The reason for doing so is that fuel cell

systems are easily degraded and certain control strategies can help mitigate some of

these phenomena. Degradation causes in PEMFC can be classi�ed as follows:

16



2.2 Proton exchange membrane fuel cells

� Chemical and mechanical membrane degradation: damages in the membrane af-

fecting the subsequent proton exchange [28].

� Starvation: when the stoichiometry of the reactants (hydrogen and oxygen) is

insu�cient for the reaction to take place.

� Thermal degradation: materials degradation caused by excessive exposure to heat

[43].

� Catalyst carbon corrosion: carbon structure of the catalyst is damaged [57].

� Catalytic layer separation: loss of contact between the layers impeding a proper

chemical reaction [97].

� Platinum agglomeration and dissolution: loss of active area of platinum in the

catalyst, thus reducing its e�ect [57].

� Catalyst poisoning : loss of e�ectiveness of the catalyst due to excessive contact

with carbon monoxide (CO) [43].

� Hydrophobic losses in the gas di�usion layer (GDL): transport problems of gases

through the porous environment [57].

According to these criteria, the current literature on the �eld of PEMFC degradation

has been classi�ed, as shown in Table 2.4.

There are some di�erences in phenomena causing degradation in LT-PEMFC or

HT-PEMFC. For instance, as it can be seen in the literature [28, 43], thermal degra-

dation is much more important in HT-PEMFC. The majority of references on PEMFC

degradation focus on stress tests and di�erent other experiments which try to emulate

real degradation under operating conditions. However, for this thesis, when trying to

mitigate degradation, it is important to select ways of mitigating it from the exterior of

the system. This is the reason why variables able to a�ect degradation must be chosen

so that they are accessible externally by control systems, without interrupting inter-

nal physical phenomena introducing internal sensors and actuators that could a�ect

operation. These variables a�ecting the PEMFC degradation will need to be weighted
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Table 2.4: PEMFC degradation mechanisms

Chemical

and me-

chanical

mem-

brane

degrada-

tion

Thermal

degra-

dation

Cat-

alyst

car-

bon

corro-

sion

Cat-

alytic

layer

sep-

ara-

tion

Platinum

agglom-

eration

and dis-

solution

Cat-

alyst

poi-

son-

ing

Hydro-

pho-

bic

losses

in the

GDL

HT-

PEMFC

[28], [43],
[56], [101],
[97], [102],
[5]

[28],
[43],
[57],
[101],
[62],
[102], [5]

[28],
[43],
[56],
[101],
[97],
[102]

[28],
[97]

[28], [43],
[57], [97],
[102]

[43],
[97]

[56]

LT-

PEMFC

[17], [43],
[49], [51],
[19], [24],
[33], [46],
[58], [62],
[87], [94]

[17], [33],
[62], [94]

[43],
[49],
[15],
[46],
[58],
[72],
[83],
[87],
[94],
[106]

[19],
[24],
[87]

[43], [49],
[51], [19],
[24], [15],
[46], [58],
[72], [87],
[94], [106]

[43],
[51],
[19],
[94]

[49],
[51],
[46],
[55],
[58],
[62],
[94],
[106]

according to their contribution to the cell degradation. Certain references include math-

ematical relationships between electrochemical active surface area (ECSA) and the fuel

cell voltage [49], but these are scarce.

Among these degradation phenomena, those that are controllable need to be tackled

during this thesis. A relationship between externally controllable variables such as cell

voltage, electrical current, temperature or gas �ow and the internal phenomena afore-

mentioned needs to be established. An analogous degradation index has been used for

battery systems [104], even though the physical phenomena involved are completely dif-

ferent. There exist di�erent kinds of degradation models for battery systems, depending

on the approach adopted:

� 1-D electrochemical model : based on theoretical electrochemical equations. Degra-

dation phenomena are modelled according to physical laws representing degrada-
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tion phenomena described, so that they can be mitigated [49, 57, 58, 63].

� Semi-empirical degradation model : based on theoretical regression models to be

�tted with parameters experimentally. Experimental data is used to �nd simple

correlations, much direct than the ones codi�ed by physical degradation models.

These correlations can be used to directly act against degradation by modifying

variables easily accessible, something not that easy to do in the case of internal

variables involved in degradation mechanisms [50, 52].

� Empirical degradation model : based directly on experimental results to �t a cer-

tain model. These models o�er direct relations between external variables able to

be manipulated and degradation, but losing physical understanding of the process

studied [46, 72].

These degradation models are used to establish relations between accessible and

controllable variables such as fuel cell voltage, current, gas pressure or external tem-

perature with internal variables a�ecting degradation. Once models able to link these

two sets of variables, internal and external, are implemented, external variables to be

controlled can be detected, as well as their contribution to mitigate degradation.

2.3 Micro CHP applications

HT-PEMFC-based CHP systems are among the multiple applications where fuel cells

are being used nowadays [16, 30]. Fuel cells can be used for low-power and high-power

applications (from hundreds of mW to MW) in terms of electrical power [30]. A global

FC-based CHP system includes the following elements (Figure 2.3) [76]:

� Fuel cell stack : an array of fuel cells, dimensioned depending on the power re-

quired, with characteristics described above.

� Hydrogen tank : supplies pure hydrogen to the fuel cell. This hydrogen can come

from an electrolyser, which splits water into hydrogen and oxygen [60], or from

natural gas reforming, less environmentally friendly [6].
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� Heat exchanger : HT-PEMFC's heat needs to be processed with a cooling system

in many applications, but is used in the case of CHP systems. For this reason, a

heat exchanger is required to convey and adapt temperature of an external �uid

that acts as a medium to transfer this heat to use it for thermal demands, although

some applications use equivalent systems based on air exchange [25].

� Power conditioning system: aims at converting DC current generated by the fuel

cell stack into the adequate shape, be it DC or AC (specifying its voltage levels).

Di�erent converters need to be designed for di�erent parts of the system.

� Battery systems: Used to save electrical energy for future demands in periods

when demand is not that high and the fuel cell has extra energy to be stored for

later. This extra energy stored mitigates problems caused by sudden demands in

future periods, preventing overwork in the fuel cell that could contribute to its

fast degradation.

� Water storage tanks: With an equivalent role to the one corresponding to battery

systems, but with the goal of storing hot water to be used later for thermal

demands. Due to the fact that fuel cells generate both electrical and thermal

energy simultaneously, it is quite typical that high electrical demands produce

extra heat that needs to be stored for later. The opposite case is also possible,

when high thermal demand is needed despite low electrical demand.
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Figure 2.3: CHP system diagram

There are technologies available to integrate the fuel cell, heat recovery unit, heat

exchanger, control units and its connections. A device like this has been obtained in

the PACE project. Its schema and parts can be seen in Figure 2.4:

Figure 2.4: PACE project's FC-based CHP device

The main problem behind CHP systems like the one presented in Figure 2.3 is

that both electrical and thermal demand need to be satis�ed at all times while using

thermal and electrical storage systems to mitigate sudden changes in fuel cell operation,
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thus reducing fuel cell degradation and satisfying continuous operation of the global

system. For this reason, di�erent energy management strategies have been studied

to deal with all these di�erent objectives in parallel. These strategies need simple

but reliable mathematical models of all elements in the CHP system [60], as detailed

models based on �uid dynamics like the one in [22] are too cumbersome for control and

optimisation purposes, so straightforward electrochemical equations are preferred for

large scale CHP applications like the one studied.

2.4 Energy management control algorithms for housing fa-

cilities

More speci�cally, this thesis focuses on controlling CHP housing facilities, aiming at

comfort and e�ciency of the global energy consumption. The CHP system is controlled

at two levels (Figure 2.5):

� Local controllers: aiming at controlling devices such as the fuel cell stack, thermal

storage and electrical battery systems. Stability and proper operation of each

device is thus ensured.

� Supervisory control : computing and providing system variables' values, so that

electrical and thermal demand at all times are ful�lled. Among all devices involved

in the CHP system, some of them need to be prioritised, depending on certain

de�ned objectives. These can be related to e�ciency, environmental reasons,

mitigating degradation, among others. In Figure 2.5, systems controlled and

variables provided by the supervisory control are shown: fuel cell, water storage

elements and battery systems, as previously presented in Figure 2.3. Additionally,

external elements such as electrical grid connections, thermal energy generated

via electrical devices and thermal energy released as waste are depicted. Variable

governing them are those activating them or disabling them.

22



2.4 Energy management control algorithms for housing facilities

Figure 2.5: Control scheme for the CHP system

Several studies have been carried on to improve di�erent areas of the CHP system

[4]. In this line, the following research topics have been explored:

� CHP housing systems and their mathematical models.

� Algorithms for CHP energy management.

Regarding mathematical models, the �eld of CHP systems for housing facilities has

been widely studied by many authors [37, 38, 61, 92]. As mentioned before, heat released

by fuel cells needs to be used to increase the global energy e�ciency of the system, thus

contributing to more autonomous housing facilities. For doing so, characterisation of

the parts of the system for control purposes is needed in its mathematical form. In most

cases, di�erent elements of the CHP system are designed as a result of simple energy

balances, as housing applications do not require high accuracy in terms of chemical

and thermal processes [20, 60]. The energy management problem consists on ensuring

autonomy of the FC-based CHP system,as it is a sustainable alternative to current

energy sources used nowadays, while promoting global e�ciency and mitigating fuel

cell degradation. The global control scheme in the CHP plant is the one seen in Figure

2.6. To implement this control problem, a multiobjective problem with the following

objectives expressed as mathematical functions is de�ned:
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Figure 2.6: CHP plant and its controlled elements

� Fuel cell current : it must be the main source, instead of grid or other tradi-

tional sources, to satisfy demand. However, its variation should also be smooth to

prevent degradation, as start-stop reduces fuel cell's lifetime. As a consequence,

two objectives arise: one of maximising fuel cell current above other sources and

another of reducing its variation along time.

� Battery's state of charge (SOC): battery must be used to store electrical energy

not used during periods of low demand when the fuel cell does not need to work

too much. However, battery's state of charge must be kept between limits, for

degradation reasons.

� Water tank's temperature: thermal energy must be used to heat the water tank,

so that hot water can be used later to match thermal demand. This value should

be below water's boiling temperature and quite stable to be ready when needed.
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� Security connections: connection to grid must be used only when needed, avoiding

fast switching between fuel cell, battery and grid. Only in extreme cases and for

concrete isolated iterations should this connection be enabled. The same happens

for security connections enabled such as generating thermal energy via an electric-

driven space-heating device or releasing extra heat produced by the fuel cell to

the environment. Both cases should be limited to exceptional occasions.

About control algorithms, several options have already been studied for CHP energy

systems in the speci�c case of residential facilities. The main ones are the following:

� Rule-based models

� Recursive methods

� Model predictive control (MPC)

2.4.1 Rule-based models

One option studied nowadays is the use of rule-based models [92], also based on op-

timisation but with a di�erent formulation, to compute CHP variables such as power

generated to match both electrical and thermal demands. The method presented in

[92] consists on a two-stage model aiming at following speci�c trajectories given while

reducing computational e�ort, thus making it suitable for test-bench applications and

embedded systems. Another method, using Markov decision methods to apply deep

reinforcement learning to manage housing energy facilities, is presented on [105]. This

method is reliable, as it ensures a good trajectory matching, but is highly demanding

computationally. Finally, another case is the one presented in [60], which follows a logic

chart to establish the di�erent state of all CHP elements in the system. This ensures a

certain tracking of variables' values and system's states.

2.4.2 Recursive methods

Other energy management methods are those ones based on recursive calculations.

They are based on calculating system variables, such as fuel cell current, battery charge

or thermal storage levels, assuming initial values for them, computing an algorithm's
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2.4 Energy management control algorithms for housing facilities

iteration and then using this value to repeat the iteration to adjust and recalculate

it. These methods have been used by some authors [20, 38]. These studies consist on

updating variables along the process and going back until these are correct, i.e. they

remain constant even when recalculated. In the case of [38], a forecasting unit is added

to a test-bench to match energy demands in a real CHP system. This is veri�ed in a

real experimental platform and the operation of each CHP element is monitored. In the

case of [20], voltage and power values of the CHP system are computed based on some

initial values and, while controlled with local controllers, its values are compared to see

if the �nal value has been reached. If that is not the case, the iteration is repeated, and

this successively until the �nal desired value is achieved.

2.4.3 Model predictive control

Among the di�erent techniques for controlling energy systems in general and CHP

residential applications in particular, MPC has been widely used in its di�erent versions,

either linear [27, 37, 61, 70] or nonlinear MPC [14, 80]. Several studies aiming at

improving performance via better prediction have been carried on by some authors

[4, 108]. The ability to optimise with constraints while introducing prediction tendencies

is highly valued in the case of planning demands and when trying to guarantee e�ciency

in advance.

MPC is a way governing CHP systems, as its algorithm is able to anticipate the

system's evolution, more speci�cally its tendency based on prediction on the future.

Electrical and thermal demands have similar behaviours from one year to the other

during a speci�c day or season. However, some variations are always present along the

day, when a minute-to-minute analysis is done. This is why the system must be resilient

and adapt to variations around this predicted tendency. The MPC algorithm has an

input-output structure as the one shown in Figure 2.7 and its structure, formed by its

components, is the following:
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2.4 Energy management control algorithms for housing facilities

Figure 2.7: MPC scheme, with variables and mathematical components

� An objective function: formed by a set of subfunctions to be minimised, such

as fuel cell current and its variation, battery and water tank �uctuations and

energy exchanged with the grid or the environment. These subfunctions need to

be multiplied by weight functions so that they can be added and form the global

objective function to be minimised. These weight functions need to be selected

so that some objectives are prioritised above others.

� Variables: system variables include fuel cell current, variables governing activation

and deactivation of battery, water accumulator, grid connection and environment

connection. Electrical and thermal demands are included as system disturbances.

Disturbance variables have must be predicted so that the MPC can compute future

scenarios, even though they cannot be predicted exactly (Figure 2.8).

� Constraints: these include upper and lower bounds for electrical current, battery's

state of charge, water accumulator's temperature and others. Additionally, the

system's equations need to be imposed as a constraint.

� Prediction horizon: the optimisation problem is based on the system's model and

variables evaluated at the current time step iteration, but also anticipates future

evolution of these variables. For this reason, a certain number of iterations in

advance are predicted so that disturbances and other variables are simulated and

thus prepare the system's trajectory for what is to come (Figure 2.8). Control

horizon (Hu) horizon and prediction horizon (Hp) move every time the iteration

k advances, predicting an extra step while computing real values for the ones

already left behind. It is a way of ensuring reliability and robustness when trying

to ful�ll electrical and thermal demands.
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2.4 Energy management control algorithms for housing facilities

Figure 2.8: MPC variables, disturbances and prediction horizon

Regarding prediction, authors tackle its de�nition di�erently, depending on the re-

liability of the information they have about the system's future behaviour and its pre-

dictability in general. For example, [81] tracks prediction error in the state of charge

of batteries in an energy system, so that this prediction can be improved for future

scenarios.

2.4.3.1 Multiobjective problems' analysis using Pareto fronts

When dealing with multiple objectives at the same time, weighting functions need to be

de�ned so that some objectives are prioritised above others. To guarantee the weighting

functions that correspond to the optimal function, studies based on Pareto fronts have

been published [29, 41, 42, 66]. In the speci�c of HT-PEMFC-CHP systems, several

objectives to be targeted have already been presented. Among these objectives, some

of them need to be prioritised, such as promoting fuel cell as the main source, mitigate

its degradation via small current variation and low switching between energy sources,

preventing the grid or extra thermal systems to activate every few iterations. For this

reason, objectives like these are selected and a Pareto front is calculated, to �nd the

weight functions corresponding to each objective. These objectives and weight functions
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2.4 Energy management control algorithms for housing facilities

are used to build the MPC objective function [44, 82].

An energy management strategy of a CHP system, composed by di�erent renewable

systems, storage elements and heating elements, is presented in [41]. This strategy

uses the concept of Pareto optimality to select e�cient and less polluting operation in

a multi-objective optimisation problem, connecting the CHP system to the grid when

necessary. A similar approach is the one presented in [42], also prioritising e�ciency

and low emissions, but using an epsilon-constraint technique to solve the multi-objective

problem and selecting a solution among all Pareto optimals via a fuzzy decision making.

In the case of [66], a renewable island energy system is controlled under harsh

weather conditions performing a Pareto optimisation problem and a sensitivity analysis.

Finally, a selection among Pareto optimal solutions in residential energy systems is used

in [29], with a similar goal as the following references mentioned.

In the speci�c case of energy models and microgrids, approximations of these Pareto

fronts to select these weighting functions have been object of study in [44, 82]. The

aforementioned epsilon-constraint method is also used in the case of [82], which aims

at obtaining a payo� table with points included in the Pareto front. An approximation

of this Pareto front is obtained online with a �lter, selecting the important points to

form the structure of this trade-o� surface and discarding redundant points along the

process. This is done by means of a decision method based on the following steps:

1. Create a payo� table.

2. Set lower bounds for variables.

3. Calculate the range of these variables.

4. Divide this range into intervals to form the structure of the Pareto front.

5. Initialise counters.

6. Solve the problem.

7. Apply a logical loop to decide whether the point inspected belongs to the Pareto

front or not.

8. Discard redundant points.
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9. Add points to the Pareto front.

This algorithm is applied to a renewable-based microgrid prioritising the typical

objectives of energy e�ciency, environmental, security and socioeconomic issues.

A similar approach is the one presented by [44]. However, this strategy is more �exi-

ble and tackles large-scale energy applications focusing on reducing computational e�ort

when applying the Pareto strategy in the multi-optimisation problem. This strategy

is based on building a set of clusters with points obtained in the optimisation process

along time. The procedure followed in the decision process is:

1. A set of clusters of points is de�ned successively, based on the solutions of the

optimisation problem.

2. For each speci�c con�guration, values are assigned to each cluster.

3. The average of every cluster is obtained, and a curve representative of the cluster

is de�ned.

4. For each con�guration, the centroid pro�le is calculated.

5. This pro�le's values are sorted, creating a sorted mean of it and classifying them

by the order in which they appear in the original curve.

6. Values are sorted according to the order established by the cluster's representative

curve.

Once this is done, Pareto fronts can be computed paying attention at low time

and computing e�orts. This algorithm is applied to di�erent energy systems such as a

self-su�cient building model and a prospective European network.

When implementing the multiobjective problem with the selected weight functions,

all objectives are applied, but contributing to the global optimum in a way that the

global set of objectives is taken into consideration. Some of these objectives are priori-

tised, but none of them is completely discarded. Its contribution to the global optimum

is what is taken into consideration after the Pareto front has been calculated. This

ensures a good ful�lment of objectives, at least to some extent not a�ecting others. In

the case of CHP systems based of HT-PEMFC, objectives of e�ciency, maximum use
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2.4 Energy management control algorithms for housing facilities

of fuel cell instead of other energy alternatives, fuel cell degradation mitigation using

storage systems to reduce sudden changes in fuel cell operation are among objectives

to be combined, and Pareto front analysis guarantees that all of them contribute to the

global problem's results [44, 82].
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Chapter 3

High-temperature PEM fuel cell

distributed model

Every generation laughs at the old fashions, but follows the new.

From Walden, by Henry David Thoreau

In this chapter, a modelling procedure of a high-temperature PEM fuel cell (HT-

PEMFC) is detailed. This model is a distributed one, that is considering physical

phenomena along the cell's geometry. For doing so, its characteristics presented in the

previous chapter are taken into consideration, specifying the hypotheses assumed in the

model described.

3.1 HT-PEMFC model equations

In order to study the fuel cell a mathematical model of all phenomena occurring in

the HT-PEMFC is needed. There are several ways of modelling, depending on the

approach tackled [2, 3]. Some approaches move towards concentrated parameters [9, 48]

in order to simplify the formulation and make the resulting simulation of the system

less demanding from a computational point of view. Another advantage of this kind

of models is their clarity when it comes to analyse the results to prove their reliability.

However, this simplicity can lead to errors when neglecting too many interactions and

dependences between some system variables as well as their lack of resemblance to the

original system's geometry.
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3.1 HT-PEMFC model equations

Another way of modelling is by going to the original physical equations of �uid dy-

namics, di�usion and heat transfer [53, 64, 96]. These equations in their di�erential form

include derivatives which make the system variables depend on both spatial (typically

x,y,z) and time variables. Therefore, partial di�erential equations (PDE) are the ones

used to determine the fuel cell system's variables evolution. However, these models are

highly dependant on the system's geometry, with spatial derivatives up to a derivative

order of two. This makes these models reliable in terms of precision, but too complex at

the same time. This complexity needs to be simpli�ed accordingly in order to be able to

simulate them. For this reason, the number of dimensions has occasionally been reduced

to two [12, 34] or one [11, 100]. Due to this fact, the complexity of the system may

resemble the one of the concentrated models and that is the reason why certain authors

propose three dimensional models [9, 64]. Reducing the model dimensions can reduce

the reliability of the results but, in certain cases, the obtained results are accurate and

easily computed. Therefore, simple models are suitable for the presented study and the

simpli�ed model can therefore be easily used for simulation and especially for control

design and implementation.

The scope of this doctoral thesis covers high-temperature proton exchange mem-

brane fuel cells and not their low temperature equivalents. As mentioned previously,

the applications for this kind of cells have recently focused more on stationary appli-

cations. Non-stationary ones are usually the target of low temperature fuel cells, even

though some automotive applications with HT-PEMFC are being studied. Unlike low

temperature PEMFC, HT-PEMFC do not produce liquid water (it evaporates). For

this reason, gas transport models have been considered using stationary Navier-Stokes

equations [53, 64] or Darcy's law [73]. There exists a trade-o� between the reliability of

the model results and its usefulness when trying to implement control strategies.

The model presented is based on partial di�erential equations and other algebraic

equations to link the di�erent layers. The HT-PEMFC consists of:

� Anode

� Membrane

� Cathode
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3.1 HT-PEMFC model equations

Both anode and cathode include the following layers and its characteristics:

� Gas channels: responsible of conveying the input gases (H2 and H2O for the

anode and O2 and H2O for the cathode).

� Gas di�usion layers: transport a gas fraction to react later.

� Catalyst layers: place where the oxidation (anode) or reduction (cathode) reaction

takes place.

The fact that temperature is above 100� ensures all H2O in the system is present

in its vapour form. The several existing layers have been modelled as well as their

boundary conditions established. The model has the following characteristics:

� 1+1D or quasi-two dimensional representation of gas and water transport.

� Gas transport mechanisms combining di�usion.

� Variable temperature depending on the fuel cell area and time.

The relationship between fuel cell layers in the model and its disposition is depicted

in �gure 3.1:

Figure 3.1: Model layers and relationship between variables

34



3.2 Anode equations

The physical and chemical mechanisms corresponding to each layer are the ones

detailed henceforth:

� Convective gas transport along anode and cathode gas channels.

� Darcy's law to link pressure drop and velocity within these gas channels.

� Energy transport due to convective �ow, heat conduction according to Fourier's

law, heat transfer between solid fuel cell parts and gas channels and enthalpy

transport caused by mass �ow from gas channels to the solid.

� Caloric equations of state.

� Stefan-Maxwell di�usion for ideal gases along gas di�usion layers.

� Species balances and chemical reactions on catalyst layers using Butler-Volmer

kinetic rate expressions.

� Pseudo-homogeneous energy balance for the solid parts of the fuel cell.

� Species combination on the membrane.

� Charge balances at the anode and cathode double layers.

3.2 Anode equations

3.2.1 Anode gas channels

Anode gas channels are responsible of conveying H2 and H2O gases. Physical mecha-

nisms in gas channels are:

� Convective gas transport along anode and cathode gas channels.

� Darcy's law to link pressure drop and velocity within these gas channels.

� Energy transport due to convective �ow, heat conduction according to Fourier's

law, heat transfer between solid fuel cell parts and gas channels and enthalpy

transport caused by mass �ow from gas channels to the solid.

� Caloric equations of state.
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3.2 Anode equations

Mass balances are are performed imposing convective transport along the z direction.

These equations are the following:

∂cAH2

∂t
= −

∂vAcAH2

∂z
−

ṅA
H2

δA
(3.1)

∂cAH2O

∂t
= −

∂vAcAH2O

∂z
−

ṅA
H2O

δA
(3.2)

Their boundary conditions are:

vAcAH2

∣∣
0,t

= ṅA
H2,in (3.3)

vAcAH2O

∣∣
0,t

= ṅA
H2O,in, (3.4)

where

� cAH2
and cAH2O

are hydrogen and water vapour concentrations measured in mol/m3.

� vA are gas velocities measured in m/s.

� ṅA
H2

and ṅA
H2O

are hydrogen and water vapour molar �ux densities transferred to

the gas di�usion layers measured in mol/(m2 s).

� δA is the height of the gas channel along direction y measured in m.

� ṅA
H2,in

and ṅA
H2O,in are hydrogen and water vapour molar �ux densities at the

anode channel inlet measured in mol/(m2 s).

To calculate velocities vA a relation obtained from Darcy's law by means of pressure

pA (mesured in Pa) gradient and di�usion coe�cient KA (measured in m2/(Pa s)) is

used as shown below:

vA = −KA∂pA

∂z
(3.5)

With boundary condition

pA(Lz, t) = pamb, (3.6)

where Lz is fuel cell's channel length measured in m and pamb is the ambient pressure

measured in Pa. Considering ideal gases, the general ideal gases equation and Dalton's
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law can be combined to relate total pressure pA and species concentrations cAH2
and

cAH2O
as:

pA = RTA(cAH2
+ cAH2O) (3.7)

R = 8.31 J/(K mol) is the ideal gases constant and TA is the anode temperature

in K. To compute this temperature, an energy balance for the anode is needed. This

must include energy transport in z-direction caused by convective �ow, heat conduction

according to Fourier's law, heat transfer between solid fuel cell parts at temperature

TS and gas channels and enthalpy transport caused by mass �ow from channels to the

solid parts [73]. The following internal energy balance as well as the caloric equation of

state arise:

∂(ρu)A

∂t
= − ∂

∂z

(
vA
(
cAH2

hH2(T
A) + cAH2OhH2O(T

A)
))

+ λA∂2TA

∂z2

+
α1

δA
(
TS − TA

)
− 1

δA

(
ṅA
H2

hH2(T
A) + ṅA

H2OhH2O(T
A)

)
(3.8)

(ρu)A + pA = cAH2
hH2(T

A) + cAH2OhH2O(T
A), (3.9)

providing that

� (ρu)A is the internal energy of the anode channels measured in J/m3.

� hH2(T
A) and hH2O(T

A) are molar enthalpies of hydrogen and water vapour at

temperature TA measured in J/mol.

� λA is heat conductivity on the anode measured in W/(m K).

� α1 is the heat transfer coe�cient measured in W/(m2 K).

� δA is the anode channels width measured in m.

� TS is the solid parts temperature measured in K.

Their boundary conditions are the following:
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3.2 Anode equations

ṅA
H2,inhH2(T

A
in) + ṅA

H2O,inhH2O(T
A
in) = vA

(
cAH2

hH2(T
A)
∣∣
0,t

+ cAH2OhH2O(T
A)
∣∣
0,t

)
− λA∂TA

∂z

∣∣∣∣
0,t

(3.10)

λA∂TA

∂z

∣∣∣∣
Lz ,t

= 0, (3.11)

where hH2(T
A
in) and hH2O(T

A
in) are hydrogen's and water vapour's molar enthalpy at

anode's inlet temperature in J/mol. Enthalpies hH2(T
A) and hH2O(T

A) are calculated

referred to temperature using the speci�c heat (cH2
p for hydrogen and cH2O

p for water

vapour) approximation for computational reasons as:

hH2(T
A) = cH2

p TA (3.12)

hH2O(T
A) = cH2O

p TA (3.13)

These equations calculate cAH2
, cAH2O

, pA using variables ṅA
H2

and ṅA
H2O

coming from

the anode gas di�usion layer.

3.2.2 Anode gas di�usion layer

Gas di�usion layers are introduced to limit the mass transport between gas channels

and catalyst layers. Stefan-Maxwell di�usion for ideal gases is the one assumed for the

transport along direction y using Euler approximation for molar fraction values instead

of mean values like the one in [73]:

−∇χA
H2

=
χA
H2O

ṅA
H2

− χA
H2

ṅA
H2O

c̄ADeff
H2,H2O

(3.14)

∇χA
H2

=
χCA
H2

− χA
H2

δGA
(3.15)

c̄A =
pA

RTS
(3.16)

Deff
H2,H2O

[m2s] is the e�ective di�usion coe�cient of one gas through the other,

∇χA
H2

is the gradient of molar fraction, χCA
H2

and χCA
H2O

are molar fractions in the anode

catalyst layers and χA
H2

and χA
H2O

are molar fractions in the anode.
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These equations calculate χCA
H2

using variables ṅA
H2

coming from the catalyst layer.

Once χCA
H2

is known, variable χCA
H2O

=1-χCA
H2

can be calculated. If other di�usion coe�-

cients are de�ned as the previous one (Deff
H2,H2

, Deff
H2O,H2

and Deff
H2O,H2O

) The proof is

the following one:

χCA
H2

+ χCA
H2O = χA

H2
+ χA

H2O − δGA

c̄A

∑
k

[ 1

Deff
H2,k

(χA
k ṅ

A
H2

− χA
H2

ṅA
k )+ (3.17)

+
1

Deff
H2O,k

(χA
k ṅ

A
H2O − χA

H2Oṅ
A
k )
]
= (3.18)

= 1− δGA

c̄A

[ 1

Deff
H2,H2

(χA
H2

ṅA
H2

− χA
H2

ṅA
H2

)+

+
1

Deff
H2,H2O

(χA
H2

ṅA
H2O − χA

H2Oṅ
A
H2

)+

+
1

Deff
H2O,H2

(χA
H2

ṅA
H2O − χA

H2Oṅ
A
H2

)+

+
1

Deff
H2O,H2O

(χA
H2Oṅ

A
H2O − χA

H2Oṅ
A
H2O)

]
=

= 1 (3.19)

If all equations are arranged in only one the following expression for χCA
H2

is obtained:

−
χCA
H2

− χA
H2

δGA
=

χA
H2O

ṅA
H2

− χA
H2

ṅA
H2O

c̄ADeff
H2,H2O

(3.20)

−χCA
H2

c̄ADeff
H2,H2O

δGA
+ χA

H2

c̄ADeff
H2,H2O

δGA
= (1− χA

H2
)ṅA

H2
− χA

H2
ṅA
H2O (3.21)

−
c̄ADeff

H2,H2O

δGA
χCA
H2

= ṅA
H2

+

[
−

c̄ADeff
H2,H2O

δGA
− ṅA

H2
− ṅA

H2O

]
χA
H2

(3.22)

χCA
H2

=

[
ṅA
H2

+ ṅA
H2O

+
2c̄ADeff

H2,H2O

δGA

]
χA
H2

− ṅA
H2

c̄ADeff
H2,H2O

δGA

(3.23)

χA
H2O

is obtained as χA
H2O

= 1− χCA
H2

.
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3.2.3 Anode catalyst layer

Anode catalyst layers are those connecting anode and membrane and they are respon-

sible of ensuring the reaction of the species, i.e hydrogen. It includes platinum on a

carbon base to help the reaction occur. In the case of the anode, the oxidation chemical

reaction takes place and its chemical equation is the following one:

H2 −−→ 2H+ + 2e�

Based on this chemical reaction and its limiting reactant characteristics the following

statements can be imposed:

ṅA
H2

= rA (3.24)

ṅA
H2O = 0 (3.25)

Using chemical kinetics as in [35, 77] and membrane characteristics [77] Butler-

Volmer equation can be derived and used to compute hydrogen's molar �ux density

going through the cell ṅA
H2
, using reactive term rA as follows:

rA = fV iA0

2F

[
exp

( 2F

RTS

(
∆ΦA −∆ΦA

ref

))χCA
H2

pA

pH2,ref
− 1

]
, (3.26)

where

� rA is the molar rate reacting in the anode measured in mol/(m2 s).

� fv is the catalyst's platinum content coe�cient.

� iA0 is the open-circuit anode current measured in A.

� pH2,ref is hydrogen's reference pressure measured in Pa.

� ∆ΦA is the protonic potential di�erence in the anode measured in V.

� ∆ΦA
ref is the protonic potential di�erence's reference value in the anode measured

in V.

Butler-Volmer equation needs to be replaced on the anode gas di�usion layer equa-

tions to obtain the value for χCA
H2

and χCA
H2O

= 1− χCA
H2

.
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3.3 Cathode equations

3.3 Cathode equations

An analogous procedure is applied for the cathode equations. The gases considered are

the reacting ones, that is, nitrogen is not considered.

3.3.1 Cathode gas channels

Anode gas channels are responsible of conveying O2, N2 and H2O gases. The mass

balances are are performed imposing convective transport along the z direction. These

equations are the following:

∂cCO2

∂t
= −

∂vCcCO2

∂z
−

ṅC
O2

δC
(3.27)

∂cCN2

∂t
= −

∂vCcCN2

∂z
−

ṅC
N2

δC
(3.28)

∂cCH2O

∂t
= −

∂vCcCH2O

∂z
−

ṅC
H2O

δC
(3.29)

Their boundary conditions are:

vCcCO2

∣∣
0,t

= ṅC
O2,in (3.30)

vCcCN2

∣∣
0,t

= ṅC
N2,in (3.31)

vCcCH2O

∣∣
0,t

= ṅC
H2O,in, (3.32)

where

� O2, N2 and H2O are oxygen, nitrogen and water vapour concentrations measured

in mol/m3.

� vC are gas velocities measured in m/s.

� ṅC
O2
, ṅC

N2
and ṅC

H2O
are oxygen, nitrogen and water vapour molar �ux densities

transferred to the gas di�usion layers measured in mol/(m2 s).

� δC is the height of the gas channel along direction y measured in m.

� ṅA
O2,in

, ṅA
N2,in

and ṅA
H2O,in are oxygen, nitrogen and water vapour molar �ux den-

sities at the cathode channel inlet measured in mol/(m2 s).
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3.3 Cathode equations

An analogous procedure as in the anode is used to calculate velocities vC :

vC = −KC ∂pC

∂z
(3.33)

Pressure is bounded as:

pC(Lz, t) = pamb (3.34)

Pressures are calculated similarly using ideal gases equation and Dalton's law:

pC = RTC(cCO2
+ cCN2

+ cCH2O) (3.35)

Finally, the internal energy balance and the caloric equation of state are performed

consequently:

∂(ρu)C

∂t
= − ∂

∂z

(
vC
(
cCO2

hO2(T
C) + cCN2

hN2(T
C) + cCH2OhH2O(T

C)
))

+ λC ∂2TC

∂z2
+

α1

δC
(
TS − TC

)
− 1

δC

(
ṅC
O2

hO2(T
C) + ṅC

N2
hN2(T

C) + ṅC
H2OhH2O(T

C)

)
(3.36)

(ρu)C + pC = cCO2
hO2(T

C) + cCN2
hN2(T

C) + cCH2OhH2O(T
C), (3.37)

providing that

� (ρu)C is the internal energy of the cathode channels measured in J/m3.

� hO2(T
C), hN2(T

C) and hH2O(T
C) are molar enthalpies of hydrogen, nitrogen and

water vapour at temperature TC measured in J/mol.

� λC is heat conductivity on the cathode measured in W/(m K).

� α1 is the heat transfer coe�cient measured in W/(m2 K).

� δC is the cathode channels width measured in m.

� TS is the solid parts temperature measured in K.

Their boundary conditions are the following:
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3.3 Cathode equations

� ṅC
O2,in

hO2(T
C
in) + ṅC

N2,in
hN2(T

C
in) + ṅC

H2O,inhH2O(T
C
in) = vC

(
cCO2

hO2(T
C)
∣∣
0,t

+

+ cCN2
hN2(T

C)
∣∣
0,t

+ cCH2OhH2O(T
C)
∣∣
0,t

)
− λC ∂TC

∂z

∣∣∣∣
0,t

� λC ∂TC

∂z

∣∣∣
Lz ,t

= 0,

where hO2(T
C
in), hN2(T

C
in) and hH2O(T

C
in) are oxygen's, nitrogen's and water vapour's

molar enthalpy at anode's inlet temperature in J/mol. These equations calculate cCO2
,

cCN2
, cCH2O

, pC using variables ṅC
O2
, ṅC

N2
and ṅC

H2O
coming from the anode gas di�usion

layer.

Enthalpies hO2(T
C), hN2(T

C) and hH2O(T
C) are calculated referred to temperature

using the speci�c heat (cO2
p , cN2

p and cH2O
p ) approximation as before for computational

reasons as:

hO2(T
C) = cO2

p TC (3.38)

hN2(T
C) = cN2

p TC (3.39)

hH2O(T
C) = cH2O

p TC (3.40)

3.3.2 Cathode gas di�usion layer

Following the same procedure carried on for the anode case, Stefan-Maxwell di�usion

is considered and its equations considering oxygen, nitrogen and water vapour are the

following ones:

−∇χC
O2

=
χC
H2O

ṅC
O2

− χC
O2

ṅC
H2O

c̄CDeff
O2,H2O

+
χC
N2

ṅC
O2

− χC
O2

ṅC
N2

c̄CDeff
O2,N2

(3.41)

∇χC
O2

=
χCC
O2

− χC
O2

δGC
(3.42)

−∇χC
N2

=
χC
H2O

ṅC
N2

− χC
N2

ṅC
H2O

c̄CDeff
N2,H2O

+
χC
O2O

ṅC
N2

− χC
N2

ṅC
O2

c̄CDeff
N2,O2

(3.43)

∇χC
N2

=
χCC
N2

− χC
N2

δGC
(3.44)

c̄C =
pC

RTS
(3.45)
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3.3 Cathode equations

These equations calculate oxygen's and nitrogen's molar fraction for the cathode

catalyst layer χCC
O2

, χCC
N2

using variables ṅC
O2
, ṅC

N2
and ṅC

H2O
coming from the catalyst

layer. Deff
O2,H2O

, Deff
N2,H2O

, Deff
O2,N2

, Deff
O2,H2O

are the e�ective di�usion coe�cients of all

gases through the others. Once χCC
O2

and χCC
N2

are known, variable χCC
H2O

= 1−χCC
O2

−χCC
N2

can be calculated. The proof is analogous to the one for the anode.

3.3.3 Cathode catalyst layer

In the cathode catalyst layer a reduction reaction of oxygen is produced and its associ-

ated system chemical equation is the following one:

1

2
O2 + 2e� + 2H+ −−→ H2O

Based on this chemical reaction the following relations can be de�ned:

ṅC
O2

=
1

2
rC (3.46)

ṅC
N2

= 0 (3.47)

ṅC
H2O = rC (3.48)

ṅC
H2O

and ṅC
O2

are obtained from the these equations and the reactive term rC can

be obtained using the Butler-Volmer [73] equation as follows:

rC = fV iC0

2F
exp

(∆G0

R

( 1

TS
− 1

T ref

))χCC
O2

pC

pO2,ref
exp

(
− α2F

RTS

(
∆ΦC −∆ΦC

ref

))
, (3.49)

where

� rC is the molar rate reacting in the cathode measured in mol/(m2 s).

� ∆G0: Gibbs free energy of the open-circuit reaction J/mol.

� T ref is the reference temperature measured in K.

� iC0 is the open-circuit cathode current measured in A.

� pO2,ref is oxygen's reference pressure measured in Pa.

� α is the stoichiometric adjusting coe�cient.
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3.3 Cathode equations

� ∆ΦC is the protonic potential di�erence in the cathode measured in V.

� ∆ΦC
ref is the protonic potential di�erence's reference value in the cathode mea-

sured in V.

Butler-Volmer equation needs to be replaced on the anode gas di�usion layer equa-

tions to obtain the value for χCC
O2

and χCC
H2O

= 1− χCC
O2

− χCC
N2

.
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3.4 Equations combining anode and cathode

3.4 Equations combining anode and cathode

3.4.1 Membrane

The membrane is responsible of carrying protons from anode to cathode to ensure

they can be combined to form water. However, membrane is not able to carry gases,

majoritary when having high temperatures as it is the case. This generates an electrical

current of electrons through a load connected in parallel with the fuel cell. Therefore,

membrane equations combine both anode and cathode variables and provide molar �ows

to the outer layers and iM electrical current to calculate ∆ΦA and ∆ΦC [77]. The �ows

to be transmitted to outer layers can be de�ned as:

ṅH+ = − k

F 2
∇µH+ (3.50)

∇µH+ = F∇Φ (3.51)

∇Φ =
ΦCM − ΦAM

δM
= −∆ΦM

δM
(3.52)

Variables appearing on these equations have the following meaning:

� k is electrical conductivity measured in C

� F = 96485 C/mol is the electrical load of a mole of a given substance (known as

Faraday's constant).

� ∇µH+ is the gradient of proton electrical potential measured in J/mol.

� ∆ΦM is the membrane potential di�erence measured in V.

� δM is the membrane width measured in m.

Finally, the electrical current iM can be directly linked to the proton �ow using

Faraday's constant F as:

iM = FṅH+ (3.53)

3.4.2 Solid part energy balance

Solid parts of the fuel cells, formed by gas di�usion layers, catalyst layers and membrane,

have a certain temperature TS . This is spatially distributed and can be calculated using
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3.4 Equations combining anode and cathode

the following energy balance [73]:

δS
∂(ρe)S

∂t
= ṅA

H2
hH2(T

A) + ṅA
H2OhH2O(T

A) + ṅC
O2

hO2(T
C) + ṅC

N2
hN2(T

C)+

+ ṅC
H2OhH2O(T

C) + α1

(
(TA − TS) + (TC − TS)

)
+ α2(Tcool − TS)+

+ λSδS
∂2TS

∂z2
− (ΦC − ΦA)iM (3.54)

δS(ρe)S = δS(ρu)S + CAδAC∆ΦA2

2
+ CCδCC∆ΦC2

2

= (δS − δM )(ρh)S(TS) + δM (ρh)M (TS) + δMρMH2OhH2O(T
S)+

+ CAδAC∆ΦA2

2
+ CCδCC∆ΦC2

2
, (3.55)

where

� (ρe)S is the total energy measured in J/m3.

� δS is the solid part width measured in m.

� α2 is a heat transfer coe�cient measured in W/(m2 K).

� λS is the solid part heat conduction coe�cient measured in W/(m K).

� iM is the membrane electrical current density measured in A/m2.

� CA and CC are anode and cathode capacities measured in F/m3.

� δAC and δCC are anode and cathode catalyst layers' width measured in m.

� ∆ΦA and ∆ΦC are anode and cathode proton potential di�erence measured in V.

� Tcool is the coolant's temperature measured in K.

� (ρu)S is the solid parts' internal energy measured in J/m3.

� (ρh)S(TS) is the solid parts' enthalpy measured in J/m3.

� (ρh)S(TS) is the total enthalpy in the membrane measured in J/m3.

� ρMH2O
hH2O(T

S) is water vapour's enthalpy in the membrane mesured in J/m3.

The boundary conditions for TS are:

∂TS

∂z

∣∣∣∣
0,t

=
∂TS

∂z

∣∣∣∣
Lz ,t

= 0 (3.56)
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3.4 Equations combining anode and cathode

3.4.3 Charge balances

Finally, the proton potential di�erences ∆ΦA and ∆ΦC needed by outer layers' equa-

tions are calculated using iM :

CAδAC ∂∆ΦA

∂t
= iM − 2FrA (3.57)

CCδCC ∂∆ΦC

∂t
= iM + 2FrC (3.58)

3.4.3.1 Voltage as an input

∆ΦM can be calculated �xing voltage U and applying the following:

∆ΦM (z, t) = ∆ΦC(z, t)−∆ΦA(z, t)− U(t) (3.59)

The total electrical current I and power produced P can be calculated as:

I = Lx

∫ Lz

0
iMdz (3.60)

P = UI, (3.61)

where Lx is fuel cell's length along x direction measured in m.

3.4.3.2 Current as an input

Alternatively, current I can be �xed and causality of the equations accordingly. If nodes

j = 1, . . . , N are considered the following rearrangement of equation (3.59) resulting in

equation (3.62) for node 1:

U(t) = ∆ΦC(1, t)−∆ΦA(1, t)−∆ΦM (1, t) (3.62)

To analyse the causality of the problem a set of diagrams called bond graphs de�ned

as shown in [36, 54, 79]. Essentially, a bond graph shows the relationship between

variables of a problem to be solved setting 0-junctions where currents are added and 1-

junctions where voltages are added. Arrows with transversal lines show causality order,

i.e. which variables are used to calculate other ones. When there arrows don't have

transversal lines there are no causality relationships and it is called acausal bond graph,

which can be used to deduce the causality in further bond graphs. In the case we had
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3.4 Equations combining anode and cathode

one node bond graphs of �gures 3.2, 3.3 and 3.6 are depicted to relate all variables

intervening in the problem.

Figure 3.2: Acausal bond graph

Figure 3.3: Distributed system
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3.4 Equations combining anode and cathode

Figure 3.4: Imposing current on one node

Causality of the current problem is the one de�ned in �gures 3.6 and 3.7 where the

bond graphs to show the causality are shown:

Figure 3.5: N-1 acting as current sources and one of them acting as a voltage source
(current imposed externally)
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3.4 Equations combining anode and cathode

Figure 3.6: Imposing voltage on one node

Figure 3.7: N nodes acting as current sources (voltage imposed externally)

In equation (3.62) U(t) = U(z, t) is considered constant for all nodes because it

represents the voltage di�erence between one side and the other of the cell. Similarly,

equations (3.50) to (3.52) can be combined to express ∆ΦM (1, t) from node 1 as a

function of current density across node 1 iM (1, t):

∆ΦM (1, t) =
δM

k
iM (1, t) (3.63)

Considering the �xed current I and other nodes current densities iM (i) for other

nodes j = 2, . . . , N , node 1 is de�ned as a voltage source with the following current
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3.5 HT-PEMFC model equations discretisation

iM (1):

iM (1) =
I

LxLz
− iM (2)− . . .− iM (N) (3.64)

This expression of iM (1) can be plugged in equations (3.57) and (3.58) when applying

them to node 1. Equations for the following nodes j = 2, . . . , N are de�ned imposing

currents iM (j) rearranging equations (3.62) to (3.63) as:

∆ΦM (j, t) = ∆ΦC(j, t)−∆ΦA(j, t)− U(t) (3.65)

iM (j) =
k

δM
∆ΦM (j, t) (3.66)

Combining both equations (3.65) and (3.66) the following expression for iM (j) can

be obtained:

iM (j) =
k

δM
(∆ΦC(j, t)−∆ΦA(j, t)− U(t)) (3.67)

Current iM (j) is �nally plugged in equations (3.57) and (3.58) to compute ∆ΦA(j, t)

and ∆ΦC(j, t) for nodes j = 2, . . . , N di�erent from 1.

3.5 HT-PEMFC model equations discretisation

First of all, the �uid dynamics equations have been de�ned and are simpli�ed taking

into consideration certain constraints. All these equations are then discretised (only

spatial coordinates z). Temporal derivatives have not been discretised. Discretisation

is de�ned for a generic function f(z), assuming ∆z as a small magnitude, and performed

di�erently depending on the node position:

� Forward di�erence:

∂f(z)

∂z
≈ f(z +∆z)− f(z)

∆z
∂2f(z)

∂z2
≈ f(z + 2∆z)− 2f(z +∆z) + f(z)

(∆z)2
(3.68)

� Backward di�erence:

∂f(z)

∂z
≈ f(z)− f(z −∆z)

∆z
∂2f(z)

∂z2
≈ f(z)− 2f(z +∆z) + f(z − 2∆z)

(∆z)2
(3.69)
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3.5 HT-PEMFC model equations discretisation

� Central di�erence:

∂f(z)

∂z
≈ f(z +∆z)− f(z −∆z)

2∆z
∂2f(z)

∂z2
≈ f(z +∆z)− 2f(z) + f(z −∆z)

(∆z)2
(3.70)

For instance, for nodes located around the rim of the geometry equations (3.68) or

(3.69) are required and for inner nodes, equation (3.70). To illustrate, the central di�er-

ence in equation (3.70) approach for inner nodes is the one used henceforth. Equations

to be discretised are the ones of the anode and cathode channels and the solid part

energy balance.

3.5.1 Anode channels equations discretisation

The system equations to be codi�ed can be divided in algebraic and di�erential equations

(with time derivatives). The algebraic ones to de�ne gas velocities vA(i), gas pressure

pA(i) and internal energy (ρu)A are:

vA(i) = −KA pA(i+ 1)− pA(i)

∆z
(3.71)

pA = RTA(cAH2
+ cAH2O) (3.72)

(ρu)A = cAH2
hH2(T

A) + cAH2OhH2O(T
A)− pA, (3.73)

where vA(i) and pA(i) correspond to vA and pA(i) in node i, and pA(i+ 1) in node

i+1. These variables have been de�ned together with the hydrogen and water concen-

trations cAH2
and cAH2O

, as well as the anode temperature TA, solid parts temperature

TS , hydrogen and water �ows to the other layers ṅA
H2

and ṅA
H2O

and species enthalpies

hH2(T
A) and hH2O(T

A). With all this information the corresponding di�erential equa-

tions are presented:
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3.5 HT-PEMFC model equations discretisation

∂cAH2

∂t
= −

vA(i)cAH2
(i)− vA(i− 1)cAH2

(i− 1)

∆z
−

ṅA
H2

δA
(3.74)

∂cAH2O

∂t
= −

vA(i)cAH2O
(i)− vA(i− 1)cAH2O

(i− 1)

∆z
−

ṅA
H2O

δA
(3.75)

∂(ρu)A

∂t
= −

vA(i)
(
cAH2

(i)hH2(T
A)(i) + cH2O(i)

AhH2O(T
A)(i)

)
∆z

+
vA(i− 1)

(
cAH2

(i− 1)hH2(T
A)(i− 1) + cH2O(i− 1)AhH2O(T

A)(i− 1)
)

∆z

+ λATA(i+ 1)− 2TA(i) + TA(i− 1)

∆z2
+

α1

δA
(
TS(i)− TA(i)

)
− 1

δA

(
ṅA
H2

hH2(T
A)(i) + ṅA

H2OhH2O(T
A)(i)

)
(3.76)

Enthalpies hH2(T
A) and hH2O(T

A) are calculated referred to temperature using the

speci�c heat approximation for computational reasons as follows:

hH2(T
A) = cH2

p TA (3.77)

hH2O(T
A) = cH2O

p TA (3.78)

Their boundary conditions are the following:

� vAcAH2

∣∣
0,t

= ṅA
H2,in

� vAcAH2O

∣∣
0,t

= ṅA
H2O,in

� ṅA
H2,in

hH2(T
A
in)+ṅA

H2O,inhH2O(T
A
in) = vA

(
cAH2

hH2(T
A)
∣∣
0,t
+ cAH2O

hH2O(T
A)
∣∣
0,t

)
−

λA ∂TA

∂z

∣∣∣
0,t

� pA(Lz, t) = pamb

� λA ∂TA

∂z

∣∣∣
Lz ,t

= 0

These equations calculate cAH2
, cAH2O

, pA using variables ṅA
H2

and ṅA
H2O

coming from

the anode gas di�usion layer.
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3.5 HT-PEMFC model equations discretisation

3.5.2 Cathode channels equations discretisation

An analogous procedure is applied for the cathode equations. The system equations to

be codi�ed can be divided in algebraic and di�erential equations. The algebraic ones

to de�ne gas velocities vC , gas pressures pC and internal energy (ρu)C are:

vC(i) = −KC pC(i+ 1)− pC(i)

∆z
(3.79)

pC = RTC(cCO2
+ cCN2

+ cCH2O) (3.80)

(ρu)C = cCO2
hO2(T

C) + cCN2
hN2(T

C) + cCH2OhH2O(T
C)− pC , (3.81)

where vC(i) and pC(i) correspond to vC and pC(i) in node i, and pC(i + 1) in

node i + 1. Analogous variables have been de�ned such as the oxygen, nitrogen and

water concentrations cCO2
, cCN2

and cCH2O
, as well as the anode temperature TC , solid

parts temperature TS , hydrogen and water �ows to the other layers ṅC
O2

and ṅC
H2O

and

species enthalpies hO2(T
C), hN2(T

C) and hH2O(T
C). With all this information the

corresponding di�erential equations are presented:

∂cCO2

∂t
= −

vC(i)cCO2
(i)− vC(i− 1)cCO2

(i− 1)

∆z
−

ṅC
O2

δC
(3.82)

∂cCH2O

∂t
= −

vC(i)cCH2O
(i)− vC(i− 1)cCH2O

(i− 1)

∆z
−

ṅC
H2O

δC
(3.83)

∂(ρu)C

∂t
= −

vC(i)
(
cCO2

(i)hO2(T
C)(i) + cCH2O

(i)hH2O(T
C)(i)

)
∆z

+
vC(i− 1)

(
cCO2

(i− 1)hO2(T
C)(i− 1) + cCH2O

(i− 1)hH2O(T
C)(i− 1)

)
∆z

+ λC TC(i+ 1)− 2TC(i) + TC(i− 1)

∆z2
+

α1

δC
(
TS(i)− TC(i)

)
− 1

δC

(
ṅC
O2

hO2(T
C)(i) + ṅC

H2OhH2O(T
C)(i)

)
(3.84)

Enthalpies hO2(T
C), hN2(T

C) and hH2O(T
C) are calculated referred to temperature
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3.5 HT-PEMFC model equations discretisation

using the speci�c heat approximation for computational reasons as follows:

hO2(T
C) = cO2

p TC (3.85)

hN2(T
C) = cN2

p TC (3.86)

hH2O(T
C) = cH2O

p TC (3.87)

Their boundary conditions are the following:

� vCcCO2

∣∣
0,t

= ṅC
O2,in

� vCcCH2O

∣∣
0,t

= ṅC
H2O,in

� ṅC
O2O,inhO2(T

C
in)+ṅC

H2O,inhH2O(T
C
in) = vC

(
cCO2

hO2(T
C)
∣∣
0,t
+cCH2O

hH2O(T
C)
∣∣
0,t

)
−

λC ∂TC

∂z

∣∣∣
0,t

� pC(Lz, t) = pamb

� λC ∂TC

∂z |Lz ,t = 0

These equations calculate cCO2
, cCN2

, cCH2O
, pC using variables ṅC

O2
, ṅC

N2
and ṅC

H2O

coming from the anode gas di�usion layer.

3.5.3 Solid part energy balance equations discretisation

Solid parts of the fuel cells present an energy balance which can be discretised similarly:

δS
∂(ρe)S

∂t
= ṅA

H2
hH2(T

A) + ṅA
H2OhH2O(T

A) + ṅC
O2

hO2(T
C) + ṅC

N2
hN2(T

C)+

+ ṅC
H2OhH2O(T

C) + α1

(
(TA − TS) + (TC − TS)

)
+ α2(Tcool − TS)+

+ λSδS
TS(i+ 1)− 2TS(i) + TS(i− 1)

∆z2
− (ΦC − ΦA)iM (3.88)

δS(ρe)S = δS(ρu)S + CAδAC∆ΦA2

2
+ CCδCC∆ΦC2

2

= (δS − δM )(ρh)S(TS) + δM (ρh)M (TS) + δMρMH2OhH2O(T
S)+

+ CAδCA∆ΦA2

2
+ CCδCC∆ΦC2

2
(3.89)

Their boundary conditions for TS are:

∂TS

∂z

∣∣∣∣
0,t

=
∂TS

∂z

∣∣∣∣
Lz ,t

= 0 (3.90)
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3.6 Steady-state values analysis

3.6 Steady-state values analysis

Once the HT-PEMFC model has been built it is ready to be simulated. Di�erent

simulations can be carried on to check the behaviour of the main physical variables. It

is important to notice that the distributed model has 10 state variables per node. For

this reason, a study of the minimum nodes needed is also necessary.

3.6.1 Mesh study

As it is well known, solving di�erential equations analytically is the only way to obtain

an exact solution for any point in the studied geometry. However, only some di�erential

equations can be solved analytically and, in the case of partial di�erential equations like

the ones studied, an approximation using numerical methods is needed. In the studied

case, �nite di�erences approximation has been applied. Nevertheless, a minimum num-

ber of nodes is needed to ensure the approximation is close enough to the hypothetical

solution found analytically.

If we consider the system has boundary conditions on both sides, which is generally

true for most equations listed, a minimum number of 3 nodes is needed. However, this

may leave only one free central node to be calculated with the information obtained

by its neighbouring nodes and even some equations with boundary conditions like �rst

derivative equal to zero would not give realistic results. For this reason and to guarantee

the existence of a central node which can be used to study the system behaviour far

away from both geometry edges 5 nodes are selected as a starting point of the mesh

size study. Simulating the model discretising it with 5 nodes and setting the voltage

to U = 0.7V and Tcool = 423.15K the following solutions for the central node of the

geometry are obtained in Figure 3.11 to 3.11:
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Figure 3.8: Concentrations of all gases on the anode and cathode channels (5 nodes)
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Figure 3.10: Solid part energy density (5 nodes)
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Figure 3.11: Potential di�erence on anode and cathode (5 nodes)
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The same study can be done for more nodes, for example 21, to see if the central

node has a similar value (Figures 3.12 to 3.15):
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Figure 3.13: Internal energy density on anode and cathode (21 nodes)
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Figure 3.15: Potential di�erence on anode and cathode (21 nodes)

After a high overshoot when numerically solving the ODE (even though the initial

values are close to the steady-state ones) the �nal values are reached and are similar to

the ones when using 5 nodes.

3.6.2 Equilibrium points

Once the model has been de�ned a set of equilibrium points for given inputs need to be

obtained. First of all, the right hand side of the model spatially-discretised equations

can be organised for each node in a function F i
n of the geometry such that:

∂−→x
∂t

= F i
n(c

A
H2

, cAH2O, (ρu)
A, cCO2

, cCN2
, cCH2O, (ρu)

C , δS(ρe)S ,∆ΦA,∆ΦC)

−→x = (cAH2
, cAH2O, (ρu)

A, cCO2
, cCN2

, cCH2O, (ρu)
C , δS(ρe)S ,∆ΦA,∆ΦC)

T (3.91)

Each function F i
n for each node can be concatenated to build the function for the

global system of equations Fn as Fn = [F 1
n(1) · · · FN

n (1)F 1
n(2) · · · FN

n (2) · · · F 1
n(10) · · · FN

n (10)]T .

Once the system has been de�ned and its equations written in a vector function

Fn, an equilibrium point can be found solving the system of nonlinear equations re-
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3.6 Steady-state values analysis

sulting of imposing that the left-hand side of equation (3.91) is zero. The result after

concatenating equations for all nodes i is equation (3.92):

0 = Fn(c
A
H2

, cAH2O, (ρu)
A, cCO2

, cCN2
, cCH2O, (ρu)

C , δS(ρe)S ,∆ΦA,∆ΦC) (3.92)

For di�erent sets of input variables equilibrium points will change. Some interesting

variables which are important are temperatures for the inner layers and the previously

de�ned polarisation curve relating voltage and current. For a node distribution of 5

nodes the relationship between TS , TA and TC (on central node 3) with voltage is the

one seen in Figure 3.16:
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Figure 3.16: Solid parts, anode and cathode central node temperature with respect to
voltage (5 nodes)

The same study can be done with 21 nodes and it is shown in Figure 3.17:
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Figure 3.17: Solid parts, anode and cathode central node temperature with respect to
voltage (21 nodes)

It can be seen that both curves for 5 and 21 nodes are almost the same. Finally,

polarisation curve for 5 nodes is depicted in Figure 3.18:
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Figure 3.18: Polarisation curve (5 nodes)

Each of these equilibrium points can be used to perform a linearisation of the system

around it so that a state-space representation can be carried on.

3.7 Linearised model

3.7.1 Linearisation procedure

As mention above, to linearise the studied system, an equilibrium point must be found

solving the system of equations for all nodes in the one-dimensional geometry. Once an

equilibrium point has been found, the linearised state-space can be calculated. State-

space matrices are a result of linearising the system's equations around the equilibrium
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3.7 Linearised model

point x∗, u∗ as seen in equations (6.15) and (3.94):

d∆x(t)

dt
= A∆x(t) +B∆u(t)

∆y(t) = C∆x(t) +D∆u(t)

∆x(t) = x(t)− x∗

∆u(t) = u(t)− u∗

∆y(t) = y(t)− y∗ (3.93)

A =


∂F 1

n
∂x1

n
. . . ∂F 1

n
∂xn

n
...

. . .
...

∂Fn
n

∂x1
n

. . . ∂Fn
n

∂xn
n


∣∣∣∣∣∣∣∣
x∗,u∗

, B =


∂F 1

n
∂u1

n
. . . ∂F 1

n
∂um

n
...

. . .
...

∂Fn
n

∂u1
n

. . . ∂Fn
n

∂um
n


∣∣∣∣∣∣∣∣
x∗,u∗

(3.94)

Matrix A corresponds to the previously calculated jacobian, but it can also be cal-

culated another way, which will allow us to compare and verify the presented method.

This is done by means of a Matlab command able to call a Simulink model and calcu-

lating its state-space model called [A,B,C,D] = linmod(′SimulinkModel′). For the

case studied, variables in the model have the following meaning:

� x(t) = [cAH2
, cAH2O

, (ρu)A, cCO2
, cCN2

, cCH2O
, (ρu)C , δS(ρe)S ,∆ΦA,∆ΦC ]

T is the vector

of state variables.

� u(t) = [U, Tcool]
T or u(t) = [I, Tcool]

T are the inputs.

� y(t) = I or y(t) = U is the output.

3.7.2 Stability, controllability and observability

Once the system has been linearised around an speci�c equilibrium point the resulting

linearised system needs to be analysed. To do so, the main characteristics typically

studied are:

� Stability : ability of a system to restore the original condition after it is disturbed.

� Controllability : ability to move a system, i.e. its state variables, around the region

in which it operates.
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3.7 Linearised model

� Observability : ability to know the system internal states from its external outputs,

i.e. sensors.

All three conditions need to be met in order to have a reliable linearised model that

can be controlled in the future. Firstly, stability in state-space systems like the one

from equation (6.15) is checked computing the real part Re(λi) of eigenvalues of the

matrix A ∈ IRn×n. Conditions are the following:

� Stable system: if all Re(λi) < 0, i = 1, . . . , n

� Marginably stable system: if some Re(λi) = 0 and the rest Re(λi) < 0, i = 1, . . . , n

� Unstable system: if one or more Re(λi) > 0, i = 1, . . . , n

Secondly, one of the main ways of checking a state-space system controllability is

analysing the so called controllability matrix Mcon, de�ned as follows:

Mcon = [B AB · · · An−1B], (3.95)

where A ∈ IRn×n and B ∈ IRn×m are state-space matrices from equation (6.15).

The system is said to be controllable if rank(Mcon) = n. Finally, observability is studied

analysing the following controllability matrix Mobs:

Mobs =


C
CA
...

CAn−1

 , (3.96)

where A ∈ IRn×n and C ∈ IRq×n are state-space matrices from equation (6.15).

The system is said to be observable if rank(Mcon) = n. If rank(Mcon) ̸= n it means

that the extra number of sensors needed is:

Nsensors = n− rank(Mcon) (3.97)

However, depending on the system, these extra Nsensors can be too expensive to

install or even impossible in some cases. Other alternatives like implementing observers

need to be explored in those cases.
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3.7.3 Linearised model around di�erent equilibrium points

Once all linearisation process has been de�ned a set of linearised models around di�erent

equilibrium points of the studied system is performed. More speci�cally, input u(t) =

[U, Tcool]
T is set to di�erent values establishing a mesh for variables U and Tcool and

its resulting linearised models studied. One of the possible analyses to be done is a

study of the maximum and minimum real part of their eigenvalues distribution for all

systems. These are shown in Figure 3.19 and 3.20.
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Figure 3.19: Minimum real part of eigenvalues corresponding to di�erent linearised
systems
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Figure 3.20: Maximum real part of eigenvalues corresponding to di�erent linearised
systems

Analysing �gure 3.20 it can be seen that all zones have all eigenvalues λi with

Re(λi) < 0, i.e. stable linearised models. This matches with the stable results obtained

for the nonlinear system around the same operation points of this zone.

3.7.3.1 Comparison between linearised and nonlinear models around its

equilibrium points

As explained in previous sections fuel cells' polarisation curve presents three di�erent

regions:

� Activation zone: corresponding to low current density iM where chemical reac-

tion's activation losses are the most important ones.
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� Ohmic zone: corresponding to intermediate values of current density iM where

electric ohmic losses, i.e resistive, are the most dominate.

� Concentration zone: corresponding to high current density iM where transport

concentration losses are predominate.

If three equilibrium points (one per each zone in the polarisation curve) are selected

the corresponding linearised models can be calculated. The behaviour of these linearised

models is compared to the one of the original nonlinear model. The equilibrium points

are selected through inputs U and Tcool:

� Concentration zone: U∗ = 0.3 V and T ∗
cool = 423.15 K

� Ohmic zone: U∗ = 0.5 V and T ∗
cool = 423.15 K

� Activation zone: U∗ = 0.7 V and T ∗
cool = 423.15 K

The block diagram to compare both systems where u is the input, x is the state

vector and y the output (and u∗, x∗ and y∗ its corresponding equilibrium points) is the

one shown below:

Figure 3.21: Block diagram to compute linear and nonlinear systems around an equi-
librium point

The value of yL−NL = yL − yNL for all three di�erent points are the ones in �gure

3.22:
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Figure 3.22: Output di�erences of linear and nonlinear systems around three equilibrium
points

Looking at all three cases depicted it can be seen that results of the linearised

systems and the original nonlinear system match. Therefore, linearised systems match

the nonlinear one around the corresponding equilibrium point as expected. From now

on, we can work with a family of equilibrium points instead of the nonlinear model,

which will be very useful, especially for control design.

3.7.3.2 Selection of the necessary equilibrium points

When selecting a set of equilibrium points corresponding to this system, this cannot be

done analytically. This procedure should, then be done following an iterative process

�xing variables such as fuel cell voltage or current (one or the other, leaving one free).

Di�erent simulations of the system of di�erential equations presented are calculated,

starting from reasonable initialisation points. These points have been obtained using
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initialisation points obtained with a �nite-elements simulation computed with program

Comsol®. This program is able to impose a fuel cell's geometry, electrochemical equa-

tions, �uid dynamics and thermal characteristics, similarly to what's done in [64], where

other �nite-elements programs are used. From these starting points, as close as possible

to real equilibrium points, the system of di�erential equations is simulated till variables

reach stability. These stable variables are then imposed in the system to ensure they

are real equilibrium points, that is, all equations are equal to zero when equilibrium

points are evaluated.

However, although all initialisation points are selected using results from the �nite-

elements Comsol®, some variables, specially temperature values (proportional to en-

ergy) in nodes where boundary conditions act, tend to diverge and stabilise around

values which change to abruptly. This lack of reliability, together with excessive com-

putational time related to the dimension of the space to be explored to �nd the equilibria

(10 times the number of nodes N), makes this kind of distributed models a bad alter-

native for control methods that are supposed to work online and update continuously,

as it will be explained in later chapters. Even though model reduction techniques have

been explored ([8, 32, 39, 59, 67, 85, 91, 93]) to reduce this system's complexity and

thus be able to implement distributed models in control systems, equilibrium points are

di�cult to search for multiple scenarios, and switching from one to the other (when do-

ing control) would be too cumbersome. Due to all these reasons, a simpler model (non

distributed) of the HT-PEMFC needs to be used and integrated with the rest of models

that build up the global CHP system studied. This global CHP model is presented with

equations for all elements in the following chapter.
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Chapter 4

Simulation model

All the world's a stage,

And all the men and women merely players

From As You Like It, by William Shakespeare

After knowing about the physical processes going on in HT-PEMFC and its pos-

sibilities, the global CHP system must be modelled integrating all its parts. In this

chapter, the global system components are detailed and its submodels arranged.

4.1 System's architecture and components

4.1.1 System description

In order to tackle the problem a model of the global system is needed. According

to several authors ([3, 30, 48, 90]), components of the CHP system such as a heat

exchanger, a battery and water tanks are needed for most applications of this kind.

Therefore, this CHP system model should include elements in Figure 4.1. Their roles

in the system are [90]

� HT-PEMFC : able to generate heat and electrical energy.

� PEM electrolyser : able to generate generate split water into hydrogen and oxygen

when connected to a voltage source.
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4.1 System's architecture and components

� Photovoltaic cell : able to generate generate electrical power (direct current) from

sun's irradiance.

� DC/DC converter : establishes the desired level of voltage.

� DC/AC converter : transforms direct current to alternating current and establishes

the desired level of voltage.

� Hydrogen tank : stores pressurised hydrogen gas generated by the electrolyser.

� Battery : stores electrical energy to be supplied depending on the demand.

� Storage tank : stores water to generate heat for space heating.

� Hot water tank : stores and supplies hot water to be used by humans.

Figure 4.1: CHP system and its elements

4.1.2 System model

This system can be modelled di�erently depending on the simplicity of the model needed

and certain computations can only be carried on when the model is simple enough.

Among these model alternatives, whether a system is linear or nonlinear is one of the

ways to classify them. It is clear that linearising a model which is nonlinear by nature

makes the model more simple and less reliable, but can be more useful for control

applications, among others. Considering all this, the Matlab/Simulink model designed

is the one from Figure 4.2, whose elements will be detailed in the following sections.

74



4.1 System's architecture and components

Figure 4.2: Matlab/Simulink model of the whole system

4.1.2.1 HT-PEMFC

Starting with the energy generator, the fuel cell, �gure 3.4 shows the con�guration of

the PEMFC. It is important to note that the input to the fuel cell will be the intensity,

decided via the controller. In Figure 4.3 the intensity is modelled as a ramp. As

explained before, this is due to the fact that big changes in intensity highly deteriorate

of the cell.

Figure 4.3: Fuel cell Matlab/Simulink model block

75



4.1 System's architecture and components

Then, on the right, a converter has been placed, connecting the cell with the external

grid. Lastly, a block has been designed to input the amount of hydrogen needed,

according to the desired intensity.

The model of the fuel cell has been done using the Fuel cell model of the Simscape

toolbox. Parameters of the fuel cell can be set, having a total of 6 prede�ned fuel cells

available (Figure 4.4. If the 'Model detail Level' is set to 'Simpli�ed', only the �rst 3

will be displayed, which correspond to the creation of the polarization curve of the fuel

cell. On the other hand, if it is set to 'Detailed', the rest of the options and the 'Signal

variation' window will appear, allowing the fuel cell parameters changing over time via

inputs to the model.

Figure 4.4: Fuel cell Matlab/Simulink model parameters

On the right side, the model of a converter has been created. Due to the fuel cell's
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voltage being a function of the intensity, a converter is needed before supplying the

produced energy to the grid. As the voltage of the fuel cell is lower than the grid, the

converter used will have to be a boost type. The Matlab/Simulink fuel cell model from

Figure 4.3 has the structure of Figure 4.5, equivalent to a simple polarisation curve as

the one mentioned in previous chapters and a delay Td to break the algebraic loop.

Figure 4.5: Matlab/Simulink fuel cell model equivalent diagram

The model corresponding to Figure 4.5 has the following expressions for variables

Eoc and i0:

Eoc = KcEn (4.1)

i0 =
zFk(PH2 + PO2)∆v

Rh
e−

∆G
RT , (4.2)

where Eoc is the fuel cell open circuit voltage in V, Kc is the voltage constant at

nominal condition of operation, En is the Nernst voltage in V, i0 is the exchange current

in A, z = 2 is the number moles of moving electrons, F = 96485 As/mol is Faraday's

constant, k = 1.38 ·10−23 J/K is Boltzmann's constant, R = 8.31 J/(mol K) is the ideal

gases constant, h = 6.626 · 10−34 Js is Planck's constant, PH2 is hydrogen's pressure in

Pa, PO2 is oxygen's pressure in Pa, ∆v is the activation barrier volume factor in m3, ∆G

is the size of the activarion barrier depending on the electrode and catalyst in J/mol

and T is the operation temperature in K. In the studied case of high-temperature fuel
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cells and an oxygen ratio below a certain limit, the expression for Nernst voltage En is

the one from equation (4.3):

En = 1.229 + (T − 298)
−44.43

zF
+

RT

zF
ln

(
PH2P

1/2
O2

PH2O

)
(4.3)

Partial pressures PH2 and PO2 can be calculated as follows:

PH2 = (1− UfH2)χH2Pfuel (4.4)

PO2 = (1− UfO2)χO2Pair (4.5)

PH2O = (χw + 2χO2UfO2)Pair, (4.6)

where χH2 is the hydrogen molar fraction in the fuel, χO2 is the oxygen molar

fractions in the oxidant, χw is the water vapour molar fraction in the oxidant, Pfuel is

the fuel pressure in atm and Pair is the cathode air pressure in atm. UfH2 and UfO2 are

hydrogen and oxygen conversion rates calculated in equations (4.7) and (4.8) as follows:

UfH2 =
nr
H2

nin
H2

=
60000RTNifc

zFPfuelVlpm(fuel)χH2

(4.7)

UfO2 =
nr
O2

nin
O2

=
60000RTNifc

2zFPairVlpm(air)χO2

, (4.8)

where Vlpm(fuel) is the fuel �ow rate in l/min, Vlpm(air) is the air �ow rate in l/min,

N is the number of cells and 60000 is the conversion constant from l/min to m3/s.

Substituting equations (4.7) and (4.8) in equations (4.4) to (4.6) the expressions of

pressures PH2 , PO2 and PH2O as functions of fuel cell's current ifc:

PH2 =

(
1−

60000RTNifc
zFPfuelVlpm(fuel)χH2

)
χH2Pfuel (4.9)

PO2 =

(
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair (4.10)

PH2O =

(
χw + 2χO2

60000RTNifc
2zFPairVlpm(air)χO2

)
Pair (4.11)

These expressions from equations (4.9) to (4.11) can be substituted in equation (4.3)
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to obtain the following expression for En:

En = 1.229 + (T − 298)
−44.43

zF
+

+
RT

zF
ln

(
Numfuel(ifc)Numair(ifc)(

χw + 2χO2

60000RTNifc
2zFPairVlpm(air)χO2

)
Pair

)

Numfuel(ifc) =
(
1−

60000RTNifc
zFPfuelVlpm(fuel)χH2

)
χH2Pfuel

Numair(ifc) =

((
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair

)1/2

(4.12)

Finally, the expression of Eoc as a function of ifc is obtained replacing equation

(4.12) in equation (4.1):

Eoc = Kc

[
1.229 + (T − 298)

−44.43

zF
+

+
RT

zF
ln

(
Numfuel(ifc)Numair(ifc)(

χw + 2χO2

60000RTNifc
2zFPairVlpm(air)χO2

)
Pair

)]

Numfuel(ifc) =
(
1−

60000RTNifc
zFPfuelVlpm(fuel)χH2

)
χH2Pfuel

Numair(ifc) =

((
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair

)1/2

(4.13)

Regarding the transfer function added in Figure 4.5, with a de�ned time of Td, in

the Laplace domain, it is transformed to the time domain in the shape of a state-space

representation, naming the output of this block as Epre:

Ėpre = − 3

Td
Epre +

3

Td
NA ln

( ifc
i0

)
(4.14)

The electrical circuit from Figure 4.5 is used to obtain the following relationship

between variables:

Ufc = E −Riifc, (4.15)

where Ufc is the fuel cell voltage in V and Ri is the fuel cell's internal resistance in

Ω. Variables E, Epre and Eoc aforementioned are related the following way:

E = Eoc − Epre (4.16)
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Consequently, equation (4.17) arises:

Ufc = −Epre + Eoc −Riifc (4.17)

Finally, the state-space representation of the fuel cell is de�ned. Its variables are

classi�ed the following way:

� Epre is the state variable.

� ifc is the input variable.

� Ufc is the output variable.

Replacing the value of i0 with the expression of equation (4.2) as well as the values

of pressures de�ned in equations (4.9) to (4.11) the following expression corresponding

to the HT-PEMFC state equation is obtained in equation (4.18). Finally, variable Eoc

is replaced by the expression obtained in equation (4.13) to form the �nal state-space

output equation corresponding to equation (4.19).

Ėpre = − 3

Td
Epre +

3

Td
NA ln

[
Rhifc

Den(ifc)

]

Den(ifc) = zFk
((

1−
60000RTNifc

zFPfuelVlpm(fuel)χH2

)
χH2Pfuel+

+
(
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair

)
∆ve−

∆G
RT (4.18)

Ufc = −Epre +Kc

[
1.229 + (T − 298)

−44.43

zF
+

+
RT

zF
ln

(
Numfuel(ifc)Numair(ifc)(

χw + 2χO2

60000RTNifc
2zFPairVlpm(air)χO2

)
Pair

)]
−Riifc

Numfuel(ifc) =
(
1−

60000RTNifc
zFPfuelVlpm(fuel)χH2

)
χH2Pfuel

Numair(ifc) =

((
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair

)1/2

(4.19)

Regarding the converter, it is physically supposed to provide a constant output

voltage by means of fast-switching. While modelling this behaviour is quite simple,

simulations tend to take much longer due to such nature. For this reason, in the end,
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such a converter can be simpli�ed to an energy balance (equation (4.20)), such that the

power introduced is the same as the extracted, except for a small fraction, because of

internal losses:

UoutIout = µconvUinIin (4.20)

For this thesis, the output voltage is the grid's one, which is a constant value.

Additionally, the input variables such as the intensity given by the controller and the

voltage �xed by the intensity are known. This allows the current output intensity

calculation. The created converter model can be seen in Figure 4.6.

Figure 4.6: Matlab/Simulink converter model

Lastly, the controller will set the cell's intensity to a given value, but this has to be

converted to hydrogen �ow. Using equation (4.21) calculates the hydrogen needed in

mol/s, but the Matlab/Simulink model's input is the amount of fuel in l/min.

ṅH2 =
6000NcIRT

2FnH2,compnH2,usedPfuel
, (4.21)

where T is the fuel cell's temperature in K, Pfuel the pressure of the hydrogen in

Pa, R = 8.314 J/(mol K) the ideal gas constant, nH2,comp is the number of hydrogen

moles in the fuel's composition, nH2,used is the number of hydrogen moles used for the

reaction and Nc is the number of fuel cells.
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4.1.2.2 PEM Electrolyser

A simple Matlab/Simulink model using Simscape electrical Toolbox to build electrical

circuits is completed with a certain feedback dynamics. The model is the following one:

Figure 4.7: PEM electrolyser Matlab/Simulink model

The equivalent equations to this model are the following ones:

UEl,pre = NeAe ln
( IEl

IEl,0

)
(4.22)

ṅA
H2

=
IEl

2F
, (4.23)

where IEl is the electrolyser's current in A, IEl,0 is the electrolyser's open-circuit

current in A, Ne is the number of layers in the electrolyser, Ae is the electrolyser's

active area in m2. As seen in Figure 4.7, arti�cial dynamics for simulation purposes

(including time constant τ) is substituted by a time delay). Resulting voltage UEl,pre

can be substracted to the open circuit voltage Eoc to get the value of UEl (equation

(4.24)). The other output equation is obtained from equation (4.23) and summarised

as an state equation in equation (4.25):

UEl = Eoc −NeAe ln
( IEl

IEl,0

)
(4.24)

ṅA
H2

(t) =
1

2F
IEl(t) (4.25)

4.1.2.3 Photovoltaic cell

The Matlab/Simulink model for 'PV Array' has been used. This block has two inputs:
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� Solar irradiance [W/m2]

� PV cell temperature [�]

The equivalent electrical circuit of the PV cell is the one shown in Figure 4.8 and

its associated equation (4.26):

Figure 4.8: Matlab/Simulink PV cell equivalent circuit

U = Rsh(IL − Id − I)−RsI, (4.26)

where UPV is the solar panel's voltage in V , Rshis the solar panel's shunt resistance

in Ω, Rs is the solar panel's resistance in Ω, IL is the solar panel's internal current in

A, Id is the solar panel's internal diode's current in A and I is the solar panel's output

current in A.

4.1.2.4 Hydrogen storage tank

The hydrogen storage tank is simpli�ed to an integration of the input hydrogen molar

�ow ṅA
H2

to produce the amount of hydrogen moles stored nA
H2
. The equation is the

following one:

nA
H2

=

∫
ṅA
H2

dt (4.27)
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4.1.2.5 Electrical battery

The Matlab/Simulink model for the electrical battery is the one in the Simscape toolbox

and it can be seen in Figure 4.9. This model has 4 parameters: nominal voltage, rated

capacity, initial state of charge and response time. Battery discharge, temperature and

ageing e�ects can also be modelled. Its structure has the one seen in diagram from

Figure 4.10.

Figure 4.9: Matlab/Simulink battery model
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Figure 4.10: Matlab/Simulink battery model block diagram

Apart from this, a converter for the battery is needed to connect it to the grid to

boost the voltage to the reference one. Contrarily to the cell, batteries can be charged

and discharged, implying that the converter must be bidirectional. This converter

(Figure 4.11) is modelled as a change in the e�ciency of the converter, which depends

on the sign of the battery's intensity. Therefore, this is set to a lower value to the one

for positive battery currents and for the opposite case, the inverse of the e�ciency was

used, as the input intensity turns out the be the one of the grid.
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4.1 System's architecture and components

Figure 4.11: Matlab/Simulink battery converter model

Looking at equations from Figure 4.11, the state-space representation for the lithium-

ion battery model can be found. First of all, variables Qmax = Q, Q = it, Ubatt = Vbatt,

Ibatt = i and I∗batt = i∗ are renamed and functions Edischarge = f1(Q, I∗batt) and

Echarge = f2(Q, I∗batt) corresponding to the value of Ebatt for the discharging (I∗batt > 0)

and charging (I∗batt < 0) can be de�ned as follows:

Edischarge = f1(Q, I∗batt) = E0 −K
Qmax

Qmax −Q
I∗batt −K

Qmax

Qmax −Q
Q+Ae−BQ (4.28)

Echarge = f2(Q, I∗batt) = E0 −K
Qmax

Q+ 0.1Qmax
I∗batt −K

Qmax

Qmax −Q
Q+Ae−BQ,

(4.29)

where E0 is the open circuit voltage in V, K is the polarisation constant in V/Ah,

Qmax is the maximum battery capacity in Ah, Q is the extracted capacity in Ah, I∗batt
is the low frequency current dynamics in A, Ibatt is the battery current in A, A is the

exponential voltage in A and B is the exponential capacity in A/h. Additionally, Ubatt

is the battery voltage in V, Ebatt is the nonlinear internal voltage of the battery in V

and Ri is the battery internal resistance in Ω. To de�ne the state-space of the battery

model the following variables are considered:

� Q and I∗batt are state variables.

� Ibatt is the input variable.
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� Ubatt is the output variable.

The �rst state-space equation is derived from equation (4.30) as follows:

Q̇ = Ibatt (4.30)

The second state-space equation is derived from de�ning a �rst order low-pass �lter

with a time constant τ in the Laplace domain (equation (4.31)) and transforming it to

the time domain as seen in equation (4.32):

G1of (s) =
1

τs+ 1
(4.31)

İ∗batt = −1

τ
I∗batt +

1

τ
Ibatt (4.32)

Ibatt variable in equations (4.30) and (4.32) is calculated with the system's output

equation:

Ibatt = − 1

Ri
Ebatt +

1

Ri
Ubatt (4.33)

Finally, the nonlinear state-space representation of the discharging model is formed

by state equations (4.30) and (4.32). The result is the following one:[
Q̇

İ∗batt

]
=

[
0 0
0 − 1

τ

] [
Q
I∗batt

]
+

[
1
1
τ

]
Ibatt (4.34)

Ubatt =
(
E0 −K

Qmax

Qmax −Q
I∗batt −K

Qmax

Qmax −Q
Q+Ae−BQ

)
+RiIbatt (4.35)

SOC = 1− 1

Qmax
Q, (4.36)

where SOC is the state of charge of the battery, equal to 0 when it is fully discharged

and 1 when it is fully charged. For the case of the charging model, equations (4.34) and

(4.36) are the same but equation (4.35) is replaced by the following equation (4.37):

Ubatt = E0 −K
Qmax

Q+ 0.1Qmax
I∗batt −K

Qmax

Qmax −Q
Q+Ae−BQ +RiIbatt (4.37)

Additionally, a PI control is designed to control the grid voltage. The scheme on

Figure 4.13 compares this voltage and the reference one to act on battery's current to

maintain it at that value. Additionally, a saturation block has been placed to avoid

large currents going through the battery. Calculation of the PI parameters is done later
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in this thesis and a delay has been added to the system to avoid a loop that prevented

the simulation from starting.

Figure 4.12: Matlab/Simulink battery model parameters

Figure 4.13: Matlab/Simulink PI controller model
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4.1.2.6 Heat exchanger and water tank

Regarding the thermal part of the system, a water tank is used as a simple way to

use the heat produced by the fuel cell and keep hot water for later uses. The heat

exchanger consists on an oil tank surrounding the fuel cell and it can be modelled as a

simple thermal model before the water tank. This is the following one. Both water and

oil tank masses are considered constant as they are �lled at the same rate they have

mass losses. This can be seen in Figure 4.14.

Figure 4.14: Thermal energy calculation and water tank, i.e. accumulator

The oil accumulator system included in Figure 4.14 follows equation (4.38) in the

Laplace domain:

sT oil
acc =

1

moil
tankc

oil
p

Pt,fcµexch −
Kexch

moil
tankc

oil
p

(T oil
acc − TH2O

acc ), (4.38)

where Pt,fc is the fuel cell thermal power in W, T oil
acc is the oil accumulator tem-

perature in K, TH2O
acc is the water accumulator temperature in K, Kexch is the oil-tank

exchange losses constant in W/K, moil
tank is the tank mass in kg, coilp is oil's speci�c heat

in J/(kg K) and µexch is the exchanger e�ciency. As seen in Figure 4.14, Pt,fc is linked

to the cell current according to the following equation:

Pt,fc = (NcEn − U)I, (4.39)

where U is the grid voltage in V. Transforming equation (4.38) to time domain and

organising it as a state-space representation as seen in equation (4.40):

Ṫ oil
acc = − Kexch

moil
tankc

oil
p

[
1 −1

] [ T oil
acc

TH2O
acc

]
+

µexch

moil
tankc

oil
p

Pt,fc (4.40)
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Similarly, the other accumulator, the water accumulator system, follows the thermal

balance seen in equation (4.42):

sTH2O
acc = − Kenv

mH2O
tankc

H2O
p

(TH2O
acc − Tenv) +

Kexch

moil
tankc

oil
p

(T oil
acc − TH2O

acc )− QHW

mH2O
tankc

H2O
p

, (4.41)

where QHW is the power corresponding to hot water extracted from the accumulator

in W, cH2O
p is water's speci�c heat in J/(kg K), Kenv is the environment losses constant

in W/K and Tenv is the environment temperature in K. This can be transformed to the

state-space representation (time domain) as follows:

ṪH2O
acc =

[
Kexch

moil
tankc

oil
p

−Kenv

m
H2O
tankc

H2O
p

− Kexch

moil
tankc

oil
p

] [ T oil
acc

TH2O
acc

]
− QHW

mH2O
tankc

H2O
p

+
KenvTenv

mH2O
tankc

H2O
p

(4.42)

4.2 Consumption analysis

The whole CHP system is designed to manage thermal and electrical demands of a

particular house studied. For this reason, a simple thermal model for the house, data

corresponding to climate conditions around it and consumption data assigned to it need

to be de�ned.

4.2.1 Thermal model of the house

The e�ect of heat exchange between the environment, the house space to be heated and

the heat coming from the CHP system de�ned previously needs to be modelled. When

doing so, a simple model based on thermal resistances is detailed. In the case of the

house, the heat exchange between the house (temperature Thouse) and the environment

(temperature Tout) is de�ned according to the following equations:

dQloss

dt
=

Thouse − Tout

Rhouse
eq

(4.43)

dThouse

dt
=

1

Maircairp

(dQheater

dt
− dQloss

dt

)
(4.44)

Parameters in equations (4.43) and (4.44) are the following:

� Mair is the mass of air inside the house in kg.

� Rhouse
eq is the equivalent thermal resistance of the house in K/W.
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� cairp is the air's heat capacity at constant pressure in J/(kg K).

� Qloss is the thermal energy exchange between the house and the environment in

J.

� Qheater is heater's thermal energy in J.

Similarly, the CHP heating system (temperature Theater) has the following thermal

relationship with the house inner space:

dQheater

dt
= (Theater − Thouse)Ṁcairp , (4.45)

where Ṁ is the air mass �ow rate through the heater. If expressions in equations

(4.43) and (4.45) are substituted in equation (4.44), the following expression is obtained:

dThouse

dt
=

1

Maircairp

(
(Theater − Thouse)Ṁcairp − Thouse − Tout

Rhouse
eq

)
=

−1

Mair

(
Ṁ +

1

cairp Req

)
Thouse +

Ṁ

Mair
Theater +

1

Maircairp Req
Tout (4.46)

Equation (4.46) has two inputs (Theater and Tout) and Thouse as output. Changing

time dominion equation to the Laplace dominion, the following expression is obtained:

sThouse(s) =
−1

Mair

(
Ṁ +

1

cairp Req

)
Thouse(s) +

Ṁ

Mair
Theater(s) +

1

Maircairp Req
Tout(s)(

s+
1

Mair

(
Ṁ +

1

cairp Req

))
Thouse(s) =

Ṁ

Mair
Theater(s) +

1

Maircairp Req
Tout(s)

Thouse(s) =
Ṁ

Mair

s+ 1
Mair

(Ṁ + 1
cairp Req

)
Theater(s) +

1
Maircairp Req

s+ 1
Mair

(Ṁ + 1
cairp Req

)
Tout(s) (4.47)

Evaluating to 0 each of the inputs Theater(s) and Tout(s) on equation (4.47), two

transfer functions GHH(s) and GOH(s) are obtained as follows:

GHH(s) =
Thouse(s)

Theater(s)
=

Ṁ
Mair

s+ 1
Mair

(Ṁ + 1
cairp Req

)
=

Ṁ
Ṁ+ 1

cairp Req

Mair

Ṁ+ 1

cairp Req

s+ 1
(4.48)

GOH(s) =
Thouse(s)

Tout(s)
=

1
Maircairp Req

s+ 1
Mair

(Ṁ + 1
cairp Req

)
=

1
1+Ṁcairp Req

Mair

Ṁ+ 1

cairp Req

s+ 1
(4.49)
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Knowing that a typical �rst order system has the structure G(s) = K
τs+1 , it can be

seen that both transfer functions GHH(s) and GOH(s) have the same time constant

τ = Mair

Ṁ+ 1

cairp Req

. This time constant τ can be proved to be the inverse of the coe�cient

of equation (4.46) with a negative sign, as stated by theory. This parameter can be

used to obtain an approximation of the house's equivalent thermal resistance Req, once

Mair, Ṁ and cairp are de�ned.

4.2.2 House localisation and climate data

The house selected is located in a town with quite cold weather conditions but not too

extreme. Its location is the following one:

� Town: El Pont de Suert (Alta Ribagorça, Catalonia, Spain) (see map in Figure

4.15

� Height : 823 m

� Population: 2216 (year 2018), according to the Instituto Nacional de Estadística

(the Spanish statistics institute)
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Figure 4.15: Location of the house, map provided by Institut Cartogrà�c i Geològic de
Catalunya (the Catalan government's cartographic and geological institute

To obtain data about the weather conditions around the house, historical data of

the Servei Meteorològic de Catalunya (Catalonia's government climate agency) has been

searched. A typical winter day (15/01/2020) and spring day (15/04/2020) have been

selected for the study, whose measured temperatures can be seen in Figures 4.16 and

4.17. For the current study, temperature values and solar irradiance are needed. These

values are provided by the local weather station every 30 minutes. In the following table

(Table 4.1), values for the 15/01/2020 are listed:
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Figure 4.16: Maximum, minimum and average temperatures on day 15/01/2020 mea-
sured every 30 minutes (1 iteration every 30 minutes)

Figure 4.17: Maximum, minimum and average temperatures on day 15/04/2020 mea-
sured every 30 minutes (1 iteration every 30 minutes)
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Table 4.1: Weather conditions on day 15/01/2020

Period

[Start - End]

Maximum
temperature
[�]

Average
temperature
[�]

Minimum
temperature
[�]

Solar
irradiance
[W/m2]

00:00 - 00:30 -5.7 -5.4 -5.9 0
00:30 - 01:00 -5.7 -5.5 -6.0 0
01:00 - 01:30 -5.7 -5.5 -5.8 0
01:30 - 02:00 -5.7 -5.3 -5.9 0
02:00 - 02:30 -5.8 -5.4 -6.3 0
02:30 - 03:00 -6.2 -6.0 -6.5 0
03:00 - 03:30 -6.6 -6.3 -6.8 0
03:30 - 04:00 -6.8 -6.5 -7.1 0
04:00 - 04:30 -6.9 -6.7 -7.1 0
04:30 - 05:00 -7.1 -6.9 -7.3 0
05:00 - 05:30 -7.3 -7.1 -7.4 0
05:30 - 06:00 -7.3 -7.2 -7.5 0
06:00 - 06:30 -7.5 -7.2 -7.7 0
06:30 - 07:00 -7.3 -7.2 -7.4 0
07:00 - 07:30 -7.1 -6.7 -7.4 2
07:30 - 08:00 -6.5 -6.3 -6.6 9
08:00 - 08:30 -6.4 -6.3 -6.4 22
08:30 - 09:00 -6.3 -6.2 -6.4 30
09:00 - 09:30 -5.4 -4.3 -6.3 187
09:30 - 10:00 -2.9 -2.0 -4.3 345
10:00 - 10:30 -1.0 0.3 -1.9 333
10:30 - 11:00 0.9 2.0 0.2 414
11:00 - 11:30 2.7 4.1 1.6 473
11:30 - 12:00 4.6 5.9 3.5 433
12:00 - 12:30 7.1 7.5 6.2 449
12:30 - 13:00 8.1 9.3 7.1 424
13:00 - 13:30 10.3 11.3 9.5 427
13:30 - 14:00 11.4 11.7 11.0 393
14:00 - 14:30 12.0 12.3 11.6 343
14:30 - 15:00 11.9 12.3 11.5 278
15:00 - 15:30 10.4 11.4 9.2 99
15:30 - 16:00 9.2 9.4 9.0 24
16:00 - 16:30 8.7 9.2 6.8 14
16:30 - 17:00 4.4 6.6 2.7 2
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Period

[Start - End]

Maximum
temperature
[�]

Average
temperature
[�]

Minimum
temperature
[�]

Solar
irradiance
[W/m2]

17:00 - 17:30 2.1 2.6 1.4 0
17:30 - 18:00 1.6 2.0 1.1 0
18:00 - 18:30 0.4 1.1 -0.2 0
18:30 - 19:00 -0.4 -0.2 -0.7 0
19:00 - 19:30 -1.0 -0.5 -1.3 0
19:30 - 20:00 -1.3 -1.0 -1.6 0
20:00 - 20:30 -1.5 -1.3 -1.7 0
20:30 - 21:00 -1.7 -1.4 -2.0 0
21:00 - 21:30 -1.9 -1.7 -2.4 0
21:30 - 22:00 -2.6 -2.4 -2.9 0
22:00 - 22:30 -2.7 -2.5 -2.8 0
22:30 - 23:00 -2.9 -2.7 -3.2 0
23:00 - 23:30 -3.3 -3.0 -3.5 0
23:30 - 00:00 -3.4 -3.2 -3.7 0

The same is done for data corresponding to the 15/04/2020 as follows (Table 4.2):

Table 4.2: Weather conditions on day 15/01/2020

Period

[Start - End]

Maximum
temperature
[�]

Average
temperature
[�]

Minimum
temperature
[�]

Solar
irradiance
[W/m2]

00:00 - 00:30 8.9 9.5 8.7 0
00:30 - 01:00 8.5 8.7 8.2 0
01:00 - 01:30 7.4 8.2 6.8 0
01:30 - 02:00 6.6 6.9 6.3 0
02:00 - 02:30 5.9 6.2 5.6 0
02:30 - 03:00 5.4 5.7 5.1 0
03:00 - 03:30 4.8 5.1 4.6 0
03:30 - 04:00 4.5 4.7 4.2 0
04:00 - 04:30 4.0 4.4 3.8 0
04:30 - 05:00 3.8 3.9 3.6 0
05:00 - 05:30 3.6 3.8 3.4 2
05:30 - 06:00 3.4 3.5 3.3 15
06:00 - 06:30 3.6 3.8 3.5 35
06:30 - 07:00 4.1 4.5 3.8 46
07:00 - 07:30 5.9 7.4 4.5 236
07:30 - 08:00 9.1 11.6 7.5 422
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Period

[Start - End]

Maximum
temperature
[�]

Average
temperature
[�]

Minimum
temperature
[�]

Solar
irradiance
[W/m2]

08:00 - 08:30 12.2 12.8 11.6 452
08:30 - 09:00 12.6 14.7 11.7 465
09:00 - 09:30 14.7 15.2 14.2 439
09:30 - 10:00 15.4 16.2 15.1 349
10:00 - 10:30 15.7 16.1 15.3 289
10:30 - 11:00 16.3 16.6 16.0 361
11:00 - 11:30 16.5 17.0 16.2 448
11:30 - 12:00 17.4 17.9 17.0 834
12:00 - 12:30 17.3 18.3 16.5 684
12:30 - 13:00 16.2 16.6 15.7 300
13:00 - 13:30 15.9 16.4 15.6 327
13:30 - 14:00 17.0 17.8 16.6 691
14:00 - 14:30 17.9 18.5 17.3 759
14:30 - 15:00 18.2 18.7 17.3 690
15:00 - 15:30 16.8 17.2 16.3 177
15:30 - 16:00 16.2 16.5 15.8 133
16:00 - 16:30 15.6 15.7 15.4 56
16:30 - 17:00 15.2 15.3 15.0 22
17:00 - 17:30 14.9 15.0 14.7 20
17:30 - 18:00 14.4 14.7 14.1 6
18:00 - 18:30 13.9 14.1 13.7 6
18:30 - 19:00 13.5 13.7 13.2 0
19:00 - 19:30 12.9 13.3 11.6 0
19:30 - 20:00 10.9 11.6 10.7 0
20:00 - 20:30 10.5 10.7 10.2 0
20:30 - 21:00 10.1 10.2 10.1 0
21:00 - 21:30 10.0 10.1 10.0 0
21:30 - 22:00 10.0 10.1 9.9 0
22:00 - 22:30 10.0 10.0 9.9 0
22:30 - 23:00 10.0 10.1 10.0 0
23:00 - 23:30 10.0 10.1 10.0 0
23:30 - 00:00 10.0 10.0 9.9 0

Based on this data, temperature pro�les every 15 minutes are obtained interpolating

temperatures. The same is done for solar irradiance.
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4.2 Consumption analysis

4.2.3 Thermal and electrical demands

Thermal and electrical demands are de�ned according to the month studied, based on

estimated electrical and thermal needs by a family. For a typical day of January, these

can be in Figures 4.18 and 4.19. Iteration 1 corresponds to midnight, and a whole day

separated on 97 iterations is depicted (15 minutes between each one):
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Figure 4.18: Electrical demand on a typical day of January
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Figure 4.19: Thermal demand on a typical day of January

Similarly, for a typical day of April, demands are seen in Figures 4.20 and 4.21:
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Figure 4.20: Electrical demand on a typical day of April
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Figure 4.21: Thermal demand on a typical day of April

These demands will be used in following chapters to test control algorithms proposed

along a typical day of January and April. Demand variations along the day will also be

imposed, to see if the system is able to follow the real demand even when this is not

fully known when the day starts. However, some assumptions regarding consumption

tendencies for January and April will be assumed, as real demands for certain months

follow certain trends from one year to the other.

4.2.4 Elements dimensioning

Once the system has been de�ned, it must �t the application. Considering the amount

of power demanded to ful�ll electrical and heat requirements, the appropriate size of

the system elements must be chosen. The study carried on by [48] deals with a 5

kWe HT-PEMFC stack (72 cells) for a CHP residential application, and it can work

as a starting point to start our process of design. The same goes for the electrical

battery, water accumulator and solar panel and electrolyser, as after the �rst results

its values need to be adjusted so that they have dimensions big enough to ful�l system

operation but small enough to reduce economical cost, as overdimensioned devices imply

excessive costs. Control strategies play a crucial role when these dimensions follow this
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4.2 Consumption analysis

trade-o� between economical cost and energy e�ciency. Initial dimensions for the �rst

simulations are the following ones:

� Battery capacity: 160 Ah

� Water accumulator mass: 200 kg

� Oil accumulator mass: 100 kg

The in�uence of changing these values will be explored in simulation to check its

in�uence and �nal value.
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Chapter 5

Control system structure

Alone am I driven each day before daybreak

To give my cares utterance.

From The Wanderer

Once the system has been modelled for simulation, a control approach to obtain the

results desired is needed. In this chapter, the global control problem and its mathemat-

ical formulation are presented.

5.1 Detailed models' description and integration

Once mathematical models for all parts of the system have been de�ned, they can be

integrated in a single state-space representation that can be later controlled. To do so,

the following hypotheses are assumed:

� Variable Epre and its equation (4.18) are not included, as it is the result of applying

a simple dynamic for simulation requirements. Suppressing this arti�cial dynamics

setting Ėpre = 0, equation (4.18) ends up being:

Epre = NA ln
( ifc
i0

)
(5.1)

� Variable IEl is obtained reformulating equation(4.24) the following way:

IEl = IEl,0 exp
(Eoc − UEl(t)

NeAe

)
(5.2)
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5.1 Detailed models' description and integration

� Variable I∗batt and its equation in the second term of equation (4.34) are not

included, is the result of applying a simple low-pass �lter for simulation require-

ments. As done above, İ∗batt = 0 is imposed on equation (4.32) giving the following

result:

I∗batt = Ibatt (5.3)

Additionally, a capacitor with capacity C is added to the system and has the following

state-space equations:

Q̇c = Ic (5.4)

Uc =
Qc

C
(5.5)

For the both cases of battery charging and discharging, an initial simpli�ed state

equation can be de�ned as seen in equation (5.6):
Q̇batt

Q̇c

Ṫ oil
acc

ṪH2O
acc

 =


0 0 0 0
0 0 0 0
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oil
p
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T oil
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+
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0 0 0
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p
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−1 0
0 0

0 Kenv

m
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H2O
p


[
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]
+

+


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−Ibatt + Ifc − IEl

0
0

 , (5.6)

where variables are classi�ed as follows:

� Qbatt, Qc, T oil
acc and TH2O

acc are state variables.

� Iload, Pt,fc and QHW are input variables.

� IPV and Tenv are disturbance variables.

The state-space equation (5.6) has the advantage of being linear but, as input vari-

ables Pt,fc and QHW are di�cult to impose in reality, new input variables must be
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5.1 Detailed models' description and integration

selected, at the cost of forcing nonlinearities to arise. Consequently, Pt,fc is replaced

using the expression of Ufc in equation (4.18). The resulting expression for Pt,fc is

calculated as follows:

Pt,fc = Ufcifc =

= −NA ln
( ifc
i0

)
ifc +Kc

[
1.229 + (T − 298)

−44.43

zF
+

+
RT

zF
ln

(
Numfuel(ifc)Numair(ifc)(

χw + 2χO2

60000RTNifc
2zFPairVlpm(air)χO2

)
Pair

)]
ifc −Rii

2
fc

Numfuel(ifc) =
(
1−

60000RTNifc
zFPfuelVlpm(fuel)χH2

)
χH2Pfuel

Numair(ifc) =

((
1−

60000RTNifc
2zFPairVlpm(air)χO2

)
χO2Pair

)1/2

(5.7)

Considering that fuel cell, solar panel, electrolyser, battery and capacitor are con-

nected in parallel, the following de�nition of the bus voltage can be de�ned, using

equation (5.5), as follows:

Ufc = UPV = Ubatt = UEl = Uc =
Qc

C
(5.8)

At the same time, ifc can be expressed in terms of the hydrogen molar �ow needed

for the fuel cell ṅH2 , measured in mol/s. The relation is the one mentioned in previous

chapters, like in equation (4.25). On the other hand, QHW can be calculated in practical

terms as a function of the amount of water consumed the following way:

QHW = ṁHW cH2O
p TH2O

acc , (5.9)

where ṁHW is the mass �ow extracted from the water accumulator for consumption

needs, measured in kg/s. If variables Pt,fc and QHW are replaced by expressions in

equations (5.7) and (5.9), voltages are replaced according to equation (5.8) and currents

Ifc, IEl, Ibatt (considering battery discharge) are replaced using equations (5.7), (5.2)
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5.1 Detailed models' description and integration

and (4.35) the �nal state-space equation is:
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, (5.10)

where Iload, ṅA
H2

and ṁHW are input variables at the cost of having the following

nonlinearities in the input matrix:

� State variables Qc and TH2O
acc inside the input matrix.

� An additional nonlinear vector term added at the end, function of state variables

Qbatt and Qc.

The same can be done in the case of battery charging using the expression of Ibatt

obtained from equation (4.37) instead. The state-space model, quite similar to the
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5.1 Detailed models' description and integration

previous one, is the following one:
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(5.11)

When trying to implement the simulation of this state-space system, which must

have results similar to the global Matlab/Simulink system detailed in the previous

chapter, a little variation is needed. For computational reasons and to preserve causality,

the state-space is rearranged assigning the fuel cell imput variables as seen in the simple

model from Figure 4.5. Consequently, Ufc is considered as a new input variable, U

as an state variable (connected by an internal resistance ri) and fuel cell current as
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Ifc =
Eoc−Ufc−U

rii0
. The state-space to be simulated is the following one:
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 , (5.12)

where Kc is the fuel cell converter gain and Ibatt follows the expression for battery

discharging or charging as done before.

5.2 Control architecture

The studied system is controlled at two levels, a local one and a global one. On a

local level, proportional-integral (PI) controllers are designed to ensure local stability,

as explained in Chapter 4. Once these di�erent system elements have been stabilised, a

global supervisory control strategy is de�ned. The structure is the one shown in Figure

5.1.
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5.2 Control architecture

Figure 5.1: Control structure of the CHP-HT-PEMFC system

5.2.1 Local controllers

As mention in Chapter 4, elements in the CHP system include PI controllers to ensure

stability at a local level. The global system control variables will be computed using an

online controller with the characteristics presented below.

5.2.2 Global controller

The system is controlled using a model predictive control (MPC) strategy, which is

designed according to the following steps:

1. Select control objectives for the case studied.

2. Formulate this control objectives as mathematical subfunctions to be included in

a global objective function.

3. Select weighting functions to prioritise some objective functions above others,

writing the objective function as a linear combination of weighting functions and

its corresponding objective subfunction.

4. De�ne an optimisation problem with this objective function and constraints.

5. Select variables to act as control variables.

6. Include the model equations as constraints for this optimisation problem.
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5.3 Control objectives

7. Limit variables with minimum and maximum values (hard constraints).

8. Include other limitations for some variables in the shape of soft constraints.

9. Select a control horizon and prediction horizon so that the optimisation problem

will solve the problem for the current iteration and some in the future, to anticipate

results.

10. Include disturbances and pay attention at their predictability and variation.

11. Implement the optimisation online to provide the system plant's inputs solving

the optimisation problem.

5.3 Control objectives

When designing the CHP system, the main target is being able to feed both the thermal

and the electrical demand in a e�cient manner. In order to apply an MPC controller, it

is necessary to transform this generic objective into a cost function and restrictions on

the system variables. As usual in the MPC [37, 61], in this work the cost function will be

constructed as the linear combination of di�erent cost functions, each of which will be

directly related to a speci�c concept. For this, a prediction horizon Ntotal, i.e. number

of iterations predicted, and uk,i i-components of the input vector (equation(6.14)) for a

certain iteration k are considered. All norms used represent 1-norm. This will lead to

what is known as a multi-objective optimization problem.

In the case of the system studied, and based on speci�cations of e�ciency, mitigation

degradation and environmental sustainability, control objectives to be considered in this

work are the following:

� Hydrogen consumed: Consumed hydrogen is proportional to the fuel cell current.

� Fuel cell current variation. Fast variation in the fuel cell current might produce

starvation in the fuel cell which is one of the main degradation sources [43].

� Minimising energy.

� Minimising electrical power transferred to thermal.
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5.3 Control objectives

� Minimising variation of electrical power transferred to thermal.

� Minimising electrical power supplied by the grid.

� Minimising variation of electrical power supplied by the grid.

� Minimising electrical power supplied to the grid.

� Minimising variation of electrical power supplied to the grid.

� Minimising thermal power extracted as waste.

� Minimising variation of thermal power extracted as waste.

These control objectives will be translated into subfunctions to be included in the

global objective function in the following chapter.
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Chapter 6

Energy management strategy

Shine here to us, and thou art everywhere;

This bed thy centre is, these walls thy sphere.

From The Sun Rising, by John Donne

The control system described in the previous chapter must be used in the energy

management problem tackled during this thesis. Consequently, in this chapter, the

optimisation problem is described, simulated and the �rst results of the global CHP

system shown and discussed.

6.1 Optimisation problem. Mathematical formulation

To match the values of heat and electrical power generated to the demand in the case

of a speci�c house a model predictive control problem is formulated. The system state-

space obtained from a thermal and electrical balance is used as a constraint for the

optimisation problem in its discretised form.

6.1.1 Control objectives

Control objectives have been summarised as subfunctions fi and are renamed as follows:

� Hydrogen consumed: Consumed hydrogen is proportional to the fuel cell current.
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6.1 Optimisation problem. Mathematical formulation

Consequently, the following cost function is proposed.

fH2 =

∑Ntotal
i=0 ∥uk+i,1∥
Ifc,max

(6.1)

� Fuel cell current variation: Fast variation in the fuel cell current might produce

starvation in the fuel cell which is one of the main degradation sources [43]. To

minimize this, the following cost function is suggested:

fH2,var =

∑Ntotal
i=0 ∥uk+i,1 − uk+i−1,1∥

Ifc,max
(6.2)

� Minimising energy:

fe =

Ntotal∑
i=0

∥ek+i∥ (6.3)

� Minimising electrical power transferred to thermal:

ftr =

∑Ntotal
i=0 ∥uk+i,2∥

Pmax
tra

(6.4)

� Minimising variation of electrical power transferred to thermal:

ftr,var =

∑Ntotal
i=0 ∥uk+i,2 − uk−1,2∥

Pmax
tra

(6.5)

� Minimising electrical power supplied by the grid:

fgridin =

∑Ntotal
i=0 ∥uk+i,4∥

Pmax
e,loss

(6.6)

� Minimising variation of electrical power supplied by the grid, using values from

two consecutive iterations (k − 1 and k):

fgridin,var =

∑Ntotal
i=0 ∥uk+i,4 − uk+i−1,4∥

Pmax
e,loss

(6.7)

� Minimising electrical power supplied to the grid:

fgridout =

∑Ntotal
i=0 ∥uk+i,3∥

Pmax
e,loss

(6.8)
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� Minimising variation of electrical power supplied to the grid, using values from

two consecutive iterations (k − 1 and k):

fgridout,var =

∑Ntotal
i=0 ∥uk+i,3 − uk+i−1,3∥

Pmax
e,loss

(6.9)

� Minimising thermal power extracted as waste:

fthout =

∑Ntotal
i=0 ∥uk+i,5∥

Pmax
t,loss

(6.10)

� Minimising variation of thermal power extracted as waste, using values from two

consecutive iterations (k − 1 and k):

fthout,var =

∑Ntotal
i=0 ∥uk+i,5 − uk+i−1,5∥

Pmax
t,loss

(6.11)

6.1.2 Objective function

The objective function is calculated adding up all control objectives presented in the

previous section fi, each of them with its weight function wi, to prioritise some objectives

above others. As previously discussed the cost function is de�ned as

J(xk,uk) =

11∑
i=1

wi · fi(xk,uk)

min
uk

J(xk,uk) (6.12)

6.2 Control model

Although it is possible to propose an MPC controller for a nonlinear and complex model

like the one proposed in equation (5.12), in order to obtain an easily implementable

controller, a linear model will be created that keeps the main characteristics of the

initial model. This model will be directly formulated as a discrete-time state-space

model.

The state vector is de�ned as

x =

[
Ebat

elec

Eacc
therm

]
(6.13)

formed by the following 2 states:
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� Stored electrical energy in the battery Ebat
elec.

� Stored thermal energy in the water accumulator Eacc
therm.

Additionally, the system has a total of 5 inputs in input vector u and 2 variables in

disturbance vector d:

u =


Ifc
Wtra

Wgridin

Wgridout

Waccumout

 , d =

[
Wdelec

Wdtherm

]
(6.14)

These variables stand for:

� Fuel cell current Ifc.

� Electrical to thermal energy transfer variable if necessary for demand purposes

Wtra.

� 3 security elements to connect to grid and the accumulator if necessary for demand

purposes Wgridin , Wgridout and Waccumout .

� Electrical and thermal demands Wdelec and Wdtherm are considered as perturba-

tions.

This model can be written as:

xk+1 = Axk +Buk +Gdd

yk = Cxk, (6.15)

where

A =

[
1 0

0 1− KenvTs
maccCH2O

]
,

B = Ts



ηconvV
nom
fc ηexch(V

nom
q − V nom

fc )

−1 ηtra
1 0
−1 0
0 −1
−1 0
0 −1



T

,

C = I2x2, Gd = −TsI2x2. (6.16)
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Parameters included in the model can be de�ned as:

� Kenv is the environment losses constant.

� Ts is the sampling time of the model predictive control.

� macc is the mass of water in the accumulator.

� CH2O is water's speci�c heat.

� ηconv is the converter e�ciency.

� ηexch is the heat exchanger e�ciency.

� ηtra is the transfer resistance.

� V nom
fc is the electrical voltage due to linearisation.

� V nom
q is the thermal voltage due to linearisation.

6.3 MPC constraints

Once the structure of the objective function and control model have been de�ned, MPC

contraints need to be presented. This model's variables are constrained with upper and

lower bounds, using soft constraints, which should be avoided when possible, and hard

constraints, which cannot be violated. Demands are considered as perturbation dk and

included as inputs.

Current constraints are:

Ifc,min ≤ uk,1 ≤ Ifc,max

−dIfc,max ≤ uk,1 − uk−1,1 ≤ dIfc,max (6.17)

Energy constraints are:

xk+1 ≥ Ee,llim − (Ee,llim − Ee,min)ek

xk+1 ≤ Ee,hlim + (Ee,max − Ee,llim)ek

Et,min ≤ xk+1,2 ≤ Et,max

0 ≤ ek ≤ 1 (6.18)
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6.3 MPC constraints

Transfer resistance constraints are:

Ptra,min ≤ uk,2 ≤ Ptra,max (6.19)

Battery constraints are:

yk ≤ (Battll − xk+1,1)Ee,max + 1

uk,3 ≤ Pmax
e,lossyk

Pmin
e,loss ≤ uk,3 ≤ Pmax

e,loss (6.20)

Battery to grid constrains are:

yk ≤
xk+1,1 −Batthl

Ee,max
+ 1

uk,4 ≤ Pmax
e,lossyk

Pmin
e,loss ≤ uk,4 ≤ Pmax

e,loss (6.21)

Accumulator emptying constrains are:

yk ≤
xk+1,2 −Accuhl

Et,max
+ 1

uk,5 ≤ Pmax
t,lossyk

Pmin
t,loss ≤ uk,5 ≤ Pmax

t,loss (6.22)

All these equations (6.17) to 6.22 have their variables de�ned as follows:

� xk = [Ebat
elec, E

acc
therm]T is the state vector composed by stored electrical energy in

the battery Ebat
elec and total stored thermal energy in the water accumulator Eacc

therm.

� uk is the input vector de�ned in equation (6.14) with variables de�ned in the

discrete domain. Its �rst component uk,1 corresponds to the HT-PEMFC inlet

electrical current Ik, proportional to hydrogen �ow. Elements uk,2 to uk,5 variables

Wtra, Wgridin , Wgridout , Waccumout also de�ned in equation (6.14).

� dk = [Delec, D
HW
therm +DSH

therm]T is the perturbation vector composed by expected

electricity demand Delec and thermal energy for hot water DHW
therm and space heat-

ing DSH
therm. It corresponds to the last 2 values of uk, i.e. uk,6 and uk,7.
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6.3 MPC constraints

� ek a variable to constrain soft constraints. When ek = 0, only soft constraint

values remain, forcing the state of charge to be between both. On the contrary,

if ek = 1, the soft constraints term cancels out and the battery state of charge is

limited between its minimum and maximum values.

� yk is a binary variable that, when set to 0, prevents the input from activating

(equation (6.20)). The �rst inequality in equation (6.21) is the responsible of

forcing the binary variable to 0 when the state of charge is above a set value.

� Battmin, Battl1, Batth1, Battmax are minimum, lowest recommended, highest

recommended and maximum battery limits.

� Accumin, Accuh1, Accumax are minimum, highest recommended and maximum

accumulator temperatures.

� Ifc,min, Ifc,max are minimum and maximum electrical current limits.

� dIfc,min, dIfc,max are minimum and maximum electrical current variation limits.

� Pmin
tra , Pmax

tra are minimum and maximum transfer resistance limits.

� Pmin
e,loss, P

max
e,loss are minimum and maximum electrical valve limits.

� Pmin
t,loss, P

max
t,loss are minimum and maximum thermal valve limits.

The steps to be followed during the control process are:

� A prediction horizon for the problem Ntotal and a control horizon N < Ntotal are

de�ned.

� Expected demand values for horizon N are de�ned, d̂k · · · d̂k+N .

� The optimisation problem to obtain the control action uk is solved so that the

following N predicted states x̂k · · · x̂k+N match the speci�cations.

� The process is repeated for each instant k.
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6.4 Prediction horizon generation

Using values presented before, an optimisation problem as shown in equation (6.12)

is implemented. To do so, the Yalmip environment is embedded in Matlab. Yalmip

is a toolbox able to implement linear matrix inequalities in optimisation problems, as

the case of MPC constraints. Results obtained are states xk = [Ebat
elec, E

acc
therm]T (energy

storage units) and control input uk,1 = Ik (fuel cell stack current).

6.4 Prediction horizon generation

For all cases, a whole day is simulated, with 15 minutes time between iterations. This

makes 97 iterations for a whole day, being the �rst and the last the ones corresponding

to 0 a.m. o'clock. Prediction horizon is initially de�ned as the whole day, imposing

known demands from historical data. In following chapters, when the complete system

is simulated and parameters in the MPC algorithm have been tuned, a more strict and

short-term prediction will be impose

6.5 First results

The algorithm presented is tested using a simpli�ed plant and the complex one presented

in Chapter 4 and sumarised in equation (5.12). This simpli�ed model does not include

solar panel, hydrogen plant and electrolyser, thus working as a good test plant for the

MPC algorithm presented.

6.5.1 Simpli�ed model's results

First of all, the presented control strategy is tested with a simple model, with the

following simpli�cations:

� Oil tank dynamics simpli�ed to a single e�ciency constant.

� Fuel cell current supplied directly from a hydrogen source.

� Photovoltaic panel and electrolyser are not considered.

The control algorithm from previous section is tested in the house model detailed

above, in di�erent scenarios. These correspond to a whole day with electrical and
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6.5 First results

thermal demands associated to di�erent months of the year. The time between iterations

k used for the prediction is 15 minutes and the prediction horizon is Ntotal = 97. Weight

functions used are w1 = 0.078, w2 = 0.005, w3 = 0.005, w4 = 0.156, w5 = 0.005,

w6 = 0.195, w7 = 0.005, w8 = 0.195, w9 = 0.005, w10 = 0.195 and w11 = 0.005. For

each scenario, the following variables are monitored:

� Electrical demand.

� Thermal demand.

� Fuel cell current or intensity

� Battery state of charge in percentage.

� Water accumulator temperature.

� Electrical power transferred to add additional heat through a resistance.

� Electrical electrical power input, coming from the grid.

� Electrical electrical power output, going to the grid.

To test whether the control strategy works as expected battery state of charge and

water accumulator temperature cannot exceed their minimum and maximum values,

imposed by the previously mentioned constraints. Fuel cell current should also stay

between certain limits. Additionally, some scenarios may need extra heat, in case of too

high thermal demand, or extra heat may be extracted as waste, when thermal demand

is too low. Both phenomena will be included in extra plots when they are not zero, and

a similar thing is done for electrical power going in or out of the external electrical grid.

Demand pro�les are de�ned according to those of a house located by the sea in the

Spanish Mediterranean coast, not considering Summer season, as it is not demanding

enough in terms of thermal demand.

6.5.1.1 Simpli�ed model's January results

Results for a typical day of January are the ones seen in Figure 6.1.
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Figure 6.1: Simpli�ed model's results for a day of January (200 kg of water in the
accumulator)

It can be seen that fuel cell current is low enough and does not present sudden

changes (Figure 6.1c), the state of charge of the electrical battery remains between

boundaries (Figure 6.1d) and water in the accumulator keeps a reasonable temperature

(Figure 6.1e). Additionally, extra thermal power is obtained from the electrical system

to match the high thermal demand (Figure 6.1f).
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6.5.1.2 Simpli�ed model's April results

A similar study is done for April and the corresponding results are displayed in Figure

6.2.
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Figure 6.2: Simpli�ed model's results for a day of April (200 kg of water in the accu-
mulator)

The main di�erence with the case of January is that extra heat produced is not

used as thermal demands are not that high (Figure 6.2i). This lower thermal demand
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6.5 First results

is responsible for having a higher water temperature in the accumulator (Figure 6.2e),

which is close to the upper constraint limit. This is the opposite behaviour to the

January scenario, where this temperature was close to the lower constraint limit, due

to constant use of water for thermal purposes.

6.5.2 Main model's results

Once the system has been tested using its simpli�ed version, the complete system de-

tailed in previous chapters is used, so that a comparison can be made. This model still

does not include solar panel and electrolyser, as these will be included later in the last

chapter and �nal simulations. Simulation conditions and scenarios are the same ones

as the ones studied for the simpli�ed model.

6.5.2.1 Main model's January results

Results for a typical day of January are the ones seen in Figure 8.1.
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Figure 6.3: Results for a day of January (200 kg of water in the accumulator)

Comparing these results to the ones obtained in the case of the simpli�ed model

(Figure 6.2), the following di�erences can be noticed:

� Fuel cell current follows di�erent trajectories but stays between similar values in

both simpli�ed model (Figure 8.1c) and the simpli�ed one (Figure 6.1c).

� Battery state of change in the case of the simpli�ed system (Figure 6.1d) almost

reaches the top level allowed for the battery state of charge. In contrast, the state

of charge corresponding to the main model barely changes (Figure 8.1d). This
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means the electrical converter controlling battery current needs to be adjusted

properly and weight functions corresponding to it tuned when needed.

� Overcooling in the water accumulator in the case of the simpli�ed model (Figure

6.1e) forces the system to need a di�erent amount of power coming from the

electrical system to be transferred as heat (Figure 6.1f). This is di�erent in the

case of the main model, where water temperature remains stable (Figure 8.1e) and

extra power coming from the electrical part of the system has a di�erent pro�le

(Figure 8.1f).

� No external power coming from the grid is needed in any of the cases (Figure

8.1g), and no electrical or thermal energy is released in any case (Figures 6.1h,

6.1i, 8.1h, and 8.1i).

Varying water mass in the accumulator In order to understand the limits of the

model, the amount of water in the accumulator is changed and new results for a day

of January are calculated. Water mass of 200 kg used in previous Figure 8.1 is �rst

reduced to obtain results from Figure 6.4, corresponding to 100 kg of water, and Figure

6.5, corresponding to 70 kg of water.
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Figure 6.4: Results for a day of January (100 kg of water in the accumulator)
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Figure 6.5: Results for a day of January (70 kg of water in the accumulator)

It can be seen in these Figures 6.4 and 6.5 that, as expected, reducing the amount of

water in the accumulator makes the system highly dependant on external heat obtained

transforming electrical energy to heat (Figures 6.4f and 6.5f).

Finally, the amount of water is increased to 400 kg and its results are seen in Figure

6.6.
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Figure 6.6: Results for a day of January (400 kg of water in the accumulator)

As seen in Figure 6.6f, the system is less dependant on extra heat supplied by other

means when there is enough water in the accumulator. However, extra costs associated

to higher accumulators should be avoided.

Varying oil mass Similarly, the initial oil mass of 100 kg is reduced to 25 kg and 50

kg respectively in Figures 6.7 and 6.8.
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Figure 6.7: Results for a day of January (25 kg of oil in the tank)
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Figure 6.8: Results for a day of January (50 kg of oil in the tank)

Comparing these results from Figures 6.7 and 6.8, corresponding to a quarter and

half the initial oil mass, to the initial ones seen in Figure 8.1 it can be seen that they

are quite similar, showing that the amount of oil in the tank does not a�ect the system

behaviour the way the amount of water in the accumulator does.

6.5.2.2 Main model's April results

Using the initial values of 200 kg of water and 100 of oil, results for a day of April are

calculated as done in the case of January. Results are seen in Figure 8.4.
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Figure 6.9: Results for a day of April (200 kg of water in the accumulator)

Comparing these results to the ones obtained in the case of the simpli�ed model

(Figure 6.2), the following di�erences can be noticed:

� Fuel cell current is much higher (reaching top constraints) in the case of the non

simpli�ed model (Figure 8.4c) and much lower in the case of the simpli�ed one

(Figure 6.2c).

� Battery state of change in the case of the simpli�ed system (Figure 6.2d) com-

pensates this low fuel cell current consumption by almost reaching the top level
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allowed for the battery state of charge. In contrast, the state of charge corre-

sponding to the main model barely changes (Figure 8.4d). This is something that

needs to be �xed in following chapters adjusting the electrical converter controlling

battery current as well as its weight function.

� Overheating in the water accumulator in the case of the simpli�ed model (Figure

6.2e) forces the system to expel heat as waste (Figure 6.2i). This does not happen

in the case of the main model, where the water temperature remains stable (Figure

8.4e) and extra heat is not produced in consequence (Figure 8.4i). However, extra

heat coming from the transformation of part of the electrical power into heat is

needed for the main model (Figure 8.4f), 0 in the case of the simpli�ed model

(Figure 6.2f).

� External electrical power coming from the grid is needed in the case of the main

model (Figure 8.4g), but not in the case of the simpli�ed model (Figure 6.2g).

6.5.2.3 Main model's October results

Additionally, extra escenarios have been simulated in the case of the main model. For

instance, results for a day of October can be seen in Figure 6.10.
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Figure 6.10: Results for a day of October (200 kg of water in the accumulator)

Due to similar whether conditions, April (�rst month of Spring) and October (�rst

month of Autumn) have very similar results in all cases. For example, fuel cell current

evolution is very similar (Figures 8.4c and 6.10c), as well as constant values in battery

state of charge (Figures 8.4d and 6.10d) and the extra peak of electrical power from

the grid needed (Figures 8.4g and 6.10g). In the following chapter, a tuning procedure

prioritising some control objectives above others is presented, previously to integrating

the system elements well adjusted and get �nal results in the �nal chapter.
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Chapter 7

System objectives' tuning using

Pareto fronts

No person can disobey reason, without giving up his claim to be a rational creature.

From Gulliver's Travels, by Jonathan Swift

In previous chapters, several control objectives combined in a single objective func-

tion have been presented. These objectives have been weighted to carry on simulations,

but a more precise tuning is needed to ensure the system's performance. For doing so,

a tuning strategy based on the concept of Pareto fronts is presented in this chapter.

This approach has been tackled without taking into consideration electrolyser and solar

panel, as their operation is not controlled by the optimisation problem carried on by

the MPC.

7.1 System objectives' selection

Looking at results obtained in simulation results shown in the previous chapter, among

objectives presented in equations (6.1) to (6.11), some of them can be considered more

important, some of them can be combined and others them neglected to avoid redun-

dancies. The following remarks can be done:

� Current and its variation are clearly related. Minimising one can undermine the

minimisation of the other.
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� Soft constraints in the ancillary systems (grid and water accumulator) should only

be violated when necessary and just for brief periods.

� Ancillary systems (grid, battery and accumulator) are activated using binary vari-

ables, whose switching must be done just when it's necessary.

Considering this analysis, three subfunctions can be selected to proceed with the

tuning process. These three subfunctions need to be weighted in a way that favours the

whole objective function minimisation. This is done using an approach based on the

concept of Pareto fronts, explained in the following section.

7.2 Pareto fronts: theoretical approach

The concept of Pareto front is one used in optimisation problems to de�ne a set of

solutions of an optimisation problem that satis�es minimum conditions [21]. They are

de�ned in the space de�ned by functions (or subfunctions) fi(
−→x ) to be weighted (using

weight functions wi) to build a global objective function f(x⃗). The generic case is the

following one:

f(x⃗) =
N∑
i=1

wifi(x⃗)

N∑
i=1

wi = 1 (7.1)

A Pareto front is a trade-o� surface of solutions obtained using the sorting rule

based on the de�nition of domination. Let us imagine a problem with two objective

functions with the following structure

� Minimize f1 and f2

� Under constraints −→g (−→x ) ≤ 0 and
−→
h (−→x ) = 0

Knowing this, we denote:

� S as the set of values of the pair (f1(
−→x ), f2(

−→x )) when −→x respects the constraints
−→g (−→x ) ≤ 0 and

−→
h (−→x ) = 0.
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� P as the trade-o� surface.

The concept of domination states that (f1(
−→x ), f2(

−→x )) ≤ (f1(
−→
x̂ ), f2(

−→
x̂ )), meaning

that f1(
−→x ) ≤ f1(

−→
x̂ ) & f2(

−→x ) ≤ f2(
−→
x̂ ) but (f1(

−→x ), f2(
−→x )) ̸= (f1(

−→
x̂ ), f2(

−→
x̂ )). Pareto

front P is formed by all
−→
x∗ so that there is no −→x matching condition (f1(

−→x ), f2(
−→
x∗)) ≤

(f1(
−→x ), f2(

−→
x∗)). The schematic representation is the one seen in Figure 7.1.

Figure 7.1: Scheme of a Pareto front P of a set S

7.2.1 Convexity

A set S is convex if, given two distinct points in this set, the segment which links these

two points lies in the set S. This is illustrated in Figures 7.2a and 7.2b.
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(a) A convex set (b) A nonconvex set

Figure 7.2: Examples of convex and nonconvex sets in the space of functions f1 and f2

In the case of a multiobjective problem with a convex solution set (2 objective

functions), common sets have the following shapes:

(a) Minimising f1 and minimising f2 (b) Minimising f1 and maximising f2

(c) Maximising f1 and minimising f2 (d) Maximising f1 and maximising f2

Figure 7.3: Di�erent combinations when minimising and maximising functions f1 and
f2

136



7.2 Pareto fronts: theoretical approach

7.2.2 Ideal point and Nadir point

In the space of functions f1 and f2, the following two points must be highlighted and

de�ned:

� Ideal point: point whose coordinates are obtained by minimising each objective

function separately.

� Nadir point: point whose coordinates correspond to the worst values obtained

for each objective function when the solution set is restricted to the trade-o�

surface.

These two points are illustrated in Figure 7.4.

Figure 7.4: Ideal point A and Nadir point B of a certain set (in blue) with its Pareto
front (in black)
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7.3 Aproximation of a Pareto front for the case studied

In the case of the system studied, the three objective subfunctions considered are the

ones mentioned earlier:

� Current plus its variation fC+CV .

� Soft constraints in the ancillary systems fSC .

� Security elements (ancillary systems) fSE .

The aim of this procedure is selecting the weight functions corresponding to these

three subfunctions to build the �nal objective function. For doing so, an approximation

of the Pareto front in the space of these three subfunctions is de�ned. To do so, the

following procedure is followed:

1. All three subfunctions fC+CV , fSC and fSE are minimised and the set of variables

minimising them u∗k and e∗k is obtained.

2. These minimising variables obtained for each subfunction fC+CV , fSC and fSE

are then evaluated in the other two subfunctions.

3. The resulting three groups of three coordinates each are depicted in a plot in the

subfunctions' space.

4. A plane formed by all three points is de�ned as an approximation of the Pareto

front.

5. Several scenarios with di�erent combinations of weight functions WC+CV , WSC

and WSE are simulated and plotted in the same graph.

6. New points close to the plane are selected while checking those ones o�ering

minimum objective function variables.

7. Several iterations choosing new points are carried on trying to see the pattern of

minimisation when each weight function is varied.

8. Simulation results are checked to discard those not ful�lling system requirements

not present in these subfunctions.
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In the case of the scenario of January, plots with all these elements are the ones seen

in Figure 7.5.

Figure 7.5: Pareto front and points for di�erent weight functions in the subfunction
space (January, 7 points)

It can be seen that one case, the one with weight function WSC = 0 is not even close

and must be discarded. The other points can be classi�ed according to their position

as:

� Points with weight function WSE = 0 are almost identical and a bit far away from

the plane compared to the other ones.

� Point with (WC+CV ,WSC ,WSE) = (0.5, 0.2, 0.3) is just above the plane.

� Points with (WC+CV ,WSC ,WSE) = (0.2, 0.2, 0.6) and (WC+CV ,WSC ,WSE) =

(0.2, 0.5, 0.3) are just under the plane and almost identical.

This means an attempt to �nd points between those just below and just above the

plane is the next step to be followed. For doing so, two extra points corresponding to

weight functions (WC+CV ,WSC ,WSE) = (0.35, 0.2, 0.45) and (WC+CV ,WSC ,WSE) =

(0.35, 0.5, 0.15). These are added to the previous plot and can be seen in Figure 7.6.
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Figure 7.6: Pareto front and points for di�erent weight functions in the subfunction
space (January, 9 points)

In Figure 7.6 it can be seen that these two extra points almost overlap with the ones

obtained previously: the one with (WC+CV ,WSC ,WSE) = (0.35, 0.2, 0.45) is almost

identical to the one just below the plane and the one with (WC+CV ,WSC ,WSE) =

(0.35, 0.5, 0.15) almost coincides with the one just above the plane. A �nal attempt to

�nd di�erent points closer to the plane is done adding two points with weight functions

(WC+CV ,WSC ,WSE) = (0.35, 0.35, 0.3) and (WC+CV ,WSC ,WSE) = (0.35, 0.05, 0.6)

and they are added to the plot, as seen in Figure 7.7.
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Figure 7.7: Pareto front and points for di�erent weight functions in the subfunction
space (January, 11 points)

It can be seen that these �nal points also overlap with the ones just above and

just below the plane, meaning that �nding points between those two �xed positions

just above and just below seems di�cult due to system nonlinearities, even if weight

functions are interpolated several times as done in the previous two steps. In order to

decide which set of weight functions is good enough, an analysis of their objective func-

tions and the simulation results in general is needed. This will be done after exploring

other scenarios (other months for simulation). For instance, in the case of April, similar

points to the ones already analyse are plotted (discarding the one with WSC = 0, based

on the previous analysis based on January results). All these, together with the slightly

di�erent plane are plotted in Figure 7.8.

141



7.3 Aproximation of a Pareto front for the case studied

Figure 7.8: Pareto front and points for di�erent weight functions in the subfunction
space (April, 9 points)

From Figure 7.8 it can be extracted that general behaviour of weight functions

is similar to the one obtained for January (once the point with WSC = 0 has been

discarded). For this reason, results for both months need to be carefully analysed using

objective function's values and simulation values. In the case of January, objective

functions have the following values for di�erent the weight functions studied:

� (WC+CV ,WSC ,WSE) = (0.35, 0.5, 0.15) has f = 2.6481, but does not apply the

energy transfer variable as needed in terms of energy e�ciency.

� (WC+CV ,WSC ,WSE) = (0.2, 0.2, 0.6) has f = 2.9678 and (WC+CV ,WSC ,WSE) =

(0.2, 0.5, 0.3) has f = 2.9710. Both have fuel cell current as the main energy

source, as expected. These would be the ideal points.

� (WC+CV ,WSC ,WSE) = (0.35, 0.35, 0.3) has f = 4.1174 and (WC+CV ,WSC ,WSE) =

(0.5, 0.2, 0.3) has f = 4.6225. Both use too much energy from the grid and trans-

ferred from the electrical part to the thermal part of the system.

� (WC+CV ,WSC ,WSE) = (0.35, 0.2, 0.45) has f = 5.1701 and (WC+CV ,WSC ,WSE) =

(0.35, 0.05, 0.6) has f = 5.3651. Both are similar to the ideal ones but have ob-

jective functions much greater.
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� (WC+CV ,WSC ,WSE) = (0.5, 0, 0.5) has f = 6.2656. This one is really bad and,

in addition, energy transferred from the electrical part to the thermal one is to

high.

The two ideal points detected have a similar behaviour in terms of fuel cell current,

as well as objective function. To proceed with the analysis to select the best combination

of weight functions with the values of objective functions in the April scenario:

� (WC+CV ,WSC ,WSE) = (0.35, 0.5, 0.15) has f = 6.3300 and (WC+CV ,WSC ,WSE) =

(0.5, 0.5, 0) has f = 6.4260. These are the ones with minimum objective function,

but switching between energy sources (grid, energy transferred, etc.) is constant

and abrupt, as their constraints are not taken into consideration.

� (WC+CV ,WSC ,WSE) = (0.2, 0.5, 0.3) has f = 6.6108 and (WC+CV ,WSC ,WSE) =

(0.2, 0.2, 0.6) has f = 6.8186. These ones are the best ones and have the fuel cell

current as the main energy source as expected.

� (WC+CV ,WSC ,WSE) = (0.5, 0.2, 0.3) has f = 10.0703. Its grid energy consump-

tion is too high and its fuel cell current variation is too high.

� (WC+CV ,WSC ,WSE) = (0.8, 0.2, 0) has f = 10.2161. Security elements con-

straint is not taken into consideration, with constant switching between energy

sources as a consequence.

� (WC+CV ,WSC ,WSE) = (0.35, 0.35, 0.3) has f = 10.9625. Its grid energy con-

sumption is too high.

� (WC+CV ,WSC ,WSE) = (0.35, 0.2, 0.45) has f = 12.2827 and (WC+CV ,WSC ,WSE) =

(0.35, 0.05, 0.6) has f = 12.6828. Their fuel cell current variation is too high.

Once these analysis has been done, it can be stated that combinations of weights

(WC+CV ,WSC ,WSE) = (0.2, 0.2, 0.6) and (WC+CV ,WSC ,WSE) = (0.2, 0.5, 0.3) are

almost the best ones in both scenarios (January and April). However, in the case of

January they have an almost identical objective function value. For this reason, the

best one for April, (WC+CV ,WSC ,WSE) = (0.2, 0.5, 0.3), is the one selected as the most

adequate.
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7.3 Aproximation of a Pareto front for the case studied

Finally a �nal adjust needs to be done regarding the importance given to fuel cell

current minimisation compared to its variation. In the analysis done, both current and

its variation have been considered part of the same subfunction fC+CV = WCfC +

WCV fCV to ensure ideal points used to form the plane in the subfunction space has the

desired coordinates from a mathematical perspective. Once the global weight function

has been decided as WC+CV = 0.2 with the same internal weight functions WC =

WCV = 0.1, a manual tuning can be done to ful�l both minimisations better. For doing

so, the analysis is done in the case of April, provided that January's fuel cell current is

almost �at and does not show much di�erences for di�erent values ofWC ,WCV ∈ [0, 0.2].

In the case of April, the following values are analysed looking at the current shape along

time:

� WC = 0.04 and WCV = 0.16 has f = 3.4928. Its current is too �at followed by

sudden variations too sudden, a�ecting fuel cell degradation (Figure 7.9).

� WC = 0.06 and WCV = 0.14 has f = 4.2406. It represents the best combina-

tion, with good trade-o� between current minimisation and its variation based on

results (Figure 7.10).

� WC = 0.08 and WCV = 0.12 has f = 5.6213. It o�ers worst performance than

the previous two cases when results are analysed (Figure 7.11).

� WC = 0.14 and WCV = 0.06 has f = 9.7631. It presents abrupt changes of up to

40 A, which is really bad for degradation purposes (Figure 7.12).
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Figure 7.9: System variables evolution for an average April day (WC = 0.04 andWCV =
0.16
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Figure 7.10: System variables evolution for an average April day (WC = 0.06 and
WCV = 0.14
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Figure 7.11: System variables evolution for an average April day (WC = 0.08 and
WCV = 0.12
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Figure 7.12: System variables evolution for an average April day (WC = 0.14 and
WCV = 0.06

When these results are compared with the case of January, they all have almost the

same behaviour, no matter which weight functions in the range WC ,WCV ∈ [0, 0.2] are

selected. Consequently, the �nal weight functions to be selected for both scenarios are

WC = 0.06, WCV = 0.14, WSC = 0.5 and WSE = 0.3. These are the ones to be used to

obtain the thesis' �nal results in the following chapter.
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Chapter 8

Results and discussion

And my soul from out that shadow that lies �oating on the �oor

Shall be lifted�nevermore!

From The Raven, by Edgar Allan Poe

Once the whole system has been integrated in the simulation, �nal results can be

computed. These results include all elements already presented in chapter 4:

� HT-PEMFC

� Electrical battery

� Water accumulator

� Electrolyser

� Solar panel

� Thermal and electrical loads

Prediction is included considering that the demand is known 5 hours in advance, as

this is the typical knowledge one has of residential consumption based on daily habits.

In the following sections, �nal simulations including a �nal adjustment of some element's

dimensions are presented.
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8.1 January results

8.1 January results

With battery dimensions as established along the thesis (160 Ah capacity), results for

a typical day of January are obtained and shown in Figure 8.1:
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Figure 8.1: Complete model's results for a day of January

It can be seen that battery's SOC (state of charge) does not reach top soft con-

straints. This implies that a smaller, and thus cheaper, battery capacity could be

selected. A study with a couple of simulations with these di�erent battery examples
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8.1 January results

are consequently plotted.

8.1.1 Battery dimensioning for January

If battery capacity is halved (80 Ah), the following results are obtained (Figure 8.2):
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Figure 8.2: Complete model's results for a day of January (battery capacity of 80 Ah)

After halving battery capacity, certain emergency elements to match demands have
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8.1 January results

been triggered. For this reason, a value between the �rst one imposed (160 Ah) and

this one (80 Ah) should be explored.Consequently, the same simulation is done with a

battery capacity with an intermediate value of 107 Ah. Results for this case can be seen

in Figure 8.3
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Figure 8.3: Complete model's results for a day of January (battery capacity of 107 Ah)

This means that 107 Ah would correspond to a good battery capacity. It can be seen

that battery works properly, thus helping fuel cell overcome demand variations. Fuel cell
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8.2 April results

current is �at enough, proving that degradations during winter is mitigated. It is true

that a punctual connection to grid arises, while results for �rst value of battery capacity

(Figure 8.1) require a bigger and more expensive battery, but less grid-depending. After

the same analysis for April is done, a conclusion will be reached. to select the de�nitive

battery capacity.

8.2 April results

A similar study is carried on for the case of a typical day of April. As done before,

simulations with the initial battery capacity (160 Ah) are carried on. These simulation's

results are shown on Figure 8.4:
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Figure 8.4: Complete model's results for a day of April (battery capacity of 160 Ah)

Results seem reliable enough, as emergency systems such as grid connection and

thermal energy produced transforming electrical energy are hardly ever needed. Fuel

cell current is more variable that January results, so a highest capacity for the battery

is explored to look for possible improvements.
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8.2 April results

8.2.1 Battery dimensioning for April

In order to see if a cheaper, i.e. with lower capacity, battery can be used, a similar

simulation is done using a battery with half its capacity (80 Ah). These results can be

seen in Figure 8.5:
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Figure 8.5: Complete model's results for a day of April (battery capacity of 80 Ah)

In this case, it can be seen that extra grid power is needed to match demand, and

fuel cell currents presents too abrupt changes, which could be damaging for the fuel cell.
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8.3 Hydrogen production monitoring

For this reason, the same conclusion is reached for both January and April scenarios:

the initial 160 Ah battery is the one to be selected (Figures 8.1 and 8.4. To �nish with

results, a monitoring of hydrogen production by the electrolyser (propelled by the solar

panel) is tackled in the next section.

8.3 Hydrogen production monitoring

To �nish results, a simple monitoring procedure of the hydrogen produced by the elec-

trolyser is done. As mentioned in previous chapters, solar panel and electrolyser are

not included in the MPC strategy for simplicity. What has been done is dimensioning

both elements so that simulations in the previous sections can be carried on while gen-

erating enough hydrogen for the fuel cell to work. The reason for doing so is avoiding

using hydrogen coming from non-sustainable sources like gas reforming, usually sold

in pressurised bottles. Results for the case of January presented before in Figure 8.1

correspond to an amount of hydrogen moles inside the hydrogen tank, the di�erence

between the one produced and the one used by the fuel cell to make the system work,

seen in Figure 8.6:
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Figure 8.6: Hydrogen remaining in the tank during a typical day of January

It can be seen that enough hydrogen is produced to make the system work during

January. This implies that the solar panel is able to generate enough power to make

the electrolyser work properly. The same is done in the case of April, with the following

results (Figure 8.7):
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Figure 8.7: Hydrogen remaining in the tank during a typical day of April

As this simulation corresponds to a whole April day (from 0 a.m. to 0 a.m. the

following day), the �nal value of hydrogen in the tank is fed would correspond to the

�rst iteration of the following day. For this reason, as the minimum value along the day

is -0.1 moles and the �nal one is 0.15 moles, the whole plot would be displaced 0.15

moles upwards and all values in the plot would end up being positive. Summarising,

the amount of hydrogen generated by the electrolyser during an April day would be

enough to make the fuel cell work and match demands for that day.
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Chapter 9

Conclusions

The curfew tolls the knell of parting day

From Elegy Written in a Country Churchyard, by Thomas Gray

The global objective of designing and implementing suitable control strategies for

a combined heat and power PEM fuel cell system for a prototypical house has been

achieved. More speci�cally, the main two objectives envisaged have been ful�lled:

� Energy e�ciency : energy losses have been mitigated, external grid consumption

has been reduced to its minimum and emergency energy sources like producing

heat from electrical energy conversion have been scarcely used.

� Lifetime: fuel cell degradation strategies have been successfully implemented to

reduce abrupt fuel cell current variations.

To attain this global conclusion, the following solutions to step-by-step objectives

proposed have been found:

1. A mathematical model to describe the fuel cell's behaviour has been de�ned.

This model has been used to �nd operation points, but its low reliability around

boundary conditions and di�culty to be manipulated and computed due to the

high number of variables of the distributed system has made it a bad solution

to include in the CHP system studied. For this reason, a simpler concentrated-

parameters-based model has been implemented in the global CHP system to im-

plement control.
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9.1 Future Work

2. A global simulation model of the CHP system with its components, i.e. HT-

PEMFC, electrical battery, solar panel, electrolyser and water tanks for heating

purposes have been de�ned and implemented in simulation. Local converters and

controllers have been included for these elements.

3. A model predictive control strategy has been designed and implemented to control

the CHP system. This has been done to match comfort speci�cations, enhance

e�ciency and reduce fuel cell degradation.

4. A control index has been designed. This index has the shape of an objective

function including terms a�ecting the HT-PEMFC's degradation and its related

variables such as cell voltage, current and temperature. This index also includes

terms governing the activation of battery, water accumulator, grid and extra ele-

ments to be activated to ensure e�ciency and sustainability.

5. A tuning Pareto-fronts-based procedure has been designed to stablish good values

to prioritise some objectives of this index, working as objective function, above

others.

6. Energy (heat and electrical power) pro�les to be achieved by the CHP-HT-PEMFC

in an speci�c house have been established. This has been done so that the de�ned

comfort conditions, thermal and electrical, are met.

7. Simulation results using the proposed control strategy have reached those expected

for equivalent housing facilities.

All these objectives have been ful�lled along the thesis, but there are still some

challenges to be tackled so that research in this topic can be improved in the future.

9.1 Future Work

Once conclusions obtained along this thesis have been detailed, the following targets to

be tackled remain:

1. A way to integrate complex distributed fuel cell models in online control strategies

reducing computational e�ort should be implemented, thus getting to know more

about fuel cell operation in a CHP system as the one proposed.
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9.1 Future Work

2. A complex thermal model of the house to better de�ne comfort conditions and

make the simulation closer to reality needs to be explored, using knowledge from

others �elds of study.

3. The global optimisation index should incorporate control of the hydrogen pro-

duced by that electrolyser making it intelligent enough so that the amount gen-

erated is the exact one, without overdimensioning the electrolyser. This would

reduce economical cost related to this device.

4. Implementing the proposed control strategy in a prototypical house would be

something good to be done in the future.
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