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Abstract 

The recent developments in hydraulic machinery will increase the possibility of 

damage resulting from cavitation and/or vortex-induced vibrations. Yet, many 

researchers have shed light on the vortex street flow and the associated vortex-induced 

vibration in cavitating-free regimes, but less attention has been paid to the presence of 

cavitation. In the present study, the effects of cavitation on the vortex street flow 

behind a blunt trailing edge hydrofoil and its interaction with the vortex-induced 

vibration have been investigated. This will help to understand the mechanisms 

involved and to predict the dynamic of vortex-induced vibration with the presence of 

cavitation, allowing further control of this complex phenomenon in hydraulic 

machinery and systems. 

Thus, numerical solvers have been developed that are capable of accounting for 

the cavitating vortex street flow behind bluff bodies which have been validated and 

verified using some benchmark cases. Then, the effects of the fluid compressibility in 

the vortex street flow behind the wedge have been determined. Moreover, a series of 

numerical studies on cavitating vortex street flow behind a blunt trailing edge hydrofoil 

NACA 0009 have been conducted by predicting the boundary layer transition. As a 

result, the effects of cavitation on flow dynamics and its interaction with vortex-

induced vibration have been examined. 

The impacts of fluid compressibility on the dynamics of the cavitating wake flow 

have been found to depend on the frequency range. At low frequencies, the effects of 

fluid compressibility are minimal and can be disregarded. On the other hand, fluid 

compressibility has been observed to amplify spectral energy at high frequencies. 

Interestingly, it has been found that almost identical numerical results with and without 

fluid compressibility are obtained in terms of predicted mean pressure profiles, 

dominant vortex shedding frequencies, and instantaneous and mean void fraction 

fields, which suggests that the compressibility effects on cavitating vortex shedding 

can be neglected.  



 

iv Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

For the cavitating vortex street flow behind a blunt trailing edge hydrofoil 

NACA 0009, high-fidelity numerical simulations have been established in the current 

thesis. Based on the results, it has been observed that cavitation has a significant impact 

on the wake flow dynamics, notably increasing the shedding frequency of the primary 

vortices. Additionally, cavitation growth leads to increased hydrodynamic loads on the 

hydrofoil surface. Furthermore, cavitation development enhances the advected 

velocity of the vortices while decreasing the streamwise inter-vortex spacing. Both 

factors are believed to contribute to the increase of the vortex shedding frequency 

while the reduction of streamwise inter-vortex spacing tends to dominate this increase. 

The numerical results related to cavitating vortex street flow behind a blunt 

trailing edge hydrofoil NACA 0009 subjected to forced oscillation have shown that 

the induced dynamic response due to the oscillation is influenced by the presence of 

cavitation. In the lock-in regime, cavitation appears to widen the upper bound of this 

regime and cause a decrease in the added moment of inertia and an increase in the 

added damping. Moreover, the timing of the vortex shedding changes with the 

presence of cavitation. On the other hand, the oscillation of the hydrofoil affects the 

dynamics of cavitation in terms of cavitation inception and cavity length. Generally, 

the cavitation inception number gradually increases with the forced oscillation 

frequency. Meanwhile, approaching the bounds of the lock-in regime will cause local 

decreases in cavitation inception numbers. Besides, the length of the cavitating wake 

is influenced by the variation of the oscillation frequency, and the maximum cavitating 

wake length occurs under stationary conditions.  
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Nomenclature 

𝑎𝑣  Streamwise inter-vortex spacing (m) 

𝑏𝑣  Cross-stream inter-vortex spacing (m) 

𝑐  Sound speed  (m/s) 

𝐶  Chord length of hydrofoil (m) 

𝐶𝐷  Drag coefficient (-) 

𝐶𝑓  Skin friction coefficient (-) 

𝐶𝐿  Lift coefficient (-) 

𝐶𝑀  Moment coefficient (-) 

𝐶𝑝  Pressure coefficient (-) 

𝐶𝑝 𝑚𝑖𝑛  Minimum pressure coefficient (-) 

𝐷  Circular cylinder diameter  (m) 

𝐸𝑉𝑅  Eddy viscosity ratio (-) 

𝑓  Shedding frequency  (Hz) 

𝑓 𝑎𝑖𝑟 or 𝑓 𝑣𝑎𝑐  Natural frequency (Hz) 

𝑓 𝑒𝑥  Excitation frequency (Hz) 

𝑓 𝑣𝑠  Vortex shedding frequency  (Hz) 

𝑓𝑠𝑡𝑎_𝑛𝑜𝑛  Vortex shedding frequency at non-

cavitating and stationary conditions 

(Hz) 

𝐹𝑐  Condensation coefficient (-) 

𝐹𝑣  Evaporation coefficient (-) 

𝐽𝑓  Added moment of inertia  (kg⋅m2) 

𝐽𝑠  Moment of inertia of structure (kg⋅m2) 

𝐾𝑓  Added Stiffness  (kg⋅m2 s2) 

𝐾𝑠  Stiffness of the structure (kg⋅m2 s2) 

𝐿  Sponge layer length (m) 

𝑀𝑒𝑥  External excitation moment (N m) 

𝑀𝑣𝑠  Vortex induced moment (N m) 

𝑀𝑓  Fluid moment (N m) 

nFTLE negative time Finite Time Lyapunov 

Exponent 

(-) 

𝑝∞  Reference pressure (Pa) 

𝑝𝑣  Saturated vapor pressure (Pa) 

𝑝𝑟𝑒𝑓  Reference pressure (Pa) 

𝑅0  Initial bubble radius (mm) 

𝑅  Bubble radius (mm) 

𝑅̇  Time derivation of bubble radius (m/s) 

𝑅𝑒 =
𝑈𝑟𝑒𝑓𝐷

𝜐
    Reynolds number (-) 

𝑆𝑡 =
𝑓𝑣𝑠𝐷

𝑈𝑟𝑒𝑓
  Strouhal number (-) 

∆𝑡  Time step size (s) 

𝑇𝑒𝑥  Period of the forced oscillation (s) 

𝑇𝐼  Turbulent intensity (-) 

𝑈𝑟𝑒𝑓  Free stream velocity (m/s) 

𝑈∞  Inflow velocity (m/s) 
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𝜏𝐶  Bubble collapse time  (s) 

𝜌  Mixture density (kg/m3) 

𝜌𝑙  Liquid density (kg/m3) 

𝜂  Reflection coefficient (-) 

𝝈  Sponge damping function (-) 

 𝜎 =
𝑝𝑟𝑒𝑓−𝑝𝑣

0.5𝜌𝑙𝑈𝑟𝑒𝑓
2 Cavitation number  (-) 

𝜎𝑖  Cavitation inception number  (-) 

∆𝜎  Difference between 𝜎 and 𝜎𝑖 (-) 

  Fluid dynamic viscosity  (m2/s) 

𝛼  Angle of attack (°) 

𝛼𝑣  Vapor volume fraction (-) 

𝜁𝑠  Damping of the structure (kg⋅m2 s) 

𝜁𝑓  Added damping  (kg⋅m2 s) 

𝜏𝑤  Wall shear stress (Pa) 

𝜔𝑒𝑥  Angular velocity of forced 

oscillation 

(s-1) 

𝜑 Phase angle at lock-in regime (°) 

𝜑𝑣𝑠  Phase angle due to vortex shedding (°) 

𝜑𝑓  Phase angle of fluid moment (°) 
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Chapter 1: Introduction 

1.1 MOTIVATION 

In recent years, the multi-point design for modern hydraulic machinery has 

increasingly approached the material limits, causing a more flexible structure. As 

blade/runner or guide vanes are placed in the fluid, they exhibit complex flow 

structures that extend to their wakes. Above a critical value of Reynolds number, the 

classical flow pattern consisting of periodic vortices array termed von Kármán vortices 

tends to appear at the trailing edge (C. H. Williamson, 1996). The alternating shed 

vortices lead to the fluctuation of force acting on the surface, which is known as vortex-

induced vibrations. Now, it has become one of the primary failure mechanisms. When 

the ambient pressure is low enough, the vaporous cavity will be initiated and persist 

inside the center of the alternating shed vortices (Brennen, 2014). As these cavities 

inside the vortices are advected to the high-pressure region and then collapse, they will 

induce a higher impact load, resulting in severe material erosion on the adjacent 

surface. In addition, the dynamic behavior of vortex street flow will be strongly altered 

by the occurrence and development of cavitation (J. O. Young & Holl, 1966; Belahadji 

et al., 1995; Ausoni et al., 2007; J. Wu et al., 2021). For example, it has been reported 

that the occurrence of cavitation tends to enhance the amplitude of the vortex-induced 

vibrations (Ausoni, 2009). Therefore, a deep understanding of the effect of cavitation 

inside the vortex street flow is necessary, if we are to limit the damage caused by the 

cavitation and/or vortex-induced vibrations. 

The investigation of cavitating vortex street flow can be conducted through both 

experimental and numerical methods. Although experimental measurements have 

expanded our comprehension of the phenomenon, detecting and measuring the flow 

field in the presence of cavitation presents inherent difficulties and challenges. On the 

other hand, numerical simulation serves as an alternative methodology that can provide 

additional insights from the resolved flow field at a relatively lower cost. Still, it is a 

challenge to conduct the high-fidelity numerical simulation for the cavitating vortex 

street behind the blunt trailing edge hydrofoil. Such complex flow includes multiple 

principles in terms of cavitation, vortex street, and boundary layer transition.  
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Many researchers have focused on the turbulent models and cavitation models 

for the attached cavitating flow over the different geometries (Arndt, 1981; Kawanami 

et al., 1997; Callenaere et al., 2001; Laberteaux & Ceccio, 2001; Leroux et al., 2004; 

Ganesh et al., 2016; J. Wu et al., 2019; A. Bhatt et al., 2023), where the cavitation is 

relatively insensitive to the free stream nuclei concentration (Ram et al., 2020). Two 

major mechanisms have been well numerically identified accounting for the transition 

from sheet cavitation to cloud cavitation: (i) liquid re-entrant jet (Arndt, 1981; 

Callenaere et al., 2001; Kawanami et al., 1997; Laberteaux & Ceccio, 2001; Leroux et 

al., 2004) and (ii) condensation shock (J. Wu et al., 2019; Ganesh et al., 2016; A. Bhatt 

et al., 2023). However, in the context of the developed cavitation inside the shear layers 

and wake flow, the bubble-vortex interaction makes the growth and collapse of the 

cavitation different (Katz, 1984; O’Hern, 1990; Iyer & Ceccio, 2002; J. Choi & Ceccio, 

2007; Agarwal et al., 2023). Besides, such flow also suffers from the water quality 

scale effects and Reynold number scale effects (J. Choi et al., 2009). Therefore, the 

numerical model for the cavitation developing in the shed vortices has not been well 

addressed (Cheng et al., 2021; Brandao & Mahesh, 2022), making the accurate 

prediction difficult.  

Another issue in the cavitating vortex street over the blunt trailing edge hydrofoil 

NACA 0009 is the boundary layer transition. To numerically model the boundary layer 

transition, the Direct-Numerical Simulation (DNS) is highly expensive since the 

required number of grid points N for the boundary layer transition using DNS increases 

significantly with the estimation of N ∝ Re2.64 (H. Choi & Moin, 2012). In recent years, 

there has been a growing interest in using LES to simulate the boundary layer transition 

although it is still quite expensive and time-consuming for engineering applications 

(Georgiadis et al., 2010). In practice, the unsteady Reynolds averaged Navier-Stokes 

coupled with the empirical correlation, 𝑅𝑒𝜃𝑡 , and intermittency, 𝛾, can be used to 

capture the flow feature of the boundary layer transition (Langtry & Menter, 2009). 

Nonetheless, the accuracy of transition models depends on inlet boundary turbulence 

conditions (Spalart & Rumsey, 2007) and correlation functions derived from 

experimental calibration (Babajee & Arts, 2012). 

To date, obtaining a high-fidelity simulation for the cavitating vortex street 

behind the blunt trailing edge hydrofoil is still a challenging task. Therefore, it is 

necessary to develop and optimize the numerical modellings addressing the multiple 



 

Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 19

principles in terms of cavitation, vortex street, and boundary layer transition. The 

overall objective of this dissertation is to develop a high-fidelity numerical tool to 

simulate the cavitating vortex street flow and to elucidate the effects of cavitation. 

1.2 AIMS AND OBJECTIVES 

The escalation in both the sizes and operational range of modern hydraulic 

machinery will increase the likelihood of vortex street flow occurrence. Furthermore, 

structures are becoming thinner and more flexible as the designers look for power 

concentration and reduce the dimensions by bringing materials to their limits. Both 

trends are promoting the appearance of deleterious phenomena such as strong vortex-

induced vibrations and cavitation. The combination of both damaging mechanisms is 

a complex fluid-structure interaction problem that still needs to be fully understood 

and solved. In particular, it is necessary to ascertain how the interaction of cavitation 

and vortex street affects the flow and the structure dynamic behaviors. In this way, it 

will be possible to develop new technologies capable of preventing induced vibrations, 

erosion of materials, and fatigue damage.  

Many researchers have attempted to study the vortex street flow and associated 

vortex-induced vibration in cavitating-free regimes, but less attention has been paid to 

the role of cavitation in such flows at high Reynolds numbers. Previous studies have 

observed that the occurrence and development of cavitation can modify the vortex-

shedding frequency and the amplitude of loads acting on the hydrofoils. However, the 

underlying physics behind it is not well explained and understood. Therefore, the main 

objective of the present work is to investigate the effect of cavitation on the wake flow 

behind a blunt trailing edge hydrofoil and its interaction with the vortex-induced 

vibration. 

To fully understand the effects of cavitation on such a complex flow 

phenomenon, the following steps have been taken in this thesis: 

1. Build a high-fidelity numerical tool to simulate the cavitating vortex street 

flows under cavitation conditions, which includes the development, 

implementation, optimization, and validation of an incompressible and a 

compressible cavitation solver. 
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2. Clarify the effect of fluid compressibility on the cavitating vortex street 

flows using the validated and verified incompressible and compressible 

cavitation solvers. 

3. Analyze the effect of cavitation on the dynamics of the vortex street behind 

a blunt trailing edge hydrofoil in terms of the spatio-temporal distribution 

of vortex structures and the induced unsteady loads. 

4. Investigate the effect of cavitation on the vortex-induced vibration and its 

interaction mechanism. 

1.3 THESIS OUTLINE 

The thesis is organized into four parts: 

The first part includes Chapters 1-3. Chapter 1 is the introduction of this thesis. 

Chapter 2 is devoted to some related fundamentals. Chapter 3 focuses on the literature 

review of the thesis topic.  

In the second part, Chapter 4 describes the general framework of the numerical 

method, and then Chapters 5 and 6 are devoted to performing the validation and 

verification for the implemented incompressible and compressible cavitation solvers.  

Part three is devoted to the main results of the current investigation. It includes 

Chapters 7-9. First, Chapter 7 focuses on the role of fluid compressibility in the 

cavitating vortex street flow. Then, Chapter 8 presents the high-fidelity numerical 

model accounting for the flow characteristic of the cavitating vortex street behind the 

blunt hydrofoil NACA 0009 in terms of boundary layer transition, vortex street, and 

cavitation. Moreover, the influence of cavitation development level on the dynamic of 

the vortex street flow behind the blunt hydrofoil NACA 0009 is well discussed. 

Finally, Chapter 9 is devoted to the investigation of the cavitating vortex street behind 

the hydrofoil NACA 0009 subjected to forced oscillation.  

Part four includes Chapter 10 and Chapter 11. Chapter 10 summarizes the 

conclusions of the current investigation and the suggestions for further work are 

provided in Chapter 11. 
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Chapter 2: Fundamentals 

This section includes a general description of the boundary layer, the wake 

produced by the immersed bodies, vortex-induced vibration, and cavitation. 

Specifically, it introduces some fundamentals related to the boundary layer, boundary 

layer transition, boundary layer separation, characteristics of vortex shedding, vortex 

street wake, and vibrations induced by shedding vortices behind solid bodies. 

Moreover, a brief introduction associated with cavitation is included.  

2.1 BOUNDARY-LAYER  

The solution at 𝑅𝑒=∞ often produces a satisfactory approximation for flows 

with extremely high Reynolds numbers in numerous practical applications. To satisfy 

the no-slip condition, L. Prandtl (1904) first proposed the concept of the boundary 

layer, which facilitates a velocity transition from the limiting solution at 𝑅𝑒=∞ to the 

value of zero at the wall when viscosity is considered. In particular, at high Reynolds 

numbers, the flow can be divided into two regions. In the bulk of the flow region, 

viscosity can be neglected, corresponding to the inviscid limiting solution, termed the 

inviscid outer layer. In a very thin boundary layer near the wall, viscosity must be 

considered where termed the inner boundary layer. 

2.1.1 Boundary-layer thickness 

Conventionally, the boundary-layer thickness 𝛿 is defined as the perpendicular 

distance from the surface where the flow reaches 99% of the external velocity, 𝑈𝑒. 

However, a more interpretable measure of the thickness of the boundary layer is the 

displacement thickness, 𝛿1, defined as follows: 

𝑈𝑒𝛿1 = ∫ (𝑈𝑒 − 𝑢)
∞

0
𝑑𝑦   (2.1) 

The wall shear stress arises between the walls and the adjacent fluids due to fluid 

viscosity, which can be estimated by the following equation: 

𝜏𝑤 = 𝜇 (
𝜕𝑢

𝜕𝑦
)
𝑦=0

    (2.2) 

In addition, based on the reference velocity, 𝑈𝑟𝑒𝑓, the skin friction coefficient can be 

defined as follows: 



 

22 Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

𝐶𝑓 =
𝜏𝑤

1 2⁄ 𝜌𝑈𝑟𝑒𝑓
2    (2.3) 

2.1.2 Boundary layer transition  

On a hydraulically smooth surface, a natural turbulent transition can occur 

beyond a certain distance from the leading edge. The transition to a turbulent boundary 

layer is not sudden but occurs via the subsequent formation of three-dimensional 

structures. As one moves downstream from the leading edge, the transition consists of 

the following regimes as sketched in Fig. 2.1.  

Regime a:  Steady laminar flow 

Regime b: Two-dimensional Tollmien-Schlichting waves 

Regime c: Development of three-dimensional waves 

Regime d: Formation of turbulent spots 

Regime e: Fully turbulent flow 

It is noted that span-wise non-uniformity in the boundary layer transition occurs 

even if the free-stream velocity is uniform. 

 

Fig. 2.1 Sketch of the laminar-turbulent transition over the flat plate. 

 

2.1.3 Boundary layer separation 

Separation condition 

Fig. 2.2 displays the streamline within the boundary layer near the separation 

point. Due to the occurrence of the backflow, there is a significant increase in the 

thickness of the boundary layer, leading to the transport of boundary-layer mass into 



 

Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 23

the outer flow. At the separation point, streamlines depart from the wall at a specific 

angle. The separation position is determined by the condition at which the velocity 

gradient perpendicular to the wall vanishes, namely, the wall shear stress 𝜏𝑤 becomes 

zero: 

𝜏𝑤 = 𝜇 (
𝜕𝑢

𝜕𝑦
)
𝑦=0

= 0   (2.4) 

 

Fig. 2.2 Plot of streamlines within the boundary layer near the separation point, where 𝑆 represents the 

separation point. 

Types of separation 

There are two distinct types of flow separation depending on the surface 

curvature (Brennen, 2014): abrupt separation and smooth separation, as illustrated in 

Fig. 2.3. Abrupt separation refers to the case where the flow streamlines depart from 

the solid body at a fixed vertex or corner, as depicted in Fig. 2.3 (a). According to 

potential flow analysis, the fluid acceleration tends to be infinite when it approaches 

the discontinuous point, e.g. vertex or corner, and this implies an infinite, favorable 

pressure gradient as well. As a result, the flow adjacent to the wall near the 

discontinuous point will be subjected to an infinite adverse pressure gradient, leading 

to flow separation. In Fig. 2.3 (b), smooth separation represents the case where the 

flow streamline leaves the solid body with finite curvature. Approaching the smooth 

separation point, the velocity and pressure gradients tend toward zero rather than 

infinity. 
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Fig. 2.3 Two types of flow separation from a solid body.  

2.2 VORTEX SHEDDING  

In fluid dynamics, vortex street flow refers to an alternating shedding vortical 

flow phenomenon that occurs in a wake behind the solid body if the Reynolds number 

exceeds a certain threshold value. Gerrard (1961) provides a physical description of 

the mechanism of the vortex formation region. The mutual interaction between the two 

separating shear layers is the key to understanding the formation of a vortex street. As 

shown in Fig. 2.4, the lower vortex continues to grow, fed by circulation from its 

connected shear layer, until it becomes strong enough to draw the opposing shear layer 

across the wake. The approach of the oppositely signed vorticity in sufficient 

concentration cuts off the further circulation supply to the growing vortex, which is 

then shed and moves downstream. Hence, body wakes are complex due to the 

interactions among three shear layers: namely, a boundary layer, a separating free 

shear layer, and a wake (C. H. Williamson, 1996). 

 

Fig. 2.4 Illustration of the vortex-formation model behind the circular cylinder. 

2.2.1 Vortex shedding frequency  

The vortex shedding frequency is commonly expressed in a non-dimensional 

form called Strouhal number, denoted as 𝑆𝑡: 
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𝑆𝑡 =
𝑓𝐿𝑐ℎ𝑎𝑟

𝑈𝑟𝑒𝑓
    (2.5) 

where 𝑓 is the vortex shedding frequency, 𝐿𝑐ℎ𝑎𝑟 is the body characteristic length and 

𝑈𝑟𝑒𝑓 represents the free stream velocity. 

Flow regimes can be identified based on the relationship between the Strouhal 

number and the Reynolds number. In the flow around the circular cylinder, Fig. 2.5 

(Sumer, 2006) shows the Strouhal number as a function of the Reynolds number at 

different flow regimes (C. H. Williamson, 1996).   

  

Fig. 2.5 The dependence between the Strouhal number and Reynolds number at the different flow 

regimes. 

It can be seen that the laminar vortex shedding first appears at 𝑅𝑒 = 40 and the 

corresponding 𝑆𝑡 approximates 0.1. Then, it gradually increases as 𝑅𝑒 increases and 

approaches a value of about 0.2 at 𝑅𝑒 = 300, which denotes the lower bound of the 

subcritical flow regime. From this 𝑅𝑒  number onwards throughout the subcritical 

range, 𝑆𝑡 remains constant at a value of 0.2. This suggests that vortex shedding in the 

subcritical range occurs in a consistently regular manner. Next, as 𝑅𝑒 further increases, 

the Strouhal frequency undergoes a sudden jump, from 0.2 to a value of about 0.45, at 

𝑅𝑒 = 3 − 3.5 × 105, namely the critical 𝑅𝑒 number range. This high value of 𝑆𝑡 can 

be maintained over a rather large part of the supercritical 𝑅𝑒  range. After that, it 

experiences a slight decrease with further increases in Reynolds number. 
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2.2.2 The geometry effect on the relationship between 𝑺𝒕 and 𝑹𝒆 

The relationship between 𝑆𝑡 and 𝑅𝑒 can be affected by the geometry of the bluff 

body. Blevins (1977) has conducted a series of experimental studies to characterize 

this influence regarding the geometries such as spheres, cylinders, and plates. Indeed, 

the Strouhal number is very sensitive to the nature of the separation within the 

boundary layers, which is governed by the geometry of the bluff body. According to 

Blevins (1977), Fig. 2.6 summarizes the relationship between 𝑆𝑡 and 𝑅𝑒 for different 

geometries.  

For geometries with abrupt separation points, such as plates with sharp trailing 

edges, triangle cylinders (wedge), and D-shapes cylinders, the Reynolds number has 

less influence on the Strouhal number since the nature of separation is relatively 

insensitive to the Reynolds number (Ramamurthy & Bhaskaran, 1977; Ramamurthy 

& Balachandar, 1990). Conversely, for geometries with smooth separation points, such 

as circular cylinders and spheres, the Reynolds number has a noticeable influence on 

the Strouhal number due to the excursion of the separation point depending on the 

Reynolds number (Sarpkaya, 2004). 

 

Fig. 2.6 The relation between 𝑆𝑡 and 𝑅𝑒 for different geometries. 

2.3 VORTEX-INDUCED VIBRATIONS  

Vortex-induced vibration (VIV) is a fluid-structure interaction phenomenon, 

which is difficult to define but easy to describe. It accounts for the mechanical response 

of structures to oscillating forces due to the alternating shedding vortices. It is known 
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to be inherently nonlinear, self-governed, or self-regulated (Sarpkaya, 2004). VIV has 

been extensively studied over the years since it is commonly encountered in various 

engineering applications. More comprehensive related works have been reviewed and 

summarised by Sarpkaya (2004) and Williamson and Govardhan (2004).  

2.3.1 Single-degree-of-freedom (SDOF) vibration model 

Naudascher and Rockwell (1980) have categorized oscillators into two types: 

body and flow oscillators. Body oscillators describe a rigid structure that is either 

elastically supported or inherently elastic, while fluid oscillators consist of a fluid mass 

that can oscillate, being governed by fluid compressibility or by gravity. For the 

present study, only body oscillators will be considered due to the specific interest in 

the interactions between vibrating solid structures and the cavitating wake. As 

illustrated in Fig. 2.7, a body oscillator can be represented by a simple SDOF vibration 

model (as expressed in equation (2.6)), consisting of a mass body oscillating over one 

degree of freedom, supported by a linear spring and a linear damper.  

 

Fig. 2.7 Sketch of the SDOF vibration model. 

𝑚𝑠𝑥̈ + 𝜁𝑠𝑥̇ + 𝑘𝑠𝑥 = 𝑓𝑒𝑥(𝑡)    (2.6) 

where 𝑚𝑠 is the structural mass, 𝜁𝑠 is the structural damping, and 𝑘𝑠 is the structural 

stiffness. When evaluating the dynamic response of a submerged structure in a fluid, 

the added mass, 𝑚𝑓, damping, 𝜁𝑓, and stiffness, 𝑘𝑓, need to be considered, equation 

(2.6) can be rewritten as: 

(𝑚𝑠 +𝑚𝑓)𝑥̈ + (𝜁𝑠 + 𝜁𝑓)𝑥̇ + (𝑘𝑠 + 𝑘𝑓)𝑥 = 𝑓𝑒𝑥(𝑡)    (2.7) 

By solving equation (2.7), the damped resonance frequency is obtained: 
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𝑓𝑑,𝑤𝑎𝑡𝑒𝑟 =
1

2𝜋

√
[(𝑘𝑠+𝑘𝑓)−

(𝜁𝑠+𝜁𝑓)
2

4(𝑚𝑠+𝑚𝑓)
]

𝑚𝑠+𝑚𝑓
    (2.8) 

If the terms 
(𝜁𝑠+𝜁𝑓)

2

4(𝑚𝑠+𝑚𝑓)
 and 𝑘𝑓 are small, then the equation (2.8) reduces to the 

undamped natural frequency, 𝑓 𝑤𝑎𝑡𝑒𝑟, as follows: 

𝑓 𝑤𝑎𝑡𝑒𝑟 =
1

2𝜋
√

𝑘𝑠

𝑚𝑠+𝑚𝑓
    (2.9) 

such a model helps us understand the physics of VIV. Furthermore, the frequencies 

used in the VIV problem are summarized as follows: 

o 𝑓 𝑎𝑖𝑟 or 𝑓 𝑣𝑎𝑐: The natural frequency of the structure in vacuum or air. Due to 

the density of air being quite small, the difference between 𝑓 𝑎𝑖𝑟 and 𝑓 𝑣𝑎𝑐 can 

be neglected. 

o 𝑓 𝑒𝑥: The excitation frequency, which represents the frequency of an oscillation 

of a body. 

o 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛 : The vortex shedding frequency of a body at non-cavitating and 

stationary conditions. 

o 𝑓 𝑣𝑠: The vortex shedding frequency. 

o 𝑓 𝑐𝑜𝑚: The common frequency at the condition where synchronization or lock-

in occurs. 

2.3.2 Lock-in phenomenon 

The resonance occurs when the vortex shedding frequency aligns with one of the 

eigenfrequencies of the combined fluid-structure system. Near the resonance condition, 

the response amplitude may significantly increase, allowing the structural 

displacement to dominate fluid excitation, namely, the lock-in phenomenon. 

Alternatively, if the body is forced to oscillate at a reasonable frequency and amplitude, 

out of the lock-in region, the force acting on the body surface will exhibit both vortex 

shedding frequency and body oscillation frequency. However, with the lock-in region, 

only one frequency can be detected where 𝑓 𝑣𝑠 = 𝑓 𝑒𝑥 = 𝑓 𝑐𝑜𝑚. Note that, it differs from 

perfect synchronization because of the continuous interaction between the body and 
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the fluctuations of added mass, separation line, amplitude, correlation length, and the 

phase angle. 

In the lock-in region, shedding vortices play two distinct roles depending on the 

sign of the average modal work done by the flow on the structure, 𝑊𝑚𝑜𝑑𝑒𝑙, which can 

be obtained by projecting the modal force onto the modal velocity, 𝑥̇: 

𝑊𝑚𝑜𝑑𝑒𝑙 =
1

𝑁
∫ 𝑓(𝑡)𝑥̇
𝑡0+2𝜋𝑁 𝜔𝑛⁄

𝑡0
𝑑𝑡    (2.10) 

The modal work 𝑊𝑚𝑜𝑑𝑒𝑙 can be positive or negative, depending on the sign of 

the system damping. Positive damping or modal work indicates that the natural 

vibration amplitude is smaller than the imposed amplitude. Conversely, negative 

damping implies that the natural vibration amplitude will be larger than the imposed 

amplitude.  

2.4 CAVITATION 

Cavitation in liquid flows is a two-phase flow with phase transition driven only 

by pressure change. At a given temperature 𝑇 , it is commonly considered that 

cavitation occurs whenever the local pressure 𝑝 in the liquid drops below the saturated 

vapor pressure, 𝑝𝑣(𝑇). Different types of cavitation are observed depending on the 

flow conditions. As shown in Fig. 2.8, Knapp (1955) classified cavitation into two 

families: (i) Attached cavitation, where the cavity interface is partly attached to the 

solid surface, and (ii) Advected cavitation, where the entire cavity interface moves 

with the flow: 

 



 

30 Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

 

Fig. 2.8 Two families of cavitation: (i) Attached cavitation: (a) leading edge cavitation and (b) tip 

vortex cavitation; Advected cavitation: (c) vortex street cavitation and (d) bubble cavitation (pictures 

from (Ausoni, 2009)). 

(i) Attached cavitation 

 Fig. 2.8(a): The attached cavitation in the forms of sheet cavitation and cloud 

cavitation occurs on the solid surface. Sheet cavitation is defined as a cavity that is thin 

and quasi-steady while cloud cavitation refers to the transient cavities.  

Fig. 2.8(b): The tip vortex cavitation is formed inside the tip vortex core, which 

is characterized by the quasi-steady tip vortex flow. 

(ii) Advected cavitation 

Fig. 2.8(c): The vaporous cavities occur inside the core of the shedding vortices.  

Fig. 2.8(d): The bubble cavitation refers to the growth and collapse of the 

individual transient bubbles governed by the flow advection. 
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Chapter 3: Literature review 

 While wake flows behind various bluff bodies, e.g. circular and square 

cylinders, have received extensive study, the phenomenon of vortex shedding past 

hydrofoils has been relatively overlooked, despite its high relevance in hydraulic 

machinery and marine engineering applications. With more flexible materials applied 

in these fields, the vibration induced by the alternating vortex shedding, also known as 

vortex-induced vibration (VIV), becomes one of the primary causes of machinery 

failure (Ausoni et al., 2007). For example, Donaldson (1956) reported that vortex 

shedding is a source of vibration and noise in hydraulic turbines. The vortex shedding 

occurs at both the trailing edge of the turbine runner blades (Coutu, et al., 2003) and 

guide vanes (Lockey et al., 2006; Papillon et al., 2006). Due to the long cycles of 

alternating stresses induced by the vortex shedding, fatigue failures in the guide vanes 

were reported by Gummer and Hensman (1992). In addition to the potential damages 

directly attributed to vortex shedding or cavitation, the intricate interactions between 

vortex shedding and cavitation can significantly affect the flow dynamics and pose 

substantial threats to the stability and safety of the hydraulic systems (Ausoni et al., 

2007). Therefore, these interactions are particularly critical in hydraulic systems, 

prompting the need for a comprehensive understanding, prediction, and control of the 

cavitating vortex shedding behind hydrofoils in modern hydraulic systems’ design and 

operation.  

As highlighted by Sarpkaya (2004), the characteristics of the vortex shedding 

behind the bluff body are influenced by the type of separation point, such as abrupt 

separation and smooth separation. These two distinct separations yield different 

velocity and pressure gradient profiles near the separation point. As a result, extending 

the knowledge gained from the observations of the cavitating wake behind a circular 

cylinder with smooth separation points to the flow behind a wedge with abrupt 

separation points can be proved to be debatable (Ramamurthy & Balachandar, 1990; 

Sarpkaya, 2004). Due to the similarity in flow characteristics resulting from abrupt 

separation, the flow features within the cavitating wake behind the blunt trailing edge 

hydrofoil resemble those observed in the wake of a wedge. Therefore, these 
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experimental and numerical investigations of cavitating vortex street flow behind both 

the wedge and the blunt trailing edge hydrofoil are reviewed. 

3.1 CAVITATION EFFECTS ON THE VORTEX STREET FLOW 

3.1.1 Cavitation inception  

Coupled with the Rankine vortex model, Arndt (1976) and Belahadji et al. 

(1995) proposed a model for the prediction of the cavitation inception in the wake of 

bluff bodies with abrupt separation points, which establishes a linear relationship 

between the cavitation inception index and the square root of the Reynolds number. 

𝜎𝑖 = −𝐶𝑝𝑏 + 𝑏1√𝑅𝑒    (3.1) 

where 𝐶𝑝𝑏 is the pressure coefficient at the base, 𝑏1 is an empirical coefficient. As 

shown in Fig. 3.1, the model agrees well with the experimental measurement done by 

Belahadji et al. (1995).  

 

Fig. 3.1 Comparison of the cavitation inception obtained by the experiment and the model in the wake 

of the wedge (Belahadji et al., 1995).  

Within the lock-in regime, 𝜎𝑖 , can be determined by the following equation 

(Ausoni et al., 2007) for the blunt trailing edge hydrofoil NACA 0009: 

𝜎𝑖 = 𝑎1 + 𝑏1√𝑅𝑒 + 𝑐1
𝐴𝑣𝑖𝑏
2

𝑈𝑟𝑒𝑓
2     (3.2) 

where 𝐴𝑣𝑖𝑏  is the hydrofoil trailing edge vibration velocity,  𝑎1 ,  𝑏1 , 𝑐1  are the 

empirical coefficients. Fig. 3.2 displays the comparison in cavitation inception 

obtained by the experimental measurement and the model. 
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Fig. 3.2 Comparison of the cavitation inception obtained by the experiment and the model in the wake 

of the blunt trailing edge hydrofoil NACA 0009 (Ausoni et al., 2007). 

3.1.2 Effects of cavitation on vortex shedding frequency 

The results regarding the effects of cavitation on vortex shedding frequency 

behind wedges can be found in the investigation done by Young and Holl (1966), 

followed by Ramamurthy and Balachandar (1990), Belahadji et al. (1995), Kim et al. 

(2019), and Wu et al. (2021). Young and Holl (1966) experimented with four wedges 

with apex angles of 15, 30, 60, and 90 degrees and found that Strouhal number also 

depends on the cavitation number for cavitating wakes, employing high-speed film 

visualization techniques. They established a relationship between the Strouhal number, 

St, and the cavitation number. Their observations indicated a constant 𝑆𝑡  before 

cavitation inception. However, as the cavitation number decreases from the inception, 

𝑆𝑡 yields a gradual increase up to a maximum and then it is followed by a decay. 

Subsequent experiments have validated these findings (J. O. Young & Holl, 1966; 

Ramamurthy & Balachandar, 1990; Belahadji et al., 1995; J. Kim et al., 2019; J. Wu 

et al., 2021). 

Compared with the wedge with different apex angles, Fig. 3.3 presents the 

experimentally obtained St values as a function of the cavitation number, σ, for the 

cavitating wake flow behind the truncated hydrofoil NACA 0009 by Ausoni et al. 

(2007) where the subtitle “sta_non” represents the non-cavitating and stationary 

conditions and the vertical axis represents the ratio of the cavitating St to the non-

cavitating one. The subtitle “i” refers to the cavitation inception and the horizontal axis 

is the ratio of the cavitation number to the incipient one. It can be seen that a discernible 

trend emerges before the peak of the St curves: a decrease in  corresponds to an 
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increase in St. This trend is consistent in both the NACA 0009 hydrofoil with a 

truncated trailing edge and in wedges with different apex angles. However, the 

underlying mechanism driving the rise of St as a function of  remains incompletely 

elucidated. 

 

Fig. 3.3 St/Ststa-non versus σ/σi for the truncated NACA 0009 hydrofoil and wedges with different 

apex angles. 

3.1.3 Effect of cavitation on the vortex morphology inside the vortex street  

On vortex spacing ratio bv/av 

Prior evidence suggests that cavitation, rather than serving as a passive 

visualization agent within turbulent wake flows, alters the morphology of the vortex 

street wake (Belahadji et al., 1995; Ausoni et al., 2007). Normally, the streamwise and 

cross-stream inter-vortex spacings, which are denoted as av, and bv respectively, are 

used to account for the morphology of vortex street wake, as shown in Fig. 3.4. It was 

first established by Von Kármán (1912) that a 2D inviscid vortex street is stable only 

with a specific vortex spacing ratio of bv/av = 0.28.  

 

Fig. 3.4 Sketch of the morphology of vortex street wake, where 𝑆 represents the separation points. 
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However, with the presence of viscosity, previous experimental observations by 

Schaefer and Eskinazi (1959) showed that the vortex street wake can maintain stability 

with varying vortex spacing ratios ranging from 0.08 to 0.525. Later, I. Kim (2019) 

conducted an experimental investigation of the wake flow behind the triangle with 

different apex angles. He found that in the form of a vortex street, the vortex spacing 

ratios can range from 0.2 to 0.5, as presented in Fig. 3.5. Those observations suggested 

that the morphology of vortex street wake may be independent of any stability 

arrangement. 

 

 

Fig. 3.5 Vortex spacing ratio in the vortex street behind the wedge with an apex angle of 90° and 𝑅𝑒 

=361 (I. Kim, 2019). 

In the context of the cavitating wake, several studies have reported distinctive 

values of bv/av: ranging from 0.2 to 0.35 (Fig. 3.6 (a)) by Young and Holl (1966), 0.07 

to 0.25 (Fig. 3.6 (b)) by Belahadji et al. (1995), and 0.19 to 0.30 (Fig. 3.6 (c)) by Wu 

et al. (2021). Therefore, it is feasible that bv/av is the key factor in understanding the 

variations in vortex street morphology in the presence of cavitation. These primary 

results revealed that there may be no unambiguous relationship between f and bv/av 

under the cavitating condition. 
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(a) 

 

(b) 

 

(c) 

Fig. 3.6 Vortex spacing ratio in the vortex street behind the wedge with different cavitation 

numbers obtained by (a) Young and Holl (1966), (b) Belahadji et al. (1995), and (c) Wu et al. 

(2021). 

On the correlation between the vortex-shedding frequency and vortex 

morphology 

A simple model for vortex street arrangement was proposed by Schaefer and 

Eskinazi (1959) and further adopted by Ausoni et al. (2007), as shown in Fig. 3.7(a). 

It associates the vortex-shedding frequency, 𝑓𝑣𝑠, with the vortex advection velocity, 

𝑈𝑎𝑑𝑣, and inter-vortex spacing, 𝑎𝑣, represented by the equation: 

𝑓𝑣𝑠 = 𝑈𝑎𝑑𝑣 2𝑎𝑣⁄     (3.1) 

It becomes apparent that instead of a specific vortex spacing ratio, av serves as 

the characteristic length scale to elucidate the impact of cavitation on the flow 

morphology of the vortex street wake. Furthermore, the increase in 𝑓𝑣𝑠 , which is 

attributed to the development of the cavitation, can arise from several factors: (i) an 

increase of Uadv; (ii) a reduction of av; or (iii) a combination of both (i) and (ii), as 

depicted in Fig. 3.7. 
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(a) 

𝑈𝑎𝑑𝑣
′ > 𝑈𝑎𝑑𝑣 

 

(b) 

𝑎𝑣 > 𝑎𝑣
′  

 

(c) 

Fig. 3.7 Schematic of the vortex street behind a wedge with the characteristic parameters (a) and 

conditions increasing the vortex shedding frequency as an increase in Uadv (b) or a reduction in av 

(c). 

Young and Holl (1966) have proposed a correlation between av and 𝑓𝑣𝑠 . 

Subsequently, Belahadji et al. (1995) observed an approximate 80% decrease in av and 

a 30% increase in 𝑓𝑣𝑠.  Their observations are aligned with the argument that the 

reduction of av contributes to the rise of 𝑓𝑣𝑠 in the presence of cavitation. On the other 

hand, in the case of the cavitating wake behind the NACA 0009 hydrofoil, Ausoni et. 

al. (2007) reveals that Uadv increases by around 4% with the development of the wake 

cavitation meanwhile av decrease, as shown in Fig. 3.8. Nevertheless, the findings 

mentioned above are primarily based on qualitative experimental observations. A 

comprehensive understanding of the influence of cavitation on the vortex shedding 

frequency needs further quantitative analysis. 

 

Fig. 3.8 Estimation of Uadv and av at different cavitation numbers (Ausoni et al., 2007). 
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3.1.4 Fluid compressibility effect on the characteristic of the cavitating wake  

Many authors (Ganesh et al., 2016; J. Wu et al., 2019; A. Bhatt et al., 2023) focus 

on the presence of condensation shocks, also known as bubbly shocks, in the cavitating 

flow over hydrofoil surfaces. Ganesh et al. (2016) attributed the presence of a 

condensation shock as a mechanism for the transition from sheet to cloud cavitation in 

their experiments. They observed that this bubbly shock travels upstream and 

destabilizes the sheet cavity, leading to the formation of a cloud cavity. Similarly, as 

shown in Fig. 3.9, Wu et al. (2019) reported that the transition from sheet to cloud 

cavitation on a hydrofoil is influenced by the pressure waves, which are induced by 

the collapse of cavity clouds downstream. 

 

Fig. 3.9 Condensation shock during the transition from sheet cavitation to cloud cavitation using X-

ray density meter (J. Wu et al., 2019). 

Regarding the cavitating wake flow behind a wedge, Wu et al. (2021) observed 

a correlation between the Strouhal number and the local speed of sound, noting that 

the flow becomes supersonic at conditions of maximum Strouhal number. However, 

they did not consider mass transfer in their estimation of the local speed of sound. 

Therefore, the effects of fluid compressibility in the cavitating wake still need further 

discussion. 
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Fig. 3.10 Condensation shock observed in the shedding vortices behind the trailing edge of the wedge 

using an X-ray densitometer (J. Wu et al., 2021). 

3.2 CAVITATION EFFECTS ON VIV 

Ausoni et. al. (2007) investigated the coupling between the hydro-elasticity and 

the vortex street cavitation. They observed a mutual influence between cavitation and 

structural vibrations: cavitation affected the vibrations, and vice versa. Waterfall 

spectra of accelerometer signals for various cavitation numbers are presented in Fig. 

3.11. As shown in Fig. 3.2, the lock-in condition can increase the cavitation inception 

thereby enhancing cavitation development. However, vortex shedding frequency tends 

to increase with cavitation development, making it possible to disable hydro-elastic 

couplings by allowing sufficient cavitation development. 

 

Fig. 3.11 Vortex shedding frequency and VIV amplitude as a function of cavitation number at 12 m/s 

(lock-in condition). 

Cavitation is found to affect the natural frequencies and mode shape for the fluid-

structure interaction. The unsteady cavitating flow leads to asymmetry (Benaouicha & 

Astolfi, 2012) and fluctuation (Akcabay et al., 2014) of added mass. As a result, the 
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variation in added mass can alter the natural frequencies (Ducoin et al., 2011) and the 

corresponding mode shapes(W. Wang et al., 2023). Compared with the fully 

submerged solid body, the reduction in added mass due to cavitation results in an 

increase in the natural frequency of the structure (X. Liu et al., 2017; Y. L. Young et 

al., 2022). Moreover, the added mass decreases and the natural frequency increases 

when the length of the hydrofoil surface cavitation bubble increases (De La Torre et 

al., 2013, 2014). On the other hand, the “bending-torsion coupling mode” becomes the 

second bending mode of the hydrofoil due to the presence of cavitation (De La Torre 

et al., 2013, 2014; Zeng et al., 2022), resulting from the change of sound speed in 

cavitation bubbles (L. Wang & Tian, 2020).  

Apart from natural frequencies and mode shape, cavitation also affects the added 

damping characteristics of structures. Added damping determines the vibration 

amplitude: the larger the damping ratio, the smaller the resonance amplitude value, in 

particular, within the resonance regime. In unsteady cavitating flow, the high 

amplitude pressure waves generated by the collapse of cavitation bubbles increase the 

complexity of fluid damping, leading to variations in the sign of the damping 

coefficient (Benaouicha & Astolfi, 2012). Moreover, experiments conducted by De La 

Torre et al (2013) and Zeng et al. (2022) show that the added damping of the hydrofoil 

decreases with the development of cloud cavitation. Still, the variation law of added 

damping with cavitation number needs to be further clarified and studied. 

3.3 NUMERICAL METHOD FOR CAVITATING WAKE  

Numerical simulation serves as an alternative methodology that can provide 

additional insights from the resolved flow field at a relatively lower cost. Still, it is a 

challenge to conduct a high-fidelity numerical simulation of the cavitating vortex street 

behind the blunt trailing edge hydrofoil. This is because such complex flow includes 

multiple principles in terms of boundary layer transition, cavitation, and vortex street. 

In this section, we will review the published numerical methods and results concerning 

the boundary layer transition and cavitating vortex street. 

3.3.1 Numerical methods for transitional flow 

Accurate evaluation of the laminar-turbulent transition in the blunt trailing edge 

hydrofoil has proven to be important in predicting the flow characteristic of the 

cavitating or non-cavitating vortex shedding flow (Ausoni, 2009). There are three 
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methods available for simulating the laminar-turbulent transition, including Direct 

Numerical Simulations (DNS), large eddy simulation (LES), and Reynolds-averaged 

Navier-Stokes (RANS).  

Direct Numerical Simulation (DNS) can provide the most accurate results for 

the transitional flow without the extra model. DNS was applicable to simulate either 

natural or bypass transition processes in different geometries, such as flat plate (Sayadi 

et al., 2013; Yan et al., 2014), curved surface (Jones et al., 2008) and blade (Sandberg 

et al., 2015). However, resolving all turbulence length and time scales requires 

extensive grids and high-order accurate numerical schemes, restricting the application 

of DNS inflows at high Reynolds numbers. On the other hand, Large-Eddy Simulation 

(LES) can resolve large-scale eddies, making it applicable for the prediction 

transitional flow to some extent (W. Wu & Piomelli, 2018). The subgrid-scale (SGS) 

stress model for LES is the key to predicting the transition. Simulation conducted by 

Germano et al., (1991) showed that Smagorinsky model was found to fail in capturing 

transition. However, Yu et al. (2013) proposed a new SGS model that is capable of 

predicting transition in flat-plate boundary layers and compression ramps (Zhou et al., 

2019). However, LES still faces challenges in predicting boundary layer transition 

with varying inlet turbulence intensities (Michelassi et al., 2002) and requires 

expensive computational resources for simulating the flow at high Reynolds numbers 

(Georgiadis et al., 2010). 

In industrial applications, Reynolds Averaged Navier Stokes (RANS) methods 

are widely used for their acceptable accuracy, high efficiency, and low computational 

cost. The transition prediction models are integrated with RANS models to realize the 

prediction in transitional flow. Among these transition prediction models, the local-

correlation-based transition modeling concept is a popular approach (Langtry & 

Menter, 2009; Cakmakcioglu et al., 2020; Sandhu & Ghosh, 2021), for handling the 

laminar to turbulence transition processes in different flows. Notably, Langtry and 

Menter (2009) introduce the 𝛾-𝑅𝑒𝜃𝑡  model, incorporating two additional transport 

equations accounting for intermittency factor, γ, and transition momentum thickness 

Reynolds number, 𝑅𝑒𝜃𝑡. This model exhibits superior accuracy in the transitional flow 

(R. Wang & Xiao, 2020; Lopes et al., 2021). Nonetheless, the efficacy of transition 

models depends on inlet boundary turbulence conditions (Spalart & Rumsey, 2007) 
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and correlation functions derived from experimental calibration (Babajee & Arts, 

2012). 

In the following, the published numerical simulations for the vortex shedding 

flow around the blunt trailing edge hydrofoil NACA 0009 will be summarised. Given 

the computational cost of DNS is unaffordable, only LES and RANS methods were 

utilized for such complex flows. Ausoni (2009) conducted studies on the vortex-

shedding frequency in hydrofoils and found that the capability to capture transitional 

flow is the key to accurately predicting the vortex-shedding frequency. Later, Lee et 

al. (2015) performed a comparative analysis of the vortex shedding frequency obtained 

using the hybrid particle mesh method in vortex shedding behind the truncated 

hydrofoil. Moreover, Hu et al. (2020) performed a 2D simulation to analyze the 

characteristics of the vortex shedding frequency using the RANS method with the 

Spalart–Allmaras turbulence model under the rough leading edge. These studies do 

not emphasize the phenomenon of the transition over the blunt trailing edge hydrofoil. 

Furthermore, Chen et al. (2018) investigated the transition phenomenon occurring on 

the surface of a truncated hydrofoil using the LES WALE model at a high Reynolds 

number. Ye et al. (2020) assessed the capability of different turbulence models on 

boundary layer transition along a hydrofoil, including LES WALE, LES Smagorinsky, 

as well as DDES 𝛾-𝑅𝑒𝜃𝑡, DDES, SSTCC 𝛾-𝑅𝑒𝜃𝑡, SST 𝛾-𝑅𝑒𝜃𝑡, and SST model. Their 

results suggest that the transitional flow can be well captured by LES WALE, DDES 

𝛾-𝑅𝑒𝜃𝑡 , SSTCC 𝛾-𝑅𝑒𝜃𝑡 , and SST 𝛾-𝑅𝑒𝜃𝑡 . To balance the computational cost and 

accuracy, the SST 𝛾-𝑅𝑒𝜃𝑡 or SSTCC 𝛾-𝑅𝑒𝜃𝑡 is more suitable for simulating the such 

complex flow. However, the dependence of transition models to inlet boundary 

conditions is well explained in these published studies.  

3.3.2 Numerical methods for simulating the cavitating flow 

Currently, various numerical approaches with different levels of complexity are 

available to simulate the cavitating flow. For a more comprehensive review of the 

cavitation modeling approaches, see (Niedźwiedzka et al., 2016; Folden & 

Aschmoneit, 2023). According to Folden and Aschmoneit (2023), the cavitation 

models can be categorized as follows: 

(i) Rayleigh-Plesset Equation (RPE), where the model employs bubble dynamics 

as expressed via a (simplified) RPE; 
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(ii) Transport Equation Model (TEM), where the model employs a transport 

equation to approximate the mass transfer rates and thus the growth and collapse of 

cavities; 

(iii) Equation Of State (EOS), where the model employs an EOS to relate the 

vapor volume fraction to thermodynamic variables; 

(iv) Interface Tracking Model (ITM), where the model employs a scheme that 

directly tracks the interface between the liquid and the vapor phase; 

(v) Multiscale (MUL) Model, where the model employs several schemes for 

simulating the growth and collapse of cavities at various length scales. 

The aforementioned cavitation models can incorporate fluid compressibility. 

Therefore, the forthcoming short review and comments on these models will 

encompass fluid compressibility. Here, the term "incompressible cavitation model" 

refers to a cavitation model that does not consider fluid compressibility, while 

"compressible cavitation" indicates a cavitation model that includes fluid 

compressibility.  

Incompressure cavitation model  

The usage of the full RPE to modeling cavitation was first proposed by Kubota 

et al. (1992) and now it is only used in simulating the cavitating flow using DNS. 

TEM may be the most popular incompressible cavitation model, which 

incorporates an additional transport equation accounting for the volume fraction of the 

vapor phase, along with a source term that represents the mass transfer occurring 

between each phase. The TEM has been proven to be successful in capturing the re-

entrant jet dominant transition from the sheet to the cloud cavitation over different 

geometries (Coutier-Delgosha et al., 2003; Ji et al., 2014; Gnanaskandan & Mahesh, 

2016a). The performance of the cavitation model is not only dependent on the form of 

the source terms inside the cavitation model (Sauer & Schnerr, 2001; Zwart et al., 

2004) but also on empirical constants attributed to evaporation and condensation 

terms. Therefore, tuning the empirical constants has demonstrated a substantial 

potential to enhance the predictions in the evolution of cloud cavitation (Morgut et al., 

2011; Yakubov et al., 2015; Geng & Escaler, 2020). However, it should be pointed out 

that experiences gained from tuning these empirical constants according to the 
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unsteady cloud cavitation scenarios might not be directly used in simulations of 

cavitating wake flows behind a bluff body, such as a blunt trailing edge hydrofoil.  

As for EOS, fluid compressibility is always needed to be considered. Hence, it 

will be reviewed in the following section of the compressible cavitation model. 

Moreover, ITM can precisely capture the shape of the cavity interface and the flow 

characteristics near the interface. It works well for the steady cavity, e.g. sheet 

cavitation over the hydrofoil but faces challenges associated with unsteady cavity, e.g. 

the cloud cavitation inside the wake region of the bluff bodies (Deshpande et al., 1997).  

Moreover, MUL can track all cavities within the flow, using two separate 

schemes for modeling cavitation depending on the size of the cavity: for larger singular 

cavities or clouds of bubbles, TEM is commonly used. Meanwhile, the small size of 

bubbles is tracked in a Lagrangian framework. Recently, different MUL models have 

been proposed (Hsiao et al., 2017; Ghahramani et al., 2018, 2021). However. MUL 

models show dependence in regards to the transition threshold from the TEM to the 

Lagrangian model (Ghahramani, 2018). In addition, the spherical model of small 

bubbles can significantly overpredict the peak pressures (Tiwari et al., 2015). 

Despite extensive studies of transition from the sheet cavitation to the cloud 

cavitation over solid body using the incompressible cavitation model, few numerical 

studies have been reported for the cavitating wake flow behind the wedge. Recently, 

Kim et al. (2019) applied the realizable 𝑘-epsilon model coupled with the Schnerr-

Sauer model to successfully capture the effect of the cavitation development on the 

vortex shedding frequency.  

Compressible cavitation model 

TEM can be coupled with the equation of state for the liquid, vapor, and the 

mixture phase. Recently, numerical studies using the compressible TEM model 

successfully demonstrate the existence of condensation shock and its impact on the 

transition from sheet cavitation to cloud cavitation (Gnanaskandan & Mahesh, 2016a, 

2016b; C. Wang et al., 2020; A. Bhatt et al., 2023; Vaca-Revelo & Gnanaskandan, 

2023). Note that, such a compressible TEM model still suffers from the inherent 

disadvantages of the incompressible cavitation model, such as the dependence of the 

form of the cavitation model and empirical coefficients associated with evaporation 

and condensation rate.  
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Methods that fall in the EOS category are barotropic EOS and the full 

thermodynamic model. Compared with the full thermodynamic model (Seo et al., 

2008), the barotropic model does not need to resolve the energy equation thereby 

significantly reducing the computational cost (Budich et al., 2018). Moreover, the 

dynamics of shock waves generated by the collapse of vapor structures can be well 

resolved using the barotropic model. Coupled with the implicit LES model, Egerer et 

al. (Egerer et al., 2014, 2016) detected erosion events related to the shock waves in 

open and confined cavitating turbulent shear flows. Using a barotropic model based 

on the equilibrium speed of sound, Budich et al. (2018) demonstrated the presence of 

bubbly shocks. Furthermore, they pointed out that both the pressure waves and the 

high adverse pressure gradients can trigger condensation shocks in the flow past a 

sharp convergent-divergent wedge. Later, Brunhart et al. (2020) confirmed the 

existence of the re-entrant jet and condensation shock mechanisms for the vapor 

shedding in an axisymmetric converging-diverging Venturi nozzle using the 

barotropic model based on the frozen speed of sound. However, these aforementioned 

barotropic models are normally integrated into an in-house density-based solver and 

they are not easy to reproduce and use. Few attempts have been made to implement 

these barotropic models into the general numerical framework of commercial CFD 

software (M. Bhatt et al., 2015; Brunhart et al., 2020). 

Until now, the compressible MUL model is still under development and only 

used in simple cases (Madabhushi & Mahesh, 2023). 

For low Reynolds numbers, DNS coupled with different cavitation models is 

applicable in the simulation of the cavitating vortex shedding behind the bluff body. 

For example, at 𝑅𝑒 =200, Seo et al. (2008) used DNS coupled with the full 

thermodynamic model to compute the cavitating flow over a circular cylinder. They 

found that the development and collapse of the cavity inside the shedding vortices will 

alter the Karman vortex shedding frequency. Gnanaskandan and Mahesh (2016b) used 

DNS coupled with a homogeneous mixture model to repeat the simulation and 

examine the effects of cavitation on the pressure, the boundary layer, and the loads on 

the cylinder surface as well as the Karman vortex shedding frequency. They found that 

the presence of vapor in the wake leads to the reduction of vorticity and vortex 

formation length, resulting in a reduction of the vortex shedding frequency. 

Furthermore, the effects of non-condensable gas were considered by Brandao et al. 
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(2020) in the numerical simulation of the cavitating cavitating vortex shedding behind 

the circular cylinder. They confirmed that cavitation delays the transition to the 

Karman vortex street and increases the vortex formation length. As 𝑅𝑒 increases to a 

higher value, it is possible to use LES to simulate the cavitating turbulent wake. For 

example, Gnanaskandan and Mahesh (2016b) applied LES to investigate the 

characteristics of cavitating flow over a circular cylinder at 𝑅𝑒= 3900. They found that 

LES can well capture the flow characteristic and the presence of the cavitation 

suppresses turbulence and delays the three-dimensional breakdown of Kármán 

vortices. Still, the numerical investigations related to the cavitating vortex street flow 

behind the bluff body, e.g. wedge and blunt trailing edge hydrofoil at the practical 

Reynolds number using the compressible cavitation model are less mentioned.  

3.3.3 Numerically assess the effects of cavitation on VIV  

Most numerical studies regarding the effect of cavitation on fluid-structure 

interaction have focused on the attached cavitation, such as sheet cavitation and cloud 

cavitation. It has been found that cavitation can affect the natural frequencies (De La 

Torre et al., 2013; Akcabay et al., 2014), the mode shape (De La Torre et al., 2014; Hu 

et al., 2023), and the added damping (Kashyap & Jaiman, 2023). Moreover, the cavity 

length and evolution of the attached cavitation around the solid surface tend to be 

affected by the movement of the body (B. Huang et al., 2013). However, few numerical 

studies have been reported for cavitating flows behind the VIV bodies. Among recent 

related numerical works, Roig et al. (2021) found that the added damping is negatively 

correlated with the cavitation coefficient. Hong and Son (2021) have reported that, 

under a lock-in regime, cavitation can modify the unsteady load acting on the surface 

of a circular cylinder. Until now, the interactions between the cavitation and the VIV 

body are still not well explored.  
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Chapter 4: Numerical modelling 

This chapter introduces the physical modeling and the numerical method 

employed in this study. First, the governing equations are presented in section 4.1.  

Section 4.2 lists the turbulence modelling used in the current study. Then section 4.3 

presents the cavitation modelling and section 4.4 details the equation of state 

accounting for the fluid compressibility. Moreover, the sponge layer boundary 

conditions are presented in section 4.5. Finally, the numerical method is detailed in 

section 4.6.  

4.1 GOVERNING EQUATIONS 

In the following, the governing equations are introduced, which include the mass 

conservation equation, and the momentum conservation equations.  

4.1.1 Mass conservation equation 

The equation for the conserved mass without external mass source is given by: 

𝜕𝜌 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖) = 0    (4.1) 

Here, 𝜌 is the density, 𝒖 is the velocity, and 𝑡 is the time. This equation is valid for 

both incompressible and compressible flows.  

4.1.2 Momentum conservation equation  

In an inertial reference frame, the conserved momentum equation can be written 

as follows: 

𝜕(𝜌𝒖) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝒖) =  −∇𝑝 + ∇ ∙ 𝝉    (4.2) 

where 𝑝 denotes the static pressure, 𝝉 is the stress tensor. 

For the inviscid flow, 𝝉 = 𝟎. 

For the laminar flow, the 𝝉 is defined as  

𝝉 = 𝜇[∇𝒖 + ∇𝒖𝑇 − 2 3⁄ (∇ ∙ 𝒖)𝑰]    (4.3) 

here, 𝜇 is the fluid molecular viscosity, 𝑰 is the unit tensor.  
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4.2 TURBULENCE MODELLING 

For turbulence modellings, Shear Stress Transport (SST) coupled with γ-Reθt, 

realizable, and k-epsilon Delayed Detached Eddy Simulation are introduced in the 

current study. 

4.2.1 SST model  

The turbulence kinetic energy, 𝑘, and the specific dissipation rate, 𝜔 , can be 

given by the following transport equations 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝑃𝑘 − 𝛽
∗𝜌𝜔𝑘 + ∇ ∙ [(𝜇 + 𝜎𝑘𝜇𝑡)∇𝑘]     (4.4) 

𝜕(𝜌𝜔) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝜔) = (𝛼𝜌 𝜇𝑡⁄ )𝑃𝑘 − 𝛽𝜌𝜔
2 + ∇ ∙ [(𝜇 + 𝜎𝜔𝜇𝑡)∇𝜔] +

2𝜌(1 − 𝐹1)
𝜎𝜔2

𝜔
∇𝑘 ∙ ∇𝜔     (4.5) 

here 𝜇𝑡 is the turbulent eddy viscosity, which is computed from 

𝜇𝑡 =
𝜌𝑎1𝑘

max (𝑎1𝜔,𝛺𝐹2)
     (4.6) 

where 𝛺 is vorticity magnitude and described by 

𝛺 = √2𝑾:𝑾    (4.7) 

with  

𝑾 =
1

2
(∇𝒖 − ∇𝒖𝑇)    (4.8) 

Here, the operator : denotes the double dot of two tensors. The term 𝑃𝑘 represents the 

production of turbulence kinetic energy and it can be evaluated using the Boussinesq 

hypothesis as follows: 

𝑃𝑘 = −𝜌(𝒖
′𝒖′): ∇𝒖     (4.9) 

where −𝜌(𝒖′𝒖′) is the Reynolds stress tensor, it can be described as follows: 

−𝜌(𝒖′𝒖′) = 𝜇𝑡[∇𝒖 + ∇𝒖
𝑇 − 2 3⁄ (∇ ∙ 𝒖)𝑰] − 2 3⁄ 𝜌𝑘𝑰    (4.10) 

The constants are obtained using the blending function 𝐹1 

𝐹1 = tanh (𝜙1
4)    (4.11) 

𝜙1 = 𝑚𝑖𝑛 {𝑚𝑎𝑥 (
√𝑘

0.09𝜔𝑦
,
500𝜇

𝜌𝜔𝑦2
) ,

4𝜌𝑘

𝜎𝜔2𝐶𝐷𝑘𝜔𝑦
2
}    (4.12) 

𝐶𝐷𝑘𝜔 = 𝑚𝑎𝑥 (2𝜌𝜎𝜔2
1

𝜔
∇𝑘 ∙ ∇𝜔, 10−20)    (4.13) 



 

50 Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

and the blending function 𝐹2 are given by: 

𝐹2 = tanh (𝜙2
4)    (4.14) 

𝜙2 = 𝑚𝑎𝑥 (2
√𝑘

0.09𝜔𝑦
,
500𝜇

𝜌𝜔𝑦2
)    (4.15) 

here, 𝑦 is the distance from the field point to the nearest wall. 

Therefore, 𝜎𝑘, 𝜎𝜔, and 𝛼𝜔 are computed from:  

𝜎𝑘 = 1 [𝐹1𝜎𝑘1 + (1 − 𝐹1)𝜎𝑘2]⁄     (4.16) 

𝜎𝜔 = 1 [𝐹1𝜎𝜔1 + (1 − 𝐹1)𝜎𝜔2]⁄     (4.17) 

𝛼𝜔 = 𝐹1𝛼𝜔1 + (1 − 𝐹1)𝛼𝜔2    (4.18) 

where  

𝛼𝜔1 = 𝛽1 𝛽
∗ − (𝜎𝜔1𝜅

2) √𝛽∗⁄⁄     (4.19) 

𝛼𝜔2 = 𝛽2 𝛽
∗ − (𝜎𝜔2𝜅

2) √𝛽∗⁄⁄     (4.20) 

The constants used in the model are: 

𝜎𝑘1=0.85 𝜎𝜔1=0.5 𝛽1=0.075 

𝜎𝑘1=1.0 𝜎𝜔2=0.856 𝛽2=0.0828 

𝛽∗=0.09 𝜅=0.41 𝑎1=0.31 

4.2.2 Controlled decay SST model  

The controlled decay method interacts with the SST turbulence model by 

modification of the source terms inside 𝑘 and 𝜔 equations as follows: 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝑃𝑘 − 𝛽
∗𝜌𝜔𝑘 + ∇ ∙ [(𝜇 + 𝜎𝑘𝜇𝑡)∇𝑘] + 𝛽

∗𝜌𝜔𝑎𝑚𝑏𝑘𝑎𝑚𝑏  

(4.21) 

𝜕(𝜌𝜔) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝜔) = (𝛼𝜌 𝜇𝑡⁄ )𝑃𝑘 − 𝛽𝜌𝜔
2 + ∇ ∙ [(𝜇 + 𝜎𝜔𝜇𝑡)∇𝜔] +

2𝜌(1 − 𝐹1)
𝜎𝜔2

𝜔
∇𝑘 ∙ ∇𝜔 + 𝛽𝜌𝜔𝑎𝑚𝑏

2    (4.22) 

here, the subtitle “𝑎𝑚𝑏” in source terms 𝛽∗𝜌𝜔𝑎𝑚𝑏𝑘𝑎𝑚𝑏 and 𝛽𝜌𝜔𝑎𝑚𝑏
2 represents the 

turbulent variables in the freestream. 
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4.2.3 γ-Reθt model 

To describe the laminar-turbulent transition, the γ-Reθt model is used. The 

transport equation for the intermittency, 𝛾 , and transition momentum thickness 

Reynolds number, 𝑅𝑒̂𝛩𝑡, are written as follows: 

𝜕(𝜌𝛾) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝛾) = 𝑃𝛾1 − 𝐸𝛾1 + 𝑃𝛾2 − 𝐸𝛾2 + ∇ ∙ [(𝜇 + 𝜇𝑡 𝜎𝛾⁄ )∇𝛾]     (4.23) 

𝜕(𝜌𝑅𝑒̂𝛩𝑡) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑅𝑒̂𝛩𝑡) = 𝑃𝛩𝑡 + ∇ ∙ [𝜎𝛩𝑡(𝜇 + 𝜇𝑡)∇𝑅𝑒̂𝛩𝑡]    (4.24) 

These source terms inside 𝛾 equation are defined as follows: 

𝑃𝛾1 = 𝐶𝑎1𝐹𝑙𝑒𝑛𝑔𝑡ℎ𝜌𝑆(𝛾𝐹𝑜𝑛𝑠𝑒𝑡)
𝐶𝛾3    (4.25) 

𝐸𝛾1 = 𝐶𝑒1𝑃𝛾1𝛾    (4.26) 

𝑃𝛾2 = 𝐶𝑎2𝜌𝛺𝛾𝐹𝑡𝑢𝑟𝑏    (4.27) 

𝐸𝛾2 = 𝐶𝑒2𝑃𝛾2𝛾    (4.28) 

where 𝐹𝑙𝑒𝑛𝑔𝑡ℎ  is an empirical correlation that controls the length of the transition 

region, 𝑆 is the strain rate magnitude and described by: 

𝑆 = √2𝑺: 𝑺    (4.29) 

with  

𝑺 = (∇𝒖 + ∇𝒖𝑇) 2⁄     (4.30) 

The transition onset is controlled by the following functions: 

𝑅𝑒𝜔 =
𝜌𝑦2𝜔

𝜇
    (4.31) 

𝑅𝑇 =
𝜌𝑘

𝜇𝜔
    (4.32) 

𝑅𝑒𝑣 = (𝜌𝑦
2𝑆) 𝜇⁄     (4.33) 

𝐹𝑠𝑢𝑏𝑙𝑎𝑦𝑒𝑟 = 𝑒
−(

𝑅𝑒𝜔
200

)
2

    (4.34) 

𝐹𝑙𝑒𝑛𝑔𝑡ℎ = 𝐹𝑙𝑒𝑛𝑔𝑡ℎ 1(1 − 𝐹𝑠𝑢𝑏𝑙𝑎𝑦𝑒𝑟) + 40.0𝐹𝑠𝑢𝑏𝑙𝑎𝑦𝑒𝑟    (4.35) 

𝐹𝑜𝑛𝑠𝑒𝑡1 =
𝑅𝑒𝑣

2.193𝑅𝑒𝛩𝑐
    (4.36) 

𝐹𝑜𝑛𝑠𝑒𝑡2 = 𝑚𝑖𝑛[𝑚𝑎 𝑥(𝐹𝑜𝑛𝑠𝑒𝑡1, 𝐹𝑜𝑛𝑠𝑒𝑡1
4 ) , 2.0]    (4.37) 
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𝐹𝑜𝑛𝑠𝑒𝑡3 = 𝑚𝑎 𝑥 (1 − (
𝑅𝑇

25
)
3

, 0)    (4.38) 

𝐹𝑜𝑛𝑠𝑒𝑡 = max (𝐹𝑜𝑛𝑠𝑒𝑡2 − 𝐹𝑜𝑛𝑠𝑒𝑡3, 0)    (4.39) 

𝐹𝑡𝑢𝑟𝑏 = 𝑒
−(

𝑅𝑇
4
)
4

    (4.40) 

The source terms inside 𝑅𝑒𝛩𝑡 equation are defined as follows: 

𝑈 = √𝒖 ∙ 𝒖    (4.41) 

𝑡 =
500𝜇

𝜌𝑈2
    (4.42) 

𝛿 =
375𝛺𝜇𝑦𝑅𝑒̂𝛩𝑡

𝜌𝑈2
    (4.43) 

𝜆𝛩 =
𝜌𝛩𝑡

2

𝜇

𝑑𝑈

𝑑𝑠
    (4.44) 

𝑑𝑈

𝑑𝑠
=
𝒖𝒖

𝑈2
: ∇𝒖𝑇    (4.45) 

𝑅𝑒𝛩𝑡 =
𝜌𝑈𝛩𝑡

𝜇
    (4.46) 

𝑃𝛩𝑡 = 𝐶𝛩𝑡
𝜌

𝑡
(𝑅𝑒𝛩𝑡 − 𝑅𝑒̂𝛩𝑡)(1.0 − 𝐹𝛩𝑡)    (4.47) 

    𝐹𝛩𝑡 = 𝑚𝑖𝑛 {𝑚𝑎 𝑥 [𝐹𝑤𝑎𝑘𝑒𝑒
−(

𝑦

𝛿
)
4

, 1.0 − (
𝐶𝑒2𝛾−1

𝐶𝑒2−1
)
2

] , 1.0}    (4.48) 

𝐹𝑤𝑎𝑘𝑒 = 𝑒
−(

𝑅𝑒𝜔
105

)
2

    (4.49) 

where 𝑅𝑒𝛩𝑡  is the onset of the boundary layer transition, 𝐹𝑙𝑒𝑛𝑔𝑡ℎ 1  is an empirical 

factor that controls the length of the transition region. 𝑅𝑒𝛩𝑐 is the activated point to 

match both 𝐹𝑙𝑒𝑛𝑔𝑡ℎ and 𝑅𝑒𝛩𝑡. These empirical correlations are provided by Langtry 

and Menter 

𝑅𝑒𝛩𝑡 = 𝑓1(𝑇𝑢, 𝐹(𝜆𝛩))    (4.50) 

𝐹(𝜆𝛩) = 𝑓2(𝑇𝑢, 𝜆𝛩)    (4.51) 

𝐹𝑙𝑒𝑛𝑔𝑡ℎ 1 = 𝑓3(𝑅𝑒̂𝛩𝑡)    (4.52) 

𝑅𝑒𝛩𝑐 = 𝑓4(𝑅𝑒̂𝛩𝑡)    (4.53) 

The constants for the 𝛾 and 𝑅𝑒̂𝛩𝑡equations are: 
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𝐶𝑎1=2.0 𝐶𝑒1=1.0 𝐶𝛾3=0.5 

𝐶𝑎2=0.06 𝐶𝑒1=50.0 𝜎𝛾=1.0 

𝐶𝛩𝑡=0.03 𝜎𝛩𝑡=2.0  

4.2.4 SST coupled with γ-Reθt model 

The γ-Reθt model interplays with the SST model by modification of the terms 𝑃𝑘 

and 𝛽∗𝜌𝜔𝑘 inside 𝑘 equation as follows: 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝑃𝑘
∗ − 𝐷𝑘

∗  + ∇ ∙ [(𝜇 + 𝜎𝑘𝜇𝑡)∇𝑘]    (4.54) 

𝑃𝑘
∗ = 𝛾𝑒𝑓𝑓𝑃𝑘    (4.55) 

𝐷𝑘
∗ = 𝑚𝑖𝑛[𝑚𝑎𝑥 (𝛾𝑒𝑓𝑓, 0.1),1.0] 𝛽

∗𝜌𝜔𝑘     (4.56) 

where 𝑃𝑘 is the original production term for the SST model and 𝛾𝑒𝑓𝑓 is defined using: 

𝛾𝑠𝑒𝑝 =  𝑚𝑖𝑛 {𝐶𝑠1𝑚𝑎𝑥 [ (
𝑅𝑒𝑣

3.235𝑅𝑒𝛩𝑐
) − 1,0] 𝐹𝑟𝑒𝑎𝑡𝑡𝑐ℎ, 2.0} 𝐹𝛩𝑡    (4.57) 

𝐹𝑟𝑒𝑎𝑡𝑡𝑐ℎ = 𝑒
−(

𝑅𝑇
25
)
4

    (4.58) 

𝛾𝑒𝑓𝑓 = 𝑚𝑎𝑥 (𝛾𝑠𝑒𝑝, 𝛾)    (4.59) 

here,  𝐶𝑠1 is a constant with a value of 2. 

4.2.5 Controlled decay SST coupled with γ-Reθt model 

The controlled decay SST interacts with γ-Reθt model as follows: 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝛾𝑒𝑓𝑓𝑃𝑘 −𝑚𝑖𝑛[𝑚𝑎𝑥 (𝛾𝑒𝑓𝑓, 0.1),1.0] 𝛽
∗𝜌𝜔𝑘 + ∇ ∙

[(𝜇 + 𝜎𝑘𝜇𝑡)∇𝑘] + 𝛽
∗𝜌𝜔𝑎𝑚𝑏𝑘𝑎𝑚𝑏    (4.60) 

𝜕(𝜌𝜔) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝜔) = (𝛼𝜌 𝜇𝑡⁄ )𝑃𝑘 − 𝛽𝜌𝜔
2 + ∇ ∙ [(𝜇 + 𝜎𝜔𝜇𝑡)∇𝜔] +

2𝜌(1 − 𝐹1)
𝜎𝜔2

𝜔
∇𝑘 ∙ ∇𝜔 + 𝛽𝜌𝜔𝑎𝑚𝑏

2    (4.61) 

4.2.6 Realizable 𝒌-epsilon model 

The modelled transport equations for 𝑘 and 𝜀 in the realizable 𝑘-epsilon are: 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝑃𝑘 − 𝜌𝜀 + ∇ ∙ [(𝜇 + 𝜇𝑡 𝜎𝑘⁄ )∇𝑘]    (4.62) 

𝜕(𝜌𝜀) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝜀) = 𝐶1𝜌𝑆𝜀 − 𝐶2𝜌
𝜀2

𝑘+√(𝜀𝜇) 𝜌⁄
 + ∇ ∙ [(𝜇 + 𝜇𝑡 𝜎𝜀⁄ )∇𝜀] (4.63) 

here,  
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𝐶1 = 𝑚𝑎𝑥 (0.43,
𝑆𝑘

𝑆𝑘+5𝜀
)    (4.64) 

and, the eddy viscosity is computed from 

𝜇𝑡 = 𝜌𝐶𝜇
𝑘

𝜀2
    (4.65) 

where 𝐶𝜇 is given by 

𝐶𝜇 =
1

𝐴0+𝐴𝑠
𝑘𝑈∗

𝜀

    (4.66) 

𝑈∗ and 𝐴𝑠 are given by: 

𝑈∗ = √𝑺: 𝑺 +𝑾:𝑾    (4.67) 

𝐴𝑠 = √6cos𝜑    (4.68) 

𝜑 =
1

3
cos−1(√6𝑊̂)    (4.69) 

𝑊̂ =
𝑺∙𝑺𝑇:𝑺𝑇

𝑆̂3
    (4.70) 

𝑆̂ = √𝑺: 𝑺    (4.71) 

The model constants are  

𝐴0=4.04 𝐶2=1.9 𝜎𝑘=1.0 𝜎𝜀=1.2 

4.2.7 Realizable 𝒌-epsilon Delayed Detached Eddy Simulation (DDES) Model 

In the realizable 𝑘-epsilon DDES model, the dissipation term, 𝑌𝑘 = 𝜌𝜀, in 𝑘 

equation is modified: 

𝜕(𝜌𝑘) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝑘) = 𝑃𝑘 − 𝑌𝑘
∗  + ∇ ∙ [(𝜇 + 𝜇𝑡 𝜎𝑘⁄ )∇𝑘]    (4.72) 

with 

𝑌𝑘
∗ =

𝜌𝑘
3
2

𝑙𝑑𝑒𝑠
    (4.73) 

where 

𝑙𝑑𝑒𝑠 = 𝑚𝑖𝑛 (𝑙𝑟𝑘𝑒, 𝑙𝑙𝑒𝑠)    (4.74) 

𝑙𝑟𝑘𝑒 =
𝑘
3
2

𝜀
    (4.75) 

𝑙𝑙𝑒𝑠 = 𝐶𝑑𝑒𝑠Δ𝑚𝑎𝑥    (4.76) 
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here,  Δ𝑚𝑎𝑥  is the maximum edge length of the cell. If 𝑙𝑟𝑘𝑒= 𝑙𝑙𝑒𝑠, 𝑙𝑑𝑒𝑠 is replaced by 

the following functions: 

𝑙𝑑𝑒𝑠 = 𝑙𝑟𝑘𝑒 − 𝑓𝑦𝑚𝑎𝑥(0, 𝑙𝑟𝑘𝑒 − 𝐶𝑑𝑒𝑠Δ𝑚𝑎𝑥)    (4.77) 

𝑓𝑦 = 1 − tanh [(20.0𝑟𝑦)
3
]    (4.78) 

𝑟𝑦 =
(𝜇+𝜇𝑡) 𝜌⁄

√𝒖:𝒖𝜅𝑦2
    (4.79) 

4.3 CAVITATION MODELLING  

The volume fraction transport equation for vapor volume fraction, 𝛼𝑣, is given 

by: 

𝜕(𝜌𝑣𝛼𝑣) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝑣𝛼𝑣𝒖) = 𝑚̇    (4.80) 

The mixture density, 𝜌,  and the mixture flow dynamic viscosity, 𝜇, are defined 

respectively, as: 

𝜌 = 𝛼𝑣𝜌𝑣 + (1 − 𝛼𝑣)𝜌𝑙    (4.81) 

𝜇 = 𝛼𝑣𝜇𝑣 + (1 − 𝛼𝑣)𝜇𝑙   (4.82) 

where 𝜌𝑣 and 𝜌𝑙 are water and vapor density, 𝜇𝑣 and 𝜇𝑙 are water and vapor dynamic 

viscosities, respectively.  

The mass transfer between the liquid and vapor due to the cavitation is modelled 

with a source term,  𝑚̇  in equation (4.80). Neglect the effect of viscosity, non-

condensable gas, surface tension, and second-order derivation, the Rayleigh-Plesset 

equation can be simplified and written as: 

𝑅̇2 = √
2(𝑃𝑟𝑒𝑓−𝑝𝑣)

3𝜌𝑙
    (4.83) 

where 𝑝 is the saturated vapor pressure and 𝑅 is the bubble radius. 

Assume that the distribution of the nucleation inside the flow field is uniform 

and independent of the flow structures, then the relationship between the bubble radius 

𝑅 and vaporous volume fraction 𝛼𝑣 is given by: 

𝛼𝑣 = 𝑛
4𝜋

3
𝑅3    (4.84) 
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where 𝑛 is the number of nucleation per unit volume. Then, the total interphase mass 

transfer rate per unit volume (𝑚̇) is calculated by: 

𝑚̇ = 𝜌𝑣𝛼̇ = 𝑛𝜌𝑣3
4𝜋

3
𝑅2𝑅̇    (4.85) 

Submit 𝑛 given by equations (4.84) and (4.83) into equation (4.85), 𝑚̇ can be 

expressed as: 

𝑚̇ =
3𝜌𝑣𝛼

𝑅
√
2(𝑃𝑟𝑒𝑓−𝑝𝑣)

3𝜌𝑙
    (4.86) 

In the vaporization process, nucleation site density must decrease as the vapor volume 

fraction increases. To model this process, 𝛼 needs to be replaced with (1 − 𝛼)𝛼nuc in 

equation (4.86). Then, the final ZGB cavitation model (Zwart et al., 2004) is presented 

as follows: 

𝑚̇ =

{
 

 𝐹𝑐
3𝛼𝑣𝜌𝑣

𝑅0
√
2

3

(𝑝−𝑝v)

𝜌𝑙
                      𝑝 > 𝑝v

𝐹𝑣
3𝜌𝑣(1−𝛼)𝛼nuc

𝑅0
√
2

3

(𝑝v−𝑝)

𝜌𝑙
         𝑝 < 𝑝v

       (4.87) 

where 𝑝v is the saturated vapor pressure. The initial value of the bubble radius is 𝑅 =

1 𝜇m, the nucleation site of the volume fraction 𝛼nuc = 5 × 10
−4 . By default, the 

empirical condensation and vaporization coefficients 𝐹𝑐 = 0.01  and 𝐹𝑣 = 50.0 , 

respectively. Further optimization for the 𝐹𝑐  and 𝐹𝑣  will be discussed in the result 

validation section. 

4.4 EQUATION OF STATE 

The density of the compressible liquid phase is computed using the Tait equation 

(Egerer et al., 2016; C. Wang et al., 2020): 

𝜌(𝑝)𝑙 = 𝜌𝑙,𝑠𝑎𝑡 (
𝑝+𝐵

𝑝𝑣+𝐵
)
1 𝑁⁄

    (4.88) 

and the corresponding sound speed is defined as  

𝑐(𝑝)𝑙 = √
𝜕𝑝

𝜕𝜌
= √

𝑁

𝜌𝑙,𝑠𝑎𝑡
(𝑝𝑣 + 𝐵) (

𝑝+𝐵

𝑝𝑣+𝐵
)
(𝑁−1) 𝑁⁄

     (4.89) 

where 𝐵 is the water bulk modulus, 3.1 × 108 Pa, 𝜌𝑙,𝑠𝑎𝑡  is the liquid density at 𝑝𝑣 , 

998.18 kg/m3, and 𝑁 is 7.15.  
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The density of the compressible vapor phase using the polytropic equation of 

state (Tong et al., 2022),can be written as: 

𝜌(𝑝)𝑣 = (𝑝 𝐶𝑣⁄ )1 𝑛⁄     (4.90) 

and the corresponding sound speed is: 

𝑐(𝑝)𝑣 = √
𝜕𝑝

𝜕𝜌
= √𝐶𝑣𝑛(𝑝 𝐶𝑣⁄ )(𝑛−1) 𝑛⁄      (4.91) 

where the model constant 𝐶𝑣 can be estimated from a density of 0.017 kg/m3 at 𝑝𝑣. 

The polytropic exponent 𝑛 for an adiabatic assumption is 1.41. 

4.5 SPONGE LAYER CONDITIONS 

Up to date, although the use of the pressure-based method has achieved notable 

success in a wide range of compressible cavitating flows (Li & Vasquez, 2013; 

Brunhart et al., 2020), several unresolved numerical difficulties remain, particularly 

concerning the determination of the inlet and outlet boundary conditions in CFD 

simulations. Typically, such calculations are conducted on a truncated domain of the 

entire system and the standard inlet/outlet boundary conditions may fail to allow the 

flow features to leave the computational domain as physically expected. For that 

reason, artificial treatments of the truncated domains are required at the fluid domain 

edges. In this study, the sponge layer is adopted for its flexibility and simplicity (Mani, 

2012). The set of formulas of the sponge layer based on the pressure and velocity for 

the pressure-based method is given as follows: 

𝜕𝜌 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖) = 𝝈(𝒙)
𝜕𝜌

𝜕𝑝
|
𝑝=𝑝𝑟𝑒𝑓

(𝑝𝑟𝑒𝑓 − 𝑝)     (4.92) 

𝜕(𝜌𝒖) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝒖𝒖 + 𝑝𝑰 − 𝝉) = 𝝈(𝒙)𝜌(𝒖𝑟𝑒𝑓 − 𝒖)     (4.93) 

where the subtitle “ref” refers to a target value of the flow variable and 𝝈(𝒙) is the 

function of the damping coefficient, which is defined as: 

𝝈(𝒙) =
3𝛼𝑝𝑜𝑙(𝒙 𝐿⁄ )

𝛽𝑝𝑜𝑙

2∆𝑡
𝛾𝑝𝑜𝑙

    (4.94) 

Here, 𝛼𝑝𝑜𝑙 = 1.0, 𝛽𝑝𝑜𝑙 = 3.0, 𝛾𝑝𝑜𝑙 = 1.0 and 𝑥 is the distance from the leading 

edge of the sponge layer and 𝐿 is the length of the sponge layer, as shown in Fig. 4.1.  
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Fig. 4.1 Schematic of the sponge layer implementation. 

4.6 NUMERICAL METHOD 

In this section, the governing equations are discretized using the Finite Volume 

Method (FVM) over the collocated unstructured mesh. More specifically, the transient 

term is estimated using a bound second-order implicit or second-order implicit scheme. 

The convective flux can be discretized by a second-upwind scheme. The face pressure 

is estimated by PRESTO! scheme for the multiphase flow while second-order upwind 

for the single-phase flow. 

More attention will be paid to the numerical algorithm for the pressure-based 

multiphase solver with/without consideration of fluid compressibility using the 

predefined macro “DEFINE_LINEARIZED_MASS_TRANSFER” inside the 

ANSYS Fluent platform, see the Appendix. 

4.6.1 Incompressible mixture/VOF model 

Without consideration of fluid compressibility, the fluid densities are constant. 

The numerical algorithm for the mass conservation and volume fraction transport 

equation with linearized source terms is detailed. 

(i) Volume continuity equation 

To guarantee mass conservation and numerical stability, the pressure-correction 

equation is based on the total volume continuity instead of the mass conservation 

equation.  

1

𝜌𝑣
[𝜕(𝜌𝑣𝛼𝑣) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝑣𝛼𝑣𝒖) − 𝑚̇] +

1

𝜌𝑙
[𝜕(𝜌𝑙𝛼𝑙) 𝜕𝑡⁄ + ∇ ∙ (𝜌𝑙𝛼𝑙𝒖) + 𝑚̇] = 0(4.95) 
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Integrating equation (2.98) over a control volume, the discretized form of the volume 

continuity is given by: 

1

𝜌𝑣
(
𝜌𝑣𝛼𝑣−𝜌𝑣𝛼𝑣

0

∆𝑡
𝑑𝑉 + ∑ 𝜌𝑣𝛼𝑣𝒖𝑓𝑨𝑓𝑓 ) +

1

𝜌𝑣
(
𝜌𝑙𝛼𝑙−𝜌𝑙𝛼𝑙

0

∆𝑡
𝑑𝑉 + ∑ 𝜌𝑙𝛼𝑙𝒖𝑓𝑓 𝑨𝑓) =

(
1

𝜌𝑣
−

1

𝜌𝑙
) [𝑚̇∗ − (

𝜕𝑚̇

𝜕𝑝
)
∗
(𝑝∗ − 𝑝v)] + (

𝜕𝑚̇

𝜕𝑝
)
∗

(
1

𝜌𝑣
−

1

𝜌𝑙
)

⏟          
𝑑𝑠 𝑑𝑝⁄

(𝑝 − 𝑝v)                            (4.96) 

where 𝑑𝑉 is the volume of the control cell, 𝑨𝑓 is the face area vector within the control 

volume, 𝜌𝑣𝛼𝑣𝒖𝑓  and 𝜌𝑙𝛼𝑙𝒖𝑓 are the vapor and liquid mass flux, respectively. On the 

collocated grid, the phase mass flux is computed using a Rhie–Chow interpolation.   

More importantly, the 𝑑𝑠 𝑑𝑝⁄  is the linearized mass transfer term related to the 

pressure for the pressure correction equation, which can enhance the numerical 

stability of the cavitation simulation. Inside the 

“DEFINE_LINEARIZED_MASS_TRANSFER” macro, this term corresponds to the 

inner variable, SV_MT_DS_DP.  

(ii) Second phase fraction equation 

In ANSYS Fluent, only the transport equation for the second phase volume 

fraction is solved using the VOF or mixture model. Normally, the vapor phase is set 

to be the second phase. Thus, the vapor volume fraction is obtained with the vapor 

phase continuity equation as presented in equation (4.80). Correspondingly, the 

discretized form of the equation can be written as follows: 

1

𝜌𝑣
(
𝜌𝑣𝛼𝑣−𝜌𝑣𝛼𝑣

0

∆𝑡
𝑑𝑉 + ∑ 𝜌𝑣𝛼𝑣𝒖𝑓𝑨𝑓𝑓 ) =

𝑚̇

𝜌𝑣
𝑑𝑉    (4.97) 

Assume the mass source term 𝑚̇ can be rewritten as the function of 𝛼𝑣 and 𝛼𝑙: 

𝑚̇

𝜌𝑣
= 𝑚̇0 + 𝑆𝑙𝛼𝑙 − 𝑆𝑣𝛼𝑣    (4.98) 

With linearized the mass source term 𝑚̇, the equation (4.98) can be rewritten as: 

1

𝜌𝑣
(
𝜌𝑣𝛼𝑣−𝜌𝑣𝛼𝑣

0

∆𝑡
𝑑𝑉 + ∑ 𝜌𝑣𝛼𝑣𝒖𝑓𝑨𝑓𝑓 ) = (𝑆𝑐 + 𝑆𝑝𝛼𝑣)𝑑𝑉    (4.99) 

where  

{
𝑆𝑐 = 𝑚̇0 + 𝑆𝑙
𝑆𝑝 = −(𝑆𝑣 + 𝑆𝑙)

    (4.100) 
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Here, 𝑆𝑝 is the linear part of the source term 𝑚̇, which is denoted as *lin_to inside 

the “DEFINE_LINEARIZED_MASS_TRANSFER” macro. 𝑆𝑐 is the part of 𝑚̇ 

which cannot be linearized.  

4.6.2 Compressible mixture/VOF model 

In this section, the robust numerical algorithm for the compressible multiphase 

flows to handle fluid compressibility is introduced (Li & Vasquez, 2013). With the 

SIMPLE method, velocity and density fields can be decomposed into two parts as 

follows: 

{
 
 

 
 𝜌𝑣 = (𝜌𝑣

∗ + 𝜌𝑣
′) = 𝜌𝑣

∗ + (
𝜕𝜌𝑣

∗

𝜕𝑝
) 𝑝′

𝜌𝑙 = (𝜌𝑙
∗ + 𝜌𝑙

′) = 𝜌𝑙
∗ + (

𝜕𝜌𝑙
∗

𝜕𝑝
) 𝑝′

𝒖 = (𝒖∗ + 𝒖′)

    (4.101) 

where “∗” indicates the tentative values and “′” indicates the variable correction.  

(i) Volume continuity equation 

Unlike the incompressible pressure-correction equation, the phase mass, 𝜌𝑣𝛼𝑣, 

𝜌𝑙𝛼𝑙 and the phase flux terms, 𝜌𝑣𝛼𝑣𝒖, 𝜌𝑙𝛼𝑙𝒖 are computed by: 

{
 𝜌𝑣𝛼𝑣 = 𝜌𝑣

∗𝛼𝑣 + (
𝜕𝜌𝑣

∗

𝜕𝑝
) 𝑝′𝛼𝑣

𝜌𝑙𝛼𝑙 = 𝜌𝑙
∗𝛼𝑙 + (

𝜕𝜌𝑙
∗

𝜕𝑝
) 𝑝′𝛼𝑙

    (4.102) 

{
 
 

 
  𝜌𝑣𝛼𝑣𝒖 = (𝜌𝑣

∗ + 𝜌𝑣
′)𝛼𝑣(𝒖

∗ + 𝒖′) = 𝜌𝑣
∗𝒖∗𝛼𝑣 + (

𝜕𝜌𝑣
∗

𝜕𝑝
) 𝑝′𝒖∗𝛼𝑣 + 𝜌𝑣

∗𝒖′𝛼𝑣 + 𝜌𝑣
′𝛼𝑣𝒖

′⏟    
high−order

𝜌𝑙𝛼𝑙𝒖 = (𝜌𝑙
∗ + 𝜌𝑙

′)𝛼𝑙(𝒖
∗ + 𝒖′) = 𝜌𝑙

∗𝒖∗𝛼𝑙 + (
𝜕𝜌𝑙

∗

𝜕𝑝
) 𝑝′𝒖∗𝛼𝑙 + 𝜌𝑙

∗𝒖′𝛼𝑙 + 𝜌𝑙
′𝛼𝑙𝒖

′⏟    
high−order

(4.103) 

Normally, the high-order correction terms in the equation are omitted due to their small 

magnitude compared with the other terms and their negligible influence on the 

resolved field. Then the discretized form of the volume continuity can be written as:  

1

𝜌𝑣
(
𝜌𝑣
∗𝛼𝑣

∗+(
𝜕𝜌𝑣

∗

𝜕𝑝
)𝑝′−𝜌𝑣

0𝛼𝑣
0

∆𝑡
𝑑𝑉 + ∑ (𝜌𝑣,𝑓

∗𝒖∗𝛼𝑣 + (
𝜕𝜌𝑣

∗

𝜕𝑝
)
𝑓
𝑝′𝒖∗𝛼𝑣 +𝑓

𝜌𝑣,𝑓
∗𝒖′𝛼𝑣)𝑨𝑓) +

1

𝜌𝑙
(
𝜌𝑙
∗𝛼𝑙

∗+(
𝜕𝜌𝑙

∗

𝜕𝑝
)𝑝′−𝜌𝑙

0𝛼𝑙
0

∆𝑡
𝑑𝑉 + ∑ (𝜌𝑙,𝑓

∗𝒖∗𝛼𝑙 + (
𝜕𝜌𝑙

∗

𝜕𝑝
)
𝑓
𝑝′𝒖∗𝛼𝑙 +𝑓
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𝜌𝑙,𝑓
∗𝒖′𝛼𝑙)𝑨𝑓) = (

1

𝜌𝑣
−

1

𝜌𝑙
) [𝑚̇∗ − (

𝜕𝑚̇

𝜕𝑝
)
∗
(𝑝∗ − 𝑝v)] + (

𝜕𝑚̇

𝜕𝑝
)
∗

(
1

𝜌𝑣
−

1

𝜌𝑙
)

⏟          
𝑑𝑠 𝑑𝑝⁄

(𝑝 − 𝑝v)   

(4.104) 

where 𝜌𝑣,𝑓
∗𝒖∗𝛼𝑣 is the phase mass flux at the cell face. 

The above equation not only couples the pressure and velocity but also involves 

the interaction between the flow field and the mass transfer source term. Note that the 

terms 
𝜕𝜌𝑣

∗

𝜕𝑝
 and 

𝜕𝜌𝑙
∗

𝜕𝑝
 are related to the effect of the vapor and liquid compressibility on 

the pressure correction, respectively. By default, these terms are approximated by the 

upwind scheme. The compressibility-related term in the transient term and mass 

transfer source term can be easily linearized, which can significantly enhance the 

numerical stability without affecting the final solution.  

(ii) Second phase fraction equation 

With consideration of the compressible effect of the second phase, the 

discretized form of the volume fraction equation can be written as follows when the 

second phase is the vapor: 

1

𝜌𝑣
(
𝜌𝑣𝛼𝑣−𝜌𝑣

0𝛼𝑣
0

∆𝑡
𝑑𝑉 + ∑ 𝜌𝑣,𝑓𝛼𝑣𝒖𝑓𝑨𝑓𝑓 ) = (𝑆𝑐 + 𝑆𝑝𝛼𝑣)𝑑𝑉    (4.105) 

The left-hand side of the equation can be rewritten as: 

𝛼𝑣−𝛼𝑣
0

∆𝑡
𝑑𝑉 + ∑ 𝛼𝑣𝒖𝑓𝑨𝑓 = (𝑆𝑐 + 𝑆𝑝𝛼𝑣)𝑑𝑉 +                                                          𝑓                  

{−(
𝜌𝑣−𝜌𝑣

0

𝜌𝑣

𝛼𝑣
0𝑑𝑉

∆𝑡
) + (∑

𝜌𝑣−𝜌𝑣,𝑓

𝜌𝑣
𝛼𝑣𝒖𝑓𝑨𝑓𝑓 )

⏟                        
expansion source

} (4.106) 

where the last term is the expansion source term accounting for the effect of fluid 

compressibility on the volume conservation equation. It is composed of two parts: 

one from the transient term and the other from the advection term.  

4.6.3 Pressure limits 

As we know, the pressure-based solver can provoke an unbounded pressure field, 

e.g. negative pressure field. For the compressible flow, it is necessary to limit the 

pressure since the obtained negative pressure field is out of the predefined range of the 

fluid material. However, limiting the pressure is a challenging numerical issue, which 
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will lead to a decrease in the convergence rate and numerical instability. In the case of 

the multiphase compressible flows, the situation will be more server. As mentioned by 

Li and Vasquez (2013), it is difficult to directly limit the pressure above zero in the 

region where only a negligible amount of gas is present. In such a case, the limitation 

of the pressure must consider the effect of the local flow characteristic. In the sprint of 

the pressure-limited method proposed by Li and Vasquez (2013), the fluid density is 

computed using the barotropic law with a pre-described pressure limit when the local 

pressure turns negative. For instance, the Tait equation for the compressible liquid 

density with the pressure-limited can be rewritten as: 

𝜌(𝑝)𝑙 = 𝜌𝑙,𝑠𝑎𝑡 [
𝑚𝑎𝑥 (𝑝,𝑝𝑙𝑖𝑚)+𝐵

𝑝𝑣+𝐵
]
1 𝑁⁄

    (4.107) 

and the corresponding sound speed with the pressure-limited is defined as  

𝑐(𝑝)𝑙 = √
𝜕𝑝

𝜕𝜌
= √

𝑁

𝜌𝑙,𝑠𝑎𝑡
(𝑝𝑣 + 𝐵) [

𝑚𝑎𝑥 (𝑝,𝑝𝑙𝑖𝑚)+𝐵

𝑝𝑣+𝐵
]
(𝑁−1) 𝑁⁄

     (4.108) 

where  𝑝𝑙𝑖𝑚 is the pre-described pressure limit.  
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Chapter 5: Incompressible cavitation solver 

In this chapter, the validation and verification of the incompressible cavitation 

solver is conducted by using the Rayleigh bubble collapse case. In this case, starting 

with an initial bubble radius of 𝑅0 = 4.0 mm, and a constant pressure of 𝑝∞ = 1.0 bar, 

the bubble collapses under constant pressure, neglecting the effects of viscosity, non-

condensable gas, and surface tension. Based on the obtained numerical results, the 

numerical implementation of the cavitation will be evaluated, and the impact of the 

condensation coefficient on the modeling of the stationary bubble collapse will be 

assessed. 

5.1 THEORETICAL SOLUTION 

The temporal evolution of the bubble radius, 𝑅 , under a constant ambient 

pressure 𝑝∞ can be theoretically derived from the Rayleigh-Plesset equation (Brennen, 

2014). Neglecting viscosity, non-condensational gas, and surface tension, the 

Rayleigh-Plesset equation can be simplified to the Rayleigh bubble collapse equation 

given by: 

𝑅̇2 = −[𝑝∞ − 𝑝𝑣] (1 −
𝑅0
3

𝑅3
)       (5.1) 

where 𝑝𝑣 is the saturated vapor pressure. The collapse time is defined as 𝜏𝐶 =

0.915𝑅0√
𝜌𝑙

𝑝∞−𝑝𝑣
 and the radial profile of the pressure 𝑝(𝑟) as a function of bubble 

radius 𝑅 as: 

𝑝(𝑟) = {
[
𝑅

3𝑟
(
𝑅0
3

𝑅3
− 4) −

𝑅4

3𝑟4
(
𝑅0
3

𝑅3
− 1)] (𝑝∞ − 𝑝𝑣) + 𝑝∞     𝑟 > 𝑅

           𝑝𝑣                                𝑟 < 𝑅
       (5.2) 

Combining equation (5.1) and equation (5.2) yields the theoretical temporal 

evolution of pressure at a fixed observation point during the bubble collapse. Fig. 5.1 

shows the time evolution of the pressure at distances of 0.75𝑅0, 0.5𝑅0, 0.25𝑅0, and 

0.0𝑅0 from the bubble center. Before the interface reaches the observation points, the 

pressure remains constant. However, once the interface reaches the observation point, 

the pressure begins to increase monotonically and eventually approaches infinity as 

the bubble collapses. 
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The collapse time has traditionally been defined as the time at which the radius 

of a bubble approaches zero, as stated in Brennen (2014) and Franc and Michel (2006), 

and denoted as 𝜏𝐶,𝑅→0 . However, Mihatsch (2017) has proposed an alternative 

definition for the collapse time, 𝜏𝐶,𝑝_𝑚𝑎𝑥, which is defined as the time at which the 

highest pressure is recorded in the field. It is worth noting that, based on the theoretical 

solution presented in Fig. 5.1(a), there is no difference between these two definitions. 

Nonetheless, it is not advisable to use 𝜏𝐶,𝑅→0 to define the collapse time due to the 

phenomenon of "dynamic delay," as coined by Bhatt et al. (2015). This refers to the 

numerical phenomenon where the vapor volume fraction can remain at a high value 

for a prolonged period after the highest pressure is recorded. As such, it is more 

appropriate to use 𝜏𝐶,𝑝_𝑚𝑎𝑥 to define the collapse time in this study. 

Mass transfer across the interface is considered to be negligible, as suggested by 

Brennen (2014) and Franc and Michel (2006). Consequently, the flow is governed by 

inertial forces owing to the constant pressure within the bubble, which does not 

dampen the motion of the liquid. Specifically, the theoretical pressure field maintains 

a constant value equal to the saturated vapor pressure inside the bubble, while slightly 

higher values are observed outside the bubble region, as depicted in Fig. 5.1(a). 

Moreover, the theoretical density field is completely occupied by vapor inside the 

bubble and by liquid outside the bubble, as shown in Fig. 5.1(b). Thus, the Rayleigh 

bubble collapse problem's barotropic model can be simplified as:  

𝜌 = {
𝜌𝑙     𝑝 > 𝑝𝑣
𝜌𝑣    𝑝 < 𝑝𝑣

       (5.3) 

which is also known as the cut-off model (T. G. Liu et al., 2004). The theoretical 

𝜌 − 𝑝 trajectory at fixed observation points, as depicted in Fig. 5.1(c), demonstrates 

that the apparent fluid compressibility 𝜕𝜌 ⁄ 𝜕𝑝 in the Eulerian framework approaches 

infinity when the pressure field gets close to the saturated vapor pressure. 
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Fig. 5.1 Theoretical time evolution of pressure p, density ρ (b), and ρ-p (c) trajectory at different 

observation points, in which, the solid black line indicates the time evolution of the bubble interface. 

5.2 NUMERICAL SETUP  

For the bubble collapse case, the computational domain is shown in Fig. 5.2(a) 

composed of a quarter sphere with one element layer, and with a domain radius 100 

times the initial bubble radius 𝑅0. It is discretized with a structured mesh, illustrated 

in Fig. 5.2(b). For the boundary, an axis and symmetry boundary conditions are applied 

to the surface patches shown in Fig. 5.2(a) to obtain the complete spherical bubble. 

Additionally, a fixed pressure value, 𝑝𝑟𝑒𝑓 ≈ 𝑝∞ = 1 bar, is enforced at the outlet 

pressure. 

The initial state of the simulation entails a stationary bubble with a radius of 

𝑅0 = 0.4 (mm). As displayed in Fig. 5.3(a), the vapor volume fraction within the 

bubble is initially set to 1.0, and outside the bubble, it is 0.0. Furthermore, Fig. 5.3(b) 

illustrates that the initial pressure profile within the computational domain's interior 

should comply with equation (5.2) when 𝑅 = 𝑅0. 
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(a) 

 

(b) 

Fig. 5.2 The boundary types of the individual patches (a) and corresponding block mesh topology (b). 

 

(a) 

 

(b) 

Fig. 5.3 Initial vapor volume fraction profile with a sharp interface at R0=0.4 mm (a) and initial 

pressure distribution (b). 

With ANSYS Fluent®, a second-order scheme is used to calculate the spatial 

field to ensure the accuracy of numerical results. Therefore, the second upwind scheme 

with the Minmod function is utilized to compute the transport scalar. In addition, the 

compressive scheme with 𝛽 = 1.0 is used for VOF value construction at the face to 

ensure the boundness of the void volume fraction. To estimate the face pressure, the 

default PRESTO! scheme has been employed. For transient terms, a first-order implicit 

time scheme has been utilized. Furthermore, for velocity flux calculations, the 

momentum-weighted interpolation (MWI) with the Choi correction method has been 

used. Moreover, the PISO scheme is employed for solving the velocity-pressure 

coupling. The absolution residual criteria are set to be 10−6 for all equations to ensure 

a balance between computational efficiency and convergence. To ensure that the 

residual level satisfies the criteria, a maximum of 50 iterations are used for each 

timestep.  
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5.3 MESH SENSITIVITY ASSESSMENT  

Fig. 5.4 shows how the temporal evolution of bubble radius for different 𝐹𝑐 and 

resolutions converge to a single profile when 𝑅0 ∆𝑥⁄  is equal to or greater than 50. 

Similarly, Fig. 5.5 illustrates the temporal evolutions of 𝛼𝑣  concerning 𝑟 𝑅0⁄  for 

various 𝐹𝑐 and resolutions. The obtained results suggest that outcomes independent of 

the mesh resolution can be achieved with 5 × 10−7(s), if 𝑅0 ∆𝑥⁄ ≥ 50. Consequently, 

subsequent analyses rely on numerical results that were obtained using 𝑅0 ∆𝑥⁄ = 100. 
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Fig. 5.4 For time step sizes Δt=5×10-7 s, the time evolution of the bubble radius R(t) for different mass 

transfer coefficients 𝐹𝑐 and mesh resolutions R0/Δx. 

𝑅0 ∆𝑥⁄ = 25 𝐹𝑐 = 0.001  

 

𝑅0 ∆𝑥⁄ = 25 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 25 𝐹𝑐 = 0.1 

 

𝑅0 ∆𝑥⁄ = 50 𝐹𝑐 = 0.001  

 

𝑅0 ∆𝑥⁄ = 50 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 50 𝐹𝑐 = 0.1 
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𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.001  

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.1 

 

Fig. 5.5 Vapor volume fraction αv over the non-dimensional radial location r/R0 and the non-

dimensional time t/τc for different Fc. The evolution of the reconstructed bubble interface is presented 

by the green dashed line, where the instantaneous interface is reconstructed from R=3Vvap/(4π)1/3, and 

Vvap is the volume integration of vapor volume fraction over the entire domain. 

5.4 EFFECTS OF CONDENSATION COEFFICIENT ON THE COLLAPSE 

CHARACTERISTICS 

To demonstrate the effects of 𝐹𝑐 on the collapse characteristics, the evolution of 

the vapor volume fraction 𝛼𝑣 , radial velocity 𝑉𝑟, and the non-dimensional pressure 

field 𝑝/𝑝∞ are depicted in Fig. 5.6. For the smallest 𝐹𝑐 = 0.001, a distinct diffusion of 

the interface is observed to start at 𝑡 𝜏𝑐⁄ = 0.8. This interface diffusion is accompanied 

by an additional flux inside the bubble, as depicted in Fig. 4.6. Following the bubble 

collapse at 𝑡 𝜏𝑐⁄ > 0.92, the vapor volume fraction inside the bubble still shows a high 

value while the mass flux inside the bubble tends to diminish. Conversely, for large 

values such as 𝐹𝑐 = 0.01  or 𝐹𝑐 = 0.1 , the interface sharpness is reasonably well-

preserved until the final collapse stage. In essence, a higher value of 𝐹𝑐 tends to reduce 

the diffusion of the bubble interface, whereas a lower value of 𝐹𝑐 tends to increase the 

diffusion of the interface, causing a reduction in the bubble collapse time. 

Table 5.1 presents the value, time, and location of the maximum pressure 

identified from the contours of pressure. It must be noted that an increase in 𝐹𝑐 results 

in the convergence of 𝜏𝐶,𝑝_𝑚𝑎𝑥 to 𝜏𝐶, as previously defined. This finding agrees well 

with the previous research conducted by Bhatt et al.(2015), Schenke and van Terwisga 

(2017), and Ghahramani et al. (2019). Additionally, the maximum pressure value 

generated at the center of the bubble jumps from 1.09 × 106 (Pa) for 𝐹𝑐 = 0.001, to 

9.84 × 106 (Pa) for 𝐹𝑐 = 0.1, the value of which is proportional to the increases of 𝐹𝑐. 

Fig. 5.7(a) illustrates how the 𝑝 − 𝜌 trajectories are significantly affected by 

different 𝐹𝑐 and observation points. Specifically, at a fixed observation point, the slope 
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of 𝑝 − 𝜌 trajectories rises with an increase of 𝐹𝑐. Conversely, at a constant value of 𝐹𝑐, 

the slope decreases as the bubble approaches. 

Table 5.1 Comparison of the collapse time with different Fc. 

𝐹𝑐 𝑝𝑚𝑎𝑥  𝜏𝐶,𝑝_𝑚𝑎𝑥 𝜏𝑐⁄  𝑟/𝑅0 

0.001 1.09e6 0.92 0.0 

0.01 3.54e6 1.00 0.0 

0.1 9.84e6 1.00 0.0 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.001 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.1 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.001 

 

𝑅0 ∆𝑥⁄ = 25 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.1 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.001 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.01 

 

𝑅0 ∆𝑥⁄ = 100 𝐹𝑐 = 0.1 

 

Fig. 5.6 Non-dimensional pressure p/p∞(top), vapor volume fraction αv (middle), and radial velocity Vr 

(bottom) as a function of the non-dimensional radial distance r/R0 and the non-dimensional time t/τc 

for different Fc. The green dashed line presents the evolution of the reconstructed bubble interface. 
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Fig. 5.7(b) displays the time evolution of the mixture density for various 𝐹𝑐 at 

three distinct observation points. The results indicate that the local phase transition 

rate, 𝜕𝜌 𝜕𝑡⁄ , tends to increase with higher values of 𝐹𝑐. Furthermore, Fig. 5.7(c) shows 

again that the pressure trajectories are significantly influenced by the observation 

point's location and the condensation mass transfer coefficient. Specifically, at a 

constant observation point, the slope, 𝜕𝑝 𝜕𝑡⁄ , rises with increasing 𝐹𝑐. Conversely, at 

a fixed value of 𝐹𝑐, the slope increases as the bubble center is approached. 
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Fig. 5.7 ρ-p trajectories (a), the time evolution of the mixture density ρ (b), and pressure p(c) at the 

different observation points for the different Fc. 

In the spirit of Schenke (2020), it is possible to derive the apparent fluid 

compressibility for a given finite mass transfer model, which is defined in the Eulerian 

reference frame as:  

𝜕𝜌

𝜕𝑝
= −

𝜌Γ+𝛻𝜌∙𝒖

𝜕𝑝 𝜕𝑡⁄
= −

𝛻𝜌∙𝒖

𝜕𝑝 𝜕𝑡⁄
+
(𝜌𝑙−𝜌𝑣)𝛼𝑣(𝐹𝑐

3

𝑅𝐵
√
2

3

(𝑝−𝑝𝑣)

𝜌𝑙
)

𝜕𝑝 𝜕𝑡⁄
    (5.4) 

And in the Lagrangian reference frame is defined as 

𝐷𝜌

𝐷𝑝
= −

𝜕𝜌 𝜕𝑡⁄ +𝒖∙𝛻𝜌

𝜕𝑝 𝜕𝑡⁄ +𝒖∙∇𝑝
=
(𝜌𝑙−𝜌𝑣)𝛼𝑣(𝐹𝑐

3

𝑅𝐵
√
2

3

(𝑝−𝑝𝑣)

𝜌𝑙
)

𝜕𝑝 𝜕𝑡⁄ +𝒖∙∇𝑝
     (5.5) 
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It can be seen as 𝐹𝑐  approaches infinity, both Eulerian and Lagrangian fluid 

compressibility (
𝜕𝜌

𝜕𝑝
 and 

𝐷𝜌

𝐷𝑝
) also approach infinity, leading the model to degenerate to 

the incompressible cutoff model (T. G. Liu et al., 2004). As the mass transfer rate tends 

towards infinity, the corresponding barotropic model assumes the same form as the 

one obtained from the Rayleigh bubble collapse equation. 

Fig. 5.8 demonstrates numerically that the pressure profile converges to the 

theoretical solution as 𝐹𝑐 increases at various observation points. It confirms that the 

mass transfer model would theoretically mimic the equilibrium model if the finite 

transfer rate tended to infinity, and the explicit form of this equilibrium model is the 

incompressible cut-off model (Schenke, 2020; Schenke & van Terwisga, 2017). 
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Fig. 5.8 Comparison between the time evolution pressure 𝑝 at the different observation points and for 

the different mass transfer coefficients Fc. 

5.5 PARTIAL CONCLUSIONS 

In this chapter, the homogeneous mixture model coupled with the TEM has been 

used to investigate the collapse of a single spherical bubble subjected to constant 

pressure. The good agreement between the numerical results and the theoretical 

solution validates the implementation of the incompressible cavitation solver. 

Regarding the cavitation bubble collapse, the results show that the performance of the 

incompressible cavitation model depends on the selection of the empirical 

condensation coefficient, 𝐹𝑐. A decrease of 𝐹𝑐 tends to increase the diffusion of the 

interface and to reduce the bubble collapse time. Furthermore, in comparison with the 

theoretical solution, an increase of 𝐹𝑐  tends to generate more precise results. As 𝐹𝑐 

increases to infinity, the apparent fluid compressibility also tends to approach infinity 

and the results evolve to the ones predicted by the cut-off model, which is consistent 

with the barotropic model derived from the Rayleigh bubble collapse.  
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Chapter 6: Compressible cavitation solver 

In Chapter 6, a comprehensive assessment of the sponge layer is conducted using 

the 1-D test case (Toro, 2009; Schmidt, 2015) and the impacts of several key factors, 

including tunable parameters, timestep, sponge layer length, and sound speed on the 

performance of the sponge layer are detailed. Furthermore, the guide for designing the 

sponge layer is proposed and validated in 2-D test cases. Next, in the following section, 

we validate the implemented compressible cavitation model using the 1-D and 2-D test 

cases. When possible, the obtained solution is compared with analytical results to 

validate the compressible cavitation solver. 

6.1 SPONGE LAYER OPTIMIZATION 

6.1.1 Compressible liquid Sod shock tube problem 

Similar to Schmidt (2015), the case of a compressible liquid Sod shock tube has 

been used to reproduce the spurious reflections of pressure waves when the normal 

static pressure boundary conditions are imposed at the edge of the truncated domain. 

The tube with a length of 𝐿𝑡𝑢𝑏𝑒  = 0.8 m is considered which is filled with 

compressible liquid. The tube is initially divided into two regions, each with a length 

of 𝐿𝑡𝑢𝑏𝑒/2, with different pressures. On the left side, the pressure is 𝑝𝐿𝑒𝑓𝑡 = 1.0 bar 

while on the right side is 𝑝𝑅𝑖𝑔ℎ𝑡 = 0.01 bar. The flow is initially at rest and the 

densities on both sides are determined by equation (4.88). 

The numerical domain is discretized into 800 uniform cells. Free-slip wall 

boundary conditions are employed both at the top and bottom faces, while static 

pressure boundary conditions are applied at both the left and right edges of the tube. 

Fig. 6.1 illustrates the comparison between the theoretical evolution of the flow field 

(Toro, 2009) and the results obtained from numerical simulations using static pressure 

boundary conditions. It can be seen that the flow variables, such as pressure and 

velocity, fail to leave the domain at the instant 𝑡4 = 90 ∆𝑡 and lead to an inaccurate 

distribution of the flow properties.  
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Fig. 6.1 A comparison between theoretical and numerical dimensionless pressures and velocities at 

four instants, where Δt=5×10-6 s. 

The reflection coefficient 𝜂 , defined as the amplitude ratio of the reflected 

pressure to the incident pressure (Mani, 2012), is used to quantify the reflections as 

defined by: 

𝜂 = |
𝑝𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑−𝑝𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡

𝑝𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡
|    (6.1) 

where 𝑝𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 is the incident pressure and 𝑝𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑 is the reflected pressure. In this 

study, the 𝑝incident and 𝑝reflected can be estimated from the pressure profile, as 

shown in Fig. 6.2. At instant 𝑡 = 90 ∆𝑡, the pressure recorded at 𝑥 = 0.3 m (marked 
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with a circle) can be considered as the reflected pressure. Simultaneously, the 

pressure recorded at 𝑥 = 0 represents the incident pressure. Based on the pressure 

profile presented in Fig. 5.1, the reflection coefficient 𝜂 using the static pressure 

boundary conditions is determined to be 0.98.  
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Fig. 6.2 Estimate the reflection coefficient from the result using static pressure boundary condition. 

6.1.1 Effects of sponge layer length, time step, and sound speed 

Fig. 6.3 displays the schematic of the numerical configuration considering two 

sponge layers, extended at the end of the computational domain each with a length 

L = 0.1 m. Furthermore, pressure boundary conditions with specified target values 

(𝑝ref, 𝑢ref) have been applied to both the left and right sides of the computational 

domain.  
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Fig. 6.3 Schematic of the computational domain with two 0.1 m sponge layers. 

Until this point, the study has maintained a constant sponge layer length of 

𝐿 = 0.1  m and a constant sound speed, as depicted in Fig. 6.3. However, as 

mentioned in the investigations of several authors (Bodony, 2006; Mani, 2012; Gill 

et al., 2015), the performance of the sponge layer is proved to be affected by 

variations in both L and c. In this section, the effects of L, c, and ∆𝑡  on the 

performance of the new proposed sponge profile are presented. 

Fig. 6.4 presents the dimensionless pressure profile, 𝑝/𝑝𝐿𝑒𝑓𝑡 , at a selected 

instant for different L, and the corresponding reflection coefficients are compared in 
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Fig. 6.5. It can be seen that the curves of the reflection coefficient obtained from 

various profiles of the damping coefficient collapse into a single curve as a function 

of 𝐿 . An increase in t 𝐿  leads to a reduction of 𝜂  in agreement with the design 

guideline advised by Mani (Mani 2012). 
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Fig. 6.4 Numerically obtained dimensionless pressure, p/pLeft, at instant t=110Δt with different 

sponge layer lengths 𝐿. 
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Fig. 6.5 The computed reflection coefficient for various parameter combinations with different 

sponge layer lengths 𝐿. 

In the cases of 𝐿 = 0.01 m, Fig. 6.6 presents the 𝑝/𝑝𝐿𝑒𝑓𝑡 profile at a selected 

instant with varying ∆𝑡 and the corresponding reflection coefficient are compared in 

Fig. 6.7. It is evident that the reflection coefficient is influenced by ∆𝑡. As expected, 

increasing ∆𝑡  results in a rise in 𝜂  which suggests that the reduction in ∆𝑡  can 

improve the performance of the sponge layer approach. 



 

76 Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

-0.4 -0.2 0.0 0.2 0.4

0

50

100

150

200  L/(ct) =   1.34  L = 0.01(m)  t = 5.0
−

(s)

 L/(ct) =   2.68  L = 0.01(m)  t = 2.5
−

(s)

 L/(ct) =   6.71  L = 0.01(m)  t = 1.0
−

(s)

 

x (m)

p
*
=p

incident
p

/p
L

ef
t

0.3

preflected

 

Fig. 6.6 Numerically obtained dimensionless pressure p/pLeft at instant t=110Δt with different 

time step ∆𝑡. 
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Fig. 6.7 The computed reflection coefficient for different Δt with 𝐿=0.01 m. 

In the cases of 𝐿 = 0.01 m, Fig. 6.8 illustrates the obtained dimensionless 

pressure profile 𝑝/𝑝𝐿𝑒𝑓𝑡  at a selected instant with different 𝑐. Fig. 6.9 presents a 

comparison of the corresponding reflection coefficients where it can be seen that 

they are a function of 𝑐. Keeping ∆𝑡 and L constant, an increase of 𝑐 leads to an 

increase of 𝜂, which suggests that lower values in 𝑐 could potentially enhance the 

performance. 
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Fig. 6.8 Numerically obtained dimensionless pressure p/pLeft at instant t=110Δt with different 𝑐. 
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Fig. 6.9 The computed reflection coefficient with different 𝑐. 

To summarize the effects of 𝐿, ∆𝑡, and 𝑐 , a new dimensionless parameter, 

𝐿/𝑐∆𝑡 has been introduced. Fig. 6.10 presents the 𝜂 presented in Fig. 6.6, Fig. 6.8, 

and Fig. 6.9 as a function of 𝐿/𝑐∆𝑡 where the collapse of the different lines onto the 

same linear profile indicates that 𝜂 is an exponential function of 𝐿/𝑐∆𝑡. Moreover, it 

can be seen that an increase in 𝐿/𝑐∆𝑡 tends to provoke a lower 𝜂. Normally, the 

damping effect on the reflecting pressure is determined by two factors: (i) the overall 

damping strength within the sponge layer and (ii) the residence time of the reflecting 

pressure staying inside the sponge layer. As a result, higher values of 𝐿 /𝑐∆𝑡 

correspond to larger damping strengths or residence times, which can effectively 

reduce the amplitude of the reflecting pressure. As depicted in Fig. 6.10, the lowest 
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values of 𝜂 < 0.1% can be achieved if 𝐿/ 𝑐∆𝑡 > 6. This criterion will be used in the 

following sections.  
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Fig. 6.10 The computed reflection coefficient for different L/cΔt. 

 

6.2 VALIDATION OF COMPRESSIBLE CAVITATION SOLVER 

6.2.1 Case 1: 1-D two-phase time-dependent test case 

In this section, the compressible cavitation model is used to describe the fall of 

the density below the value of the saturated liquid by enforcing two symmetry 

expansion waves. Similar to the numerical setup given by Schmidt (2015), the domain 

is given by a 1-D tube with a length of 1 m. At time 𝑡=0 s, the tube is full of pure liquid 

water, and a constant pressure 𝑝=0.9 bar. The velocity field is assumed to jump at 

𝑥=0.5 m from 𝑢𝐿=-10 m/s to 𝑢𝑅=10 m/s. These conditions can force the phase change 

to occur. Furthermore, the domain was divided into 1000 cells and the time integration 

was performed with the first-order implicit scheme with ∆𝑡=1∙10-7 s. 

To verify the implementation of the compressible cavitation model, the current 

numerical results are compared with the numerical results obtained by Schmidt (2015). 

Fig. 6.11 presents the pressure, velocity, vapor volume fraction, and sound speed 

distribution along the tube at time 𝑡 =1.5∙10-4 s in the simulations using the 

compressible cavitation model and the simulation by Schmidt (2015). No oscillation 

around the region with a high gradient can be seen. Furthermore, the distribution of 

the flow fields along the tube is almost identical between the current simulations and 

the reference simulation. This agreement for the flow field distribution demonstrates 

the validity of the implemented compressible cavitation model. 
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Fig. 6.11 Flow quantities at time 𝑡=1.5∙10-4 s for the 1-D two-phase time-dependent case. 

6.2.2 Case 2: 2-D cavitation bubble collapse  

The collapse of a spherical bubble in ambient pressure. The computational 

domain and boundary conditions for the case are shown in Fig. 6.12(a). The 

computational domain is composed of a quarter sphere with one element layer and a 

domain radius 50 times the initial bubble radius. To minimize the computational cost, 

a 2D axisymmetric simulation is conducted. For far-field boundary conditions, all of 

the variables are set to a fixed value, except for the velocity for which the zero-gradient 

boundary condition is used. An optimal sponge layer with a length of 0.01 m is 

imposed at the outlet using a polynomial profile damping function with 𝛼𝑝𝑜𝑙 = 1.0, 

𝛽𝑝𝑜𝑙 = 3.0, and 𝛾𝑝𝑜𝑙 = 1.0. Note that the value of  𝐿/𝑐∆𝑡 is larger than 6. 

The initial radius of the bubble, R0, is 0.4 mm which was resolved with 50 cells 

and the time integration was performed with the first-order implicit scheme with 

∆𝑡 =5×10-7 s. Furthermore, the initial pressure profile within the interior of the 

computational domain should comply with the following equation when 𝑅 = 𝑅0: 

𝑝(𝑟) = {
[
𝑅

3𝑟
(
𝑅0
3

𝑅3
− 4) −

𝑅4

3𝑟4
(
𝑅0
3

𝑅3
− 1)] (𝑝∞ − 𝑝𝑣) + 𝑝∞     𝑟 > 𝑅

           𝑝𝑉                                𝑟 < 𝑅
    (6.2) 
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where 𝑅  is the radius of the bubble, 𝑝∞  is the ambient pressure, 𝑝𝑣  is the vapor 

pressure. Here, according to Franc and Michel (2006), the collapse time is defined as 

𝜏𝑐 = 0.915𝑅0√
𝜌𝑙

𝑝∞−𝑝𝑣
. Fig. 6.12(b) and Fig. 6.12(c) show the initial conditions for 

vapor volume fraction and pressure, respectively. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 6.12 Bubble collapse simulation, computational domain, boundary conditions (a), initial 

conditions of vapor volume fraction (b), and pressure (c). 

The exact solution of a sphere of vapor subjected to compression due to the 

surrounding high-pressure liquid has been well established (Brennen, 2014; 

Koukouvinis et al., 2016; Trummler et al., 2021). In Fig. 6.13, a comparison between 

the time evolution of the radius of a bubble with and without the sponge layer is 

presented. It can be seen that without a sponge layer, the unphysical evolution of the 

bubble radius occurs at 𝑡 𝜏𝑐⁄ = 1.8 after the first rebound of the bubble, as shown in 

Fig. 6.13. With the sponge layer, the spurious profile in the evolution of the bubble 

radius is eliminated and the corresponding results are in better agreement with the 

theoretical prediction (Koukouvinis et al., 2016; Trummler et al., 2021).  
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Fig. 6.13 Time evolution of the radius of a bubble. 
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To assess the performance of the sponge layer, the radial profile of the pressure 

field with or without the sponge layer has been presented at different times in Fig. 6.14. 

As shown in Fig. 6.14(a) and Fig. 6.14(b), a pressure wave is formed and propagates 

outside from the bubble center after the bubble rebound (𝑡 > 𝜏𝑐) and the maximum 

value of pressure fronts decreases as 1 𝑟⁄ . Without a sponge layer, the pressure wave 

is reflected when it approaches the fixed pressure boundary condition and causes a 

spurious profile of the pressure field inside the computational domain, as depicted in 

Fig. 6.14(c). It is believed that this spurious pressure is the source of the unphysical 

evolution of the bubble radius as presented in Fig 6.14. In contrast, by using the 

proposed sponge layer, the reflected pressure wave has been well dampened and the 

profile of the pressure inside the region of interest is unaffected by the fixed boundary 

condition. It supports that using the sponge layer with an optimized damping function 

can significantly suppress the reflection of the pressure and guarantee a reasonable 

profile of the flow field inside the region of interest. 
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Fig. 6.14 Numerically obtained pressure 𝑝 at times of (a) t/τc=1.22, (b) t/τc=1.35 and (c) t/τc=1.89 

with sponge layer and t/τc=1.62 without damping function. 
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6.2.3 Case 3: Cavitating vortex steet flow over a circular cylinder 

The present simulations for non-cavitating or cavitating flow over a stationary 

cylinder are performed in a large computational domain with -50 ≤ x/D ≤ 50 and -50 

≤ y/D ≤ 50 to avoid the effect of the domain size, as depicted in Fig. 6.15. The cylinder 

is located at (0, 0) and the number of grid points in the circumferential, radial direction 

are 480 and 220, respectively. The symbol, 𝜃, represents an angle on the cylinder 

surface measured from its front stagnation point. We use the inflow condition of u = 

uref and the pressure condition of p = 𝑝𝑟𝑒𝑓 on the boundaries of x/D = -50 and x/D = 

50, respectively, while using the symmetry condition on the top and bottom 

boundaries. 

 

 

(a) (b) 

Fig. 6.15 Computational meshes around a circular cylinder: (a) whole domain and (b) region near 

the circular cylinder. 

The formulas of drag and lift coefficients, denoted as 𝐶𝐷 and 𝐶𝐿, can be defined 

as: 

𝐶𝐷 =
𝐹𝑥

1

2
𝜌𝑙𝑈𝑟𝑒𝑓

2𝐷
    (5.3a) 

𝐶𝐿 =
𝐹𝑦

1

2
𝜌𝑙𝑟𝑒𝑓

2𝐷
    (5.3b) 

where 𝐹𝑥 and 𝐹𝑦 are the streamwise and transverse components of the force acting on 

the surface, respectively, 𝑈𝑟𝑒𝑓 is the free-stream velocity, 𝜌𝑙 is the liquid density, and 

𝐷 is the cylinder diameter. 
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The present approach is tested for a stationary cylinder immersed in liquid water 

at 𝑅𝑒 = 200, referring to the previous studies (Braza et al., 1986; Ding et al., 2007; Seo 

et al., 2008; Harichandan & Roy, 2012; Qu et al., 2013; Gnanaskandan & Mahesh, 

2016b; K. H. Kim & Choi, 2019; Hong & Son, 2021) for unsteady vortex shedding. 

Vortices are generated on the cylinder surface and detach alternatively from its upper 

and lower surfaces. As shown in Fig. 6.16, the oscillating flow around the cylinder 

results in fluctuations in the drag and lift coefficients, 𝐶𝐷, and 𝐶𝐿. The time-averaged 

of 𝐶𝐷, denoted as 𝐶𝐷,𝑎𝑣, the maximum of 𝐶𝐿, denoted as 𝐶𝐿,𝑚𝑎𝑥, and 𝑆𝑡 are listed in 

Table 6.1. The present results match well with the previously published data using 

different meshes and methods. 

 

Fig. 6.16 The history of CD and CL at the non-cavitation regime. 

Table 6.1 Comparison of CD,av, CL,max, and St for a circular cylinder at Re = 200 without cavitation. 

 𝐶𝐷,𝑎𝑣 𝐶𝐿,𝑚𝑎𝑥  𝑆𝑡 

Braza et al. (1986) 1.40 0.75 0.20 

Ding et al. (2007) 1.35 0.66 0.196 

Seo et al. (2008) 1.08 0.60 0.19 

Harichandan and Roy (2012) 1.32 0.60 0.194 

Qu et al. (2013) 1.32 0.66 0.196 

Gnanaskandan et al. (2016b) - - 0.198 

Kim and Choi (2019) 1.35 0.70 0.197 

Hong and Son (2021) 1.32 0.66 0.194 
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Present 1.32 0.65 0.194 

Simulations are extended to cavitating flows at σ = 1.0, As shown in Fig. 6.17, 

the oscillating flow around the cylinder results in fluctuations in the drag and lift 

coefficients, 𝐶𝐷, and 𝐶𝐿 at σ = 1.0. The corresponding 𝐶𝐷,𝑎𝑣, 𝐶𝐿,𝑚𝑎𝑥, and 𝑆𝑡 are listed 

in Table 6.2. As the liquid pressure decreases to 𝑝𝑣, cavitation occurs around the lateral 

surface of the cylinder and then the vaporous bubble detaches from the cylinder surface 

and travels with shedding vortices. As the velocity divergence or dilatation effect due 

to cavitation elongates and weakens the shedding vortices (Gnanaskandan & Mahesh, 

2016b), the computed shedding frequencies are reduced to St = 0.17 for σ =1.0, which 

are comparable to the corresponding predictions of St = 0.160 reported by Seo et al. 

(2008) and Gnanaskandan and Mahesh (2016b), and St = 0.177 reported by Hong and 

Son (2021). Moreover, Fig. 6.18 compares the instantaneous vorticity contour colored 

with vapor volume fraction at 𝜎=1.0 obtained by Gnanaskandan and Mahesh (2016b) 

and the present method, showing comparable results.  

 

Fig. 6.17 The history of CD and CL at σ = 1.0. 

Table 6.2 Comparison of CD,av, CL,max, and St for a circular cylinder at Re = 200 with 𝜎=1.0. 

 𝐶𝐷,𝑎𝑣 𝐶𝐿,𝑚𝑎𝑥  𝑆𝑡 

Seo et al. (2008) 1.08 0.42 0.16 

Gnanaskandan and Mahesh (2016b) 1.10 0.56 0.16 

Hong and Son (2021) - - 0.177 

Present 1.22 0.30 0.17 
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(a) 

Fig. 6.18 Comparison of the instantaneous vorticity contour colored with vapor volume fraction at 

𝜎=1.0: (a) Gnanaskandan and Mahesh (2016b) and (b) the present method. 

6.3 PARTIAL CONCLUSIONS 

In this chapter, the implemented compressible cavitation solver coupled with the 

sponge layer boundary conditions has been validated and verified. Concerning the 

sponge layer boundary condition, it has been found that as long as the dimensionless 

parameter,  𝐿/(𝑐∆𝑡), falls below 6, the sponge layer can effectively absorb the pressure 

reflection at the truncated boundary edge. Furthermore, the compressible cavitation 

model has been successfully applied to simulate both the cavitation bubble collapse 

and the vortex shedding behind the circular cylinder. The results obtained from the 

present compressible cavitation model are generally in line with analytical solutions 

or previously published data which confirms its capability to simulate the cavitating 

flow with consideration of the fluid compressibility. 
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Chapter 7: Fluid compressibility effects on 

cavitating vortex street flow 

Chapter 7 contains the numerical simulation of the cavitating flow behind the 

wedge using the incompressible and compressible cavitation solver and demonstrates 

the influence of fluid compressibility on the dynamics of the cavitating wake. The 

simulating flow behind the wedge is based on the experiment conducted by Wu et al. 

(2021), where a wedge with an apex angle of 15º is mounted in a cavitation tunnel. 

The variation in the profile of the time-resolved void-fraction field and vortex shedding 

frequency at different cavitation numbers allow for a qualitative comparison against 

the results obtained by the incompressible and compressible cavitation solvers. The 

influence of fluid compressibility on the dynamics of the cavitating vortex street flow 

behind the wedge will be discussed. 

7.1 NUMERICAL SETUP 

7.1.1 Computational domain and boundary conditions 

Fig. 7.1 shows the dimensions of the computational domain. The cross-section, 

the geometry of the wedge, and its position are in line with the experimental setup 

from Wu et al. (2021). The cross-section of the tunnel is square and its width is 4D, 

where D is the height of the wedge base and is equal to 0.019 m. The span of the wedge 

is 4D. For the incompressible cavitation case, the inlet is located 13.5D upstream from 

the base and the outlet is 19.5D downstream from the base. For the compressible 

cavitating simulation, the inlet is located 25.9 D upstream from the base and the outlet 

is 36.6 D downstream from the base. 

The flow around the wedge is simulated using the DDES model to capture the 

globally unstable flow characteristic. Such flow has the feature that the turbulence in 

the separated zone is independent of the turbulence within the incoming attached 

boundary layer (Menter, 2015). This flow feature can significantly reduce the mesh 

resolution. Following the suggestions provided by ANSYS Fluent (Menter, 2015), 

more than 20 cells per characteristic length, D, is sufficient to resolve the main flow 

instability. Furthermore, the isotropic cell (Δx= Δy= Δz) is used in the area near the 

trailing edge of the wedge to avoid the numerical error resulting from the large aspect 
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ratio. To assess the effects of mesh refinement on numerical simulations, three meshes 

with different refinements as listed in Table 7.1 are tested. The topology of mesh M1 

around the wedge is depicted in Fig. 7.1(b) and 7.1(c). 

 (a) 

(b) 

 

  

(c) 

Fig. 7.1 Computational domain for incompressible cavitation model (a) and compressible 

cavitation model (b) and the mesh topology around the wedge: side view and top view of the mesh 

around the wedge (c). 
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Table 7.1 Characteristic of the mesh in the computational domain. 

Name  Cells 𝐷/Δx 

M1 1.39×106 20 

M2 2.75×106 26 

M3 4.13×106 30 

 

For the non-cavitating case, the uniform inflow velocity boundary condition, Uref 

=6 m/s, is used at the inlet and the outlet boundary condition at the outlet, as shown in 

Fig. 7.2(a). For σ=1.9, the corresponding total pressure boundary condition is specified 

at the inlet and the fixed mass flowrate boundary condition at the outlet. To absorb the 

possible reflected pressure wave generated by the compressible fluid material, the 

sponge layer (Mani, 2012) is added at the inlet and outlet area, as depicted in Fig. 

7.2(b). The boundary conditions for different operating conditions are detailed in Table 

7.2. 

 

(a) 
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(b) 

Fig. 7.2 The boundary condition for the cavitating flow behind the wedge using incompressible (a) 

and compressible (b) cavitation models. 

 

Table 7.2 The boundary conditions at different operating conditions. 

σ Inlet 

boundary  

Value Outlet 

boundary  

Value Top 

wall 

Bottle 

wall 

Other 

walls 

Non-cavitation Fixed 

velocity 

6 m/s Outlet - FSW FSW NSW 

1.9  Total 

pressure 

54540 Pa Mass 

flowrate 

34.656 kg/s FSW FSW NSW 

Free slip wall: FSW     No slip wall: NSW 

All the simulations have been run with ANSYS Fluent using the BCD (bounded 

Central Difference) advected scheme and a time step of Δt =5×10-5 s where the 

corresponding advected CFL is below 1 behind the wedge.  

7.2 VERIFICATION AND VALIDATION  

7.2.1 Verification  

Fig. 7.3 shows the lift history in the frequency domain using FFT for different 

grid refinements at non-cavitation conditions. It can be seen the frequency of the first 

harmonic converges to the same value which is independent of the mesh number even 

when the coarse mesh is used. Therefore, to save computational resources, the mesh 

M1 is used in the following analysis.  
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Fig. 7.3 The lift coefficient spectra for three different mesh refinements in the case of the non-

cavitating. 

7.2.2 Validation: non-cavitating case 

As presented in Fig. 7.4, using mesh M1, the first harmonic frequency of 91 Hz 

corresponding to the vortex shedding frequency is in good agreement with the value 

of 90 Hz obtained by Wu et al. (2021). Furthermore, the distribution of the numerically 

obtained Cp on the surface of the wedge is given in Fig. 7.4. Here, the y=±0.5D are the 

vertices at the trailing edge. It can be seen that, at the centerline of the base of the 

wedge, the numerical Cp of -1.5 aligns well with the experimental value of -1.5 

reported by Wu et al. (2021). 

 

Fig. 7.4 The distribution of the mean pressure coefficient around the surface of the wedge at the 

non-cavitating condition. 
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Therefore, it can be concluded that, in the non-cavitating case, the current 

numerical solution of the unsteady flow field provides a reasonable resemblance to the 

flow condition in the experiment by Wu et al. (2021). 

7.3 FLUID COMPRESSIBILITY EFFECTS  

Using the validated incompressible and compressible cavitation modellings 

presented in Chapter 4, the cavitating wake behind the wedge at Uref=6 m/s and σ=1.9, 

is investigated numerically to demonstrate the effects of fluid compressibility on the 

dynamics of the cavitating vortex shedding behind the wedge.  

7.3.1 Pressure on the wedge surface 

Fig. 7.5 compares the mean pressure coefficient on the wedge surface using 

incompressible and compressible cavitation solvers. There is an indistinguishable 

difference in the distributions of Cp obtained by both incompressible and compressible 

cavitation solvers. As can be seen in Fig. 7.5, the centerline of the base of the wedge, 

the numerical Cp of -1.4 is in good agreement with the value of -1.45 calculated by Wu 

et al. (2021).   

 

Fig. 7.5 The distribution of the mean pressure coefficient around the surface of the wedge using 

incompressible and compressible cavitation model at σ = 1.9. 

7.3.2 Unsteady loads on the wedge surface 

For comparison, Fig. 7.6 shows the 𝐶𝐿  history and its spectra for σ=1.9 with 

different cavitation solvers. It can be seen that both cavitation solvers give the same 

value of 210 Hz in the first harmonic frequency, which corresponds to the vortex 

shedding frequency behind the wedge. Such value is in good agreement with the 

dominant frequency reported by Wu et al. As shown in Fig. 7.6(b), for the lower 

frequencies (f<800 Hz), the profiles of the spectra obtained with different cavitation 
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solvers are quite similar. However, at high frequencies (f>1000 Hz), the spectra 

obtained with the incompressible cavitation solver provoke a lower value in the 

amplitude against the frequencies. Similar results are also observed in the investigation 

of cloud cavitation around the hydrofoil conducted by Wang et al. (2020).  

(a) 

(b) 

Fig. 7.6 Lift history (a) and its spectra (b) for σ = 1.9 with incompressible (Incomp.) and 

compressible (Comp.) cavitation models. 

7.3.3 Cavity structures 

Fig. 7.7 shows the comparison of the numerically obtained cavity structures 

inside the shed vortices obtained by incompressible and compressible cavitation 

solvers with the experimental observation by Wu et al. (2021) at σ=1.9. As anticipated, 

the first few pairs of spanwise vortex cores are filled with vapor, and these cavity 

structures are advected downstream. Furthermore, the relative positions of the vortex 
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spacings obtained with the incompressible and compressible cavitation models are 

quite similar and align with the experimental observation by Wu et al. (2021). 

                    (a) 

                    (b) 

                    (c)          Vortivity 

Fig. 7.7 Comparisons of the experimentally (a) and numerically obtained cavity structures 

(represented with αv =0.05) inside the vortices (displayed with Q/Qmax=0.25) using incompressible 

(b) and compressible (c) cavitation model at σ = 1.9. 

 

Fig. 7.8 shows periodic shedding of the instantaneous void fraction field 

corresponding to the first harmonic frequency with incompressible (Incomp.) and 

compressible (Comp.) cavitation solvers at σ=1.9. For comparison, Fig. 7.8 also 
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includes the experimental images reported by Wu et al. (2021) using time-resolved X-

ray densitometry. The evolution of the cavity structures suggests that the periodic 

shedding is governed by the alternating shedding vortex street behind the wedge. In 

each period of shedding, a cavity starts to form and fill the center of the shed vortex. 

Then, the cavitating vortex is shed from the trailing edge and advected from the 

attached boundary layer. The alternating cavitating shedding vortices form the vortex 

street behind the wedge. The comparison between numerical results using 

incompressible and compressible cavitation solvers and the experiment indicates that 

both cavitation solvers can capture the main flow characteristic of the cavity structure 

in the experiment. In the simulation with both cavitation solvers, the cavity structures 

grow to a size that is comparable to the size of the cavity length in the experimental 

image (as indicated in Fig. 7.8(a) and Fig. 7.8(c)). 

  

  

  

(a)t0: t= t0 (b)t1: t= t0+3 ms 
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(c)t2: t= t0+5 ms (d)t3: t= t0+8 ms 

 

 

 

 

 

 

 

(e)t4: t= t0+10 ms  

Fig. 7.8 Comparisons of the experimentally (J. Wu et al., 2021) and numerically obtained void-

fraction series of cavitating wake using incompressible (Incomp.) and compressible (Comp.) 

cavitation model at σ = 1.9. 

Fig. 7.9 shows the time average void fraction field with incompressible 

(Incomp.) and compressible (Comp.) cavitation solvers at σ=1.9. For comparison, Fig. 

7.9 also includes the experimental results reported by Wu et al. (2021). It can be seen 

that the simulations with two different cavitation solvers produce almost 

indistinguishable mean and RMS. void fraction fields behind the wedge at σ = 1.9. The 

shape of mean cavity structures obtained numerically is comparable to the pattern in 

the experimental image found by Wu et al. (2021). Note that, there is a downstream 

offset in the mean and RMS void fraction fields between the numerical and the 

experimental results. It is believed that this offset may result from the insufficient 

resolution of the locally unstable flow structures within the detachment area.  
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Fig. 7.9 Comparisons of the experimentally (J. Wu et al., 2021) and numerically obtained time 

average (a) and RMS (b) void-fraction fields using incompressible (Incomp.) and compressible 

(Comp.) cavitation models at σ = 1.9. 

7.4 PARTIAL CONCLUSIONS  

In this chapter, the numerical results predicted by the incompressible and 

compressible cavitation model are compared to assess the effects of the fluid 

compressibility on the characteristics and dynamics of the cavitating flow behind the 

wedge. For validation, the experimental results obtained by Wu et al. (2021) have been 

taken as a reference. 

It has been found that the effects of the liquid compressibility on the dynamics 

of the cavitating wake flow depend on the frequency range: 

• For low frequencies, the effects of the liquid compressibility are small and can be 

negligible. 

• For higher frequencies, it amplifies the spectral energy content.  

Regarding the prediction of the mean pressure profiles, the dominant vortex 

shedding frequencies, and the instantaneous and mean void fraction fields, the 
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simulations performed with incompressible and compressible solvers have provided 

almost identical results, indicating that compressibility effects on the cavitating vortex 

shedding behind the wedge are quite small and can be neglected. 
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Chapter 8: Effects of cavitation on the 

spatio-temporal distribution of 

vortex street flow  

Chapter 81 is devoted to numerically investigating the influence of cavitation on 

the wake behind a hydrofoil NACA 0009 with a truncated trailing edge using a 

homogeneous mixture model coupled with a controlled decay SST γ-Reθt turbulence 

model. Using optimal definitions of the inlet turbulent intensity and the empirical 

condensation and vaporization coefficients of the cavitation model, simulated results 

have shown a good agreement with experimental data. Based on the numerical results, 

the influence of cavitation on the trajectories of vortex centers and the morphology of 

the primary shedding vortices has been revealed using a vortex identification method. 

The findings highlight that the cavitation development enhances the advected velocity 

of the shedding vortices while decreasing the streamwise inter-vortex spacing, 

contributing to the increase of the vortex-shedding frequency. 

8.1 NUMERICAL SETUP 

8.1.1 Computational domain and boundary conditions 

The tests on the hydrofoil NACA 0009 were conducted in the EPFL cavitation 

tunnel. The test section had a rectangular shape with dimensions of 150×150×750 

mm3. The chord length of the tested hydrofoil NACA 0009 was 𝐶=100 mm and its 

span is 1.5 times 𝐶. The geometry of the hydrofoil NACA 0009 is truncated at 90% of 

the original chord length, where the trailing edge thickness ℎ is specified as 3.22% of 

𝐶. For more comprehensive information about these experiments and the results, one 

can refer to the details provided in Ausoni (2009). 

Fig. 8.1(a) depicts the rectangular computational domain of the 2D hydrofoil. 

The inlet is placed at 4𝐶  upstream of the hydrofoil leading edge and the outlet 

boundary is set at 6𝐶 downstream of the trailing edge. The width of the domain is 1.5𝐶.  

 

 
This chapter is based on the published paper: Chen, J., & Escaler, X. (2024). Numerical investigation 

of the cavitation effects on the wake dynamics behind a blunt trailing edge hydrofoil. Ocean 

Engineering, 302, 1175991  
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This fluid domain and boundary conditions are consistent with the approach used 

by Chen et al. (2018) and Ye et al. (2020), who employed the same domain with 

different spanwise lengths for LES simulations. Furthermore, the choice of domain 

size has been validated by Hu et al. (2020), indicating that numerical differences 

arising from domain size variations become negligible when the overall streamwise 

length exceeds 8 𝐶. Hence, the current simulation adopts a rectangular computational 

domain of 11𝐶 ×1.5𝐶. 

Under cavitation-free conditions, as shown in Fig. 8.1(b), a uniform inflow 

condition with free stream velocity 𝑈𝑟𝑒𝑓=20 m/s has been specified at the inlet, 

resulting in a Reynolds number Re =UrefH/ =6.4∙104, where  is the water kinematic 

viscosity. The upper and lower walls are considered free slip-walls to remove the 

effects of blockage on the flow field (J. Kim et al., 2019). Additionally, at the outlet, a 

pressure of 379 kPa is applied (see Table 1). 

Under cavitation conditions, to increase the stability of the numerical simulation, 

a inlet total pressure coupled with a outlet static pressure has been employed. To 

determine their exact values, the static pressure difference, ∆𝑝, between inlet and 

outlet has been assumed independent of 𝜎. First, ∆𝑝 has been estimated based on the 

non-cavitating results with the following equation: 

∆𝑝 = 𝑝̅𝑡𝑜𝑡𝑎𝑙𝑖𝑛𝑙𝑒𝑡 − 0.5𝜌𝑙𝑈∞
2 − 𝑝̅𝑜𝑢𝑡𝑙𝑒𝑡     (8.1) 

where 𝑝̅𝑡𝑜𝑡𝑎𝑙𝑖𝑛𝑙𝑒𝑡  is the time average of the inlet total pressure, 𝑝̅𝑜𝑢𝑡𝑙𝑒𝑡 is the time 

average of the outlet static pressure. And the inlet static pressure for a given 𝜎, 

𝑝𝑖𝑛𝑙𝑒𝑡𝜎, has been determined as:  

𝑝𝑖𝑛𝑙𝑒𝑡𝜎 = 𝜎0.5𝜌𝑙𝑈∞
2 + 𝑝𝑣    (8.2) 

Then, the corresponding inlet total pressure, 𝑝𝑡𝑜𝑡𝑎𝑙𝑖𝑛𝑙𝑒𝑡𝜎 , can be written in terms 

of inlet static pressure as:  

𝑝𝑡𝑜𝑡𝑎𝑙𝑖𝑛𝑙𝑒𝑡𝜎 = 𝑝𝑖𝑛𝑙𝑒𝑡𝜎 + 0.5𝜌𝑙𝑈∞
2    (8.3) 

With the assumption that ∆𝑝 is independent of 𝜎, the outlet static pressure, 

𝑝𝑜𝑢𝑡𝑙𝑒𝑡𝜎, can be estimated by the following equation: 

𝑝𝑜𝑢𝑡𝑙𝑒𝑡𝜎 = 𝑝𝑖𝑛𝑙𝑒𝑡𝜎 − ∆𝑝    (8.4) 

Note that the numerically obtained incipient cavitation number, 𝜎𝑖 , has been 

found to differ from the value obtained experimentally. Based on the minimum 

pressure in the cavitation-free conditions, the numerically obtained 𝜎𝑖 is 1.65, a value 
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of 65% larger than the one reported by Ausoni et al. (2007). This discrepancy is 

attributed to the well-organized vortex street predicted by the numerical simulation. 

This is also consistent with the experimental observation indicating a 50% rise in 

𝜎𝑖when a well-structured vortex street forms behind the hydrofoil at lock-in condition 

(Ausoni, 2009). The absolute value of the 𝜎𝑖is not a fundamental factor determining 

the impact of cavitation on vortex shedding dynamics. Instead, this study has directed 

its attention towards evaluating the relative differences between values of 𝜎. To match 

the numerical findings with experimental data, the difference ∆𝜎 = 𝜎 − 𝜎𝑖 has been 

employed rather than using the ratio 𝜎 𝜎𝑖⁄ . Consequently, experimental values of 𝜎 

ranging from 1.3 (non-cavitating) to 0.5 agree with a numerical simulation where 𝜎 

varies between 1.95 and 1.15. The corresponding boundary conditions applied for the 

numerical simulation are detailed in Table 8.2. Note that at different ∆𝜎 , the 

numerically obtained time-averaged velocity at the inlet approximates the designated 

value of 20, exhibiting a relative deviation of less than 0.2%. This observation also 

confirms the validity of the assumption that ∆𝑝 remains independent of 𝜎. 

 

(a) 

 

(b) 

 

(c) 

Fig. 8.1 The computational domain (a), and corresponding boundary conditions for the non-

cavitating flow simulation (b) and the cavitating flow simulation (c). 

Furthermore, the accuracy of numerical predictions regarding the laminar-

turbulent transition using SST γ-Reθt turbulence model are highly dependent on the 
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inflow values for the turbulent quantities. Therefore, determining the values of these 

variables requires further discussion. 

Table 8.1 Flow boundary conditions used for the non-cavitating case. 

𝑈𝑖𝑛𝑙𝑒𝑡(m/s) 𝑝𝑜𝑢𝑡𝑙𝑒𝑡  (kPa) 𝑝𝑖𝑛𝑙𝑒𝑡𝑡𝑜𝑡𝑎𝑙 (kPa) ∆𝑝(kPa) 

20 (Exp.) 379 591.6 12.6 

Table 8.2 Flow boundary conditions used for the cavitating cases. 

∆𝜎 𝑝𝑖𝑛𝑙𝑒𝑡𝑡𝑜𝑡𝑎𝑙 (kPa) 𝑝𝑜𝑢𝑡𝑙𝑒𝑡  (kPa) ∆𝑝(kPa) 𝑈𝑟𝑒𝑓  (m/s) 

0.01 542.6 330 12.6 20.03 

0.4 466.6 254 12.6 20.02 

0.5 447.6 235 12.6 19.98 

 

8.2 VERIFICATION AND VALIDATION 

8.2.1 Verification: Grid and timestep sensitivity assessment 

To verify the mesh sensitivity, four meshes with different cell elements were 

tested. As shown in Fig. 8.2, the maximum 𝑦+ for these four meshes are close to 1 and 

the corresponding spatial resolution near the tailing edge varies from 0.3 to 0.1 mm. 

More details of the mesh characteristics are summarized in Table 8.3.  

Table 8.3 Characteristics of the quad meshes in the computational domain. 

Mesh Hex 

elements  

Total 

elements  

Chordwise 

element No. 

BL 

element  

Max 

𝑦+ 

BL growth 

factor 

Near wake 

resolution (mm) 

M1 39232 109716 100 30 1.2 1.2 0.30 

M2 56128 136688 200 36 0.5 1.2 0.20 

M3 112832 204824 300 100 0.5 1.1 0.15 

M4 135232 239258 400 100 0.5 1.1 0.10 
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(a) 

 

(b) 

Fig. 8.2 General overview of the mesh topology (M2) around the hydrofoil (a) and zoomed view at 

the trailing edge and near wake region (b). 

Considering the non-cavitating vortex shedding flow at 𝑅𝑒 = 6.64 × 104 with 

inlet 𝑇𝐼 = 0.6 and 𝐸𝑅𝑉 = 5, a grid refinement study was conducted by decreasing the 

resolution both on the hydrofoil surface and in the near wake region. Table 8.4 presents 

the results with 4 different refinement levels (named M1 to M4), monitoring the 

maximum lift force coefficients 𝐶𝐿(max) , the maximum moment coefficients 

𝐶𝑀(max), and the time average drag force coefficients 𝐶𝐷    . Here, 𝐶𝐿, 𝐶𝑀, and 𝐶𝐷     are 

defined as follows: 

𝐶𝐿 =
𝐹𝑦

0.5𝜌𝑙𝑈𝑟𝑒𝑓
2 𝐶

    (8.5) 

𝐶𝑀 =
𝑀

0.5𝜌𝑙𝑈𝑟𝑒𝑓
2 𝐶2

    (8.6) 

𝐶𝐷 =
𝐹𝑥

0.5𝜌𝑙𝑈𝑟𝑒𝑓
2 𝐶

    (8.7) 

where 𝐹𝑦  is the total force projected in the transverse direction, 𝑀  is the moment 

referring to the center of the hydrofoil, and 𝐹𝑥  is the total force projected in the 

mainstream direction. It can be seen that for the mesh M3 further reduction of the grid 

size leads to a change of 0.5%, 0.3%, and 0.0% for 𝐶𝐿(max), 𝐶𝑀(max), and 𝐶𝐷    , 

respectively, which indicates that the numerical results are not affected by the grid 

refinement.  

Table 8.4 presents the obtained 𝐶𝐿(max), 𝐶𝑀(max), and 𝐶𝐷     using mesh M3 

with different time step sizes ∆𝑡, ranging from 1 ∙ 10−5 to 2 ∙ 10−6 s. It is observed 

that for ∆𝑡 = 5 ∙ 10−6 s, further decrease in ∆𝑡 leads to a change of 0.5%, 0.4%, and 

0.0% for 𝐶𝐿(max), 𝐶𝑀(max), and 𝐶𝐷    , respectively. These small differences in the 
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monitored parameters imply that the current numerical results are not affected when 

reducing ∆𝑡 below 5 ∙ 10−6 s. 

Based on the mesh sensitivity analysis and the effect of ∆𝑡, the mesh M3 with 

∆𝑡 = 5 ∙ 10−6s has been employed in the present numerical study. 

Table 8.4 Influence of mesh refinement on several monitored parameters. 

Mesh 𝐶𝐿(max) 𝐶𝑀(max) 𝐶𝐷     

Results Relative 

error (%) 

Results Relative error 

(%) 

Results Relative 

error (%) 

M1 0.0861 1.8 0.0198 0.5 0.02721 0.1 

M2 0.0866 2.4 0.0198 0.7 0.02723 0.0 

M3 0.0850 0.5 0.0197 0.3 0.02723 0.0 

M4 0.0846 - 0.0197 - 0.02723 - 

 

Table 8.5 Influence of time step sizes on several monitored parameters. 

∆𝑡 

(10−6s) 

𝐶𝐿(max) 𝐶𝑀(max) 𝐶𝐷     

Results Relative 

error (%) 

Results Relative 

error (%) 

Results Relative 

error (%) 

10 0.0869 2.2  0.0198 1.1  0.0272 0.2 

5 0.0850 0.5  0.0197 0.4  0.0272 0.0 

2 0.0846 - 0.0196 - 0.0272 - 

8.2.2 Validation: boundary layer transition 

Boundary layer transition over the circular cylinder  

The boundary layer transition over the circular cylinder is considered for 

validation. Our results obtained with the implemented controlled decay SST γ-Reθt 

model are compared to the experimental results and the published numerical results. 

The computational domain and mesh are depicted in Fig. 8.3, the diameter of the 

cylinder is denoted as 𝐷. The setup is consistent with the one used by Zheng and Lei 

(2016) as follows: the distance from the upper, lower, and left boundaries to the 

cylinder center is 15 𝐷; the distance from the right boundary to the cylinder center is 

20 𝐷. Note that, the total grid number used by Zheng and Lei (2016) is 85000, here,  

more than 110000 grids are used. The Reynolds number based on the cylinder diameter 

and the inflow velocity is 𝑅𝑒=8.5×105. Moreover, the inlet turbulence intensity is 

𝑇𝐼=0.7% with 𝐸𝑉𝑅=5. 
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Fig. 8.4 presents the CD and CL as a function of non-dimensional time using the 

implemented controlled decay SST γ-Reθt model. The numerically obtained mean CD 

and St are compared to the available experimental and numerical data in Table 8.6. A 

good agreement is obtained, indicating that the current implementation of the 

controlled decay SST γ-Reθt model is correct and the suitability of this turbulence 

model in predicting boundary layer transition and the vortex shedding over the 

cylinder.  

Fig. 8.5 shows instantaneous contours of the turbulent intensity using controlled 

decay SST γ-Reθt. The local turbulence intensity from the inlet to the leading edge of 

the circular cylinder remains almost the same as the one at the inlet, suggesting that 

the controlled decay SST γ-Reθt can effectively remove the unrealistic decay of 

turbulent intensity. 

  

(a) (b) 

Fig. 8.3 Computational meshes around a circular cylinder: (a) the whole domain and (b) region near 

the circular cylinder. 
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Fig. 8.4 The history of CD and CL with 𝑇𝐼=0.7% using the controlled decay SST γ-Reθt  model. 

Table 8.6 Comparison of CD and St for a circular cylinder with the previous investigation. 

 Zheng and Lei (2016) The present Exp. (Achenbach, 1968) 

𝐶𝐷 0.631 0.621 0.635 

𝑆𝑡 0.326 0.327 0.33 

 

 

Fig. 8.5 Instantaneous contours of the turbulent intensity using controlled decay SST γ-Reθt with 

inflow 𝑇𝐼=0.7%, 𝐸𝑉𝑅=5. 

Fig. 8.6 compares the numerically obtained time-averaged skin friction 

coefficient distribution to the experimental data. As shown in Fig. 8.6, using the 

method by Zheng and Lei (2016), it is found that the laminar separation is located at 
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point A; transition occurs in the region from point T1 to T2; turbulence reattachment 

occurs at point B; and turbulence separation happens at point D. Therefore, the 

information of the boundary layer is listed in Table 8.7 and 8.8 and also compared to 

the previous numerical and experimental data. In terms of the prediction of the 

transition onset point and turbulent separation point, the results using the current model 

are similar to that obtained by Zheng and Lei (2016), suggesting that the correct 

implementation of the controlled decay SST γ-Reθt model. 

 

Fig. 8.6 Skin friction coefficient distribution using controlled decay SST γ-Reθt with inflow 

𝑇𝐼=0.7%, 𝐸𝑉𝑅=5. 

 

Table 8.7 Comparison of transition onset point with the previous investigation. 

 Num. (Zheng and Lei, 2016) Num. Exp. (Achenbach, 1968) 

Upper surface 103 101 105º 

Lower surface 257 259 255º 

 

Table 8.8 Comparison of turbulent separation point with the previous investigation. 

 Num. (Zheng and Lei, 2016) Num. Exp. (Achenbach, 1968) 

Upper surface 123 121 125º 

Lower surface 238 239 235º 
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Boundary layer transition over the blunt trailing edge hydrofoil  

To assess the influence of the controlled decay turbulence model on the inflow 

turbulence variables, a comparative analysis of 𝑇𝐼 profiles in front of the leading edge 

was conducted between the SST γ-Reθt and the controlled decay SST γ-Reθt turbulence 

models. Fig. 8.7 illustrates 𝑇𝐼 contours utilizing the SST γ-Reθt for 𝑅𝑒 = 6.64 × 104, 

𝑇𝐼 = 2.0 % and 𝐸𝑉𝑅 = 30 (case S1, as listed in Table 8.9), and the controlled decay 

SST γ-Reθt for 𝑅𝑒 = 6.64 × 104, 𝑇𝐼 = 0.6% and 𝐸𝑉𝑅 = 5 (case CD4, as detailed in 

Table 8.9). 

It can be seen that the local 𝑇𝐼  obtained using the SST γ-Reθt undergoes a 

significant decay from the inlet to the leading edge of the hydrofoil, showing a 

decrement of 120%, despite the high 𝐸𝑉𝑅. In contrast, using the controlled decay SST 

γ-Reθt, the local 𝑇𝐼 maintains a consistent value at the inlet. These results are aligned 

with prior numerical investigations suggesting that the controlled decay SST γ-Reθt can 

effectively remove the unrealistic decay of 𝑇𝐼  inside the computational domain 

(Spalart & Rumsey, 2007; Zheng & Lei, 2016). 

Table 8.9 Ambient turbulence variables in the different simulation conditions. 

Case  Turbulence model 𝑇𝐼(%) 𝐸𝑉𝑅 𝑘𝑎𝑚𝑏(m2/s2) 𝜔𝑎𝑚𝑏(s-1) 

S1 SST γ-Reθt   2.0 30 0.24 7961.72 

CD1 Controlled decay SST γ-Reθt   0.1 5 0.0006 119.78 

CD2 Controlled decay SST γ-Reθt   0.2 5 0.0024 479.14 

CD3 Controlled decay SST γ-Reθt   0.5 5 0.015 2994.60 

CD4 Controlled decay SST γ-Reθt   0.6 5 0.0216 4312.22 

CD5 Controlled decay SST γ-Reθt   1.0 5 0.060 11978.40 

 

 

(a)  
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(b)  

 

Fig. 8.7 Instantaneous contours of the turbulent intensity using SST γ-Reθt with inflow 𝑇𝐼 = 2.0%, 

𝐸𝑉𝑅 = 30 (a) and Controlled decay SST γ-Reθt with inflow 𝑇𝐼 = 0.6%, 𝐸𝑉𝑅 = 5 (b). 

Previous numerical results reported that the prediction of the boundary layer 

transition is sensitive to the inflow ambient flow conditions. As suggested by Menter 

(2009), the 𝐸𝑉𝑅 should lie within 1 and 10. Hence, in the current study, 𝐸𝑉𝑅 has been 

kept at a constant value of 5. To explore the influence of 𝑇𝐼, multiple levels spanning 

from 0.1% to 1% have been considered. Correspondingly, the inlet boundary 

conditions specific to each level of 𝑇𝐼 are detailed in Table 8.9.  

Fig. 8.8 provides insight into the impact of 𝑇𝐼 on the velocity distribution within 

the boundary layer along the hydrofoil surface and the time-averaged velocity 

distributions at various locations using the controlled decayed SST γ-Reθt turbulence 

model. The results have been compared with experimental data from Ausoni (2009). 

In the context of Fig. 8.8, 𝑦 denotes the normal distance from the wall and 𝑈𝑚𝑒𝑎𝑛 

is the velocity component parallel to the surface, normalized by the external velocity 

𝑈𝑒 . The figure illustrates time-averaged velocity distributions within the boundary 

layer at relative chord lengths 𝑥 𝐶⁄  of 0.1, 0.3, 0.4, 0.6, 0.7, 0.8, 0.85, 0.9, and 0.95. 

This depiction enables an examination of how varying 𝑇𝐼 levels affect the velocity 

distribution within the boundary layer. For 𝑥 𝐶⁄ ≤ 0.3, the time-averaged velocity 

distribution along the hydrofoil surface exhibits a limited sensitivity to varying levels 

of 𝑇𝐼. However, when considering 𝑥 𝐶⁄ ≥ 0.4, the overall profile of the time-averaged 

velocity, predicted specifically with 𝑇𝐼 = 0.6 %, demonstrates a better agreement with 

the experiments. 

Furthermore, the time-average wall friction coefficients, 𝜏𝑤 0.5𝜌𝑙𝑈𝑟𝑒𝑓
2⁄ , with 

different levels of 𝑇𝐼 are compared in Fig. 8.9(a). A distinctive jump is observed in the 
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wall friction coefficient distribution which marks the end of the boundary layer 

transition. The predicted positions for the transition end, using 𝑇𝐼 =  0.1%, 0.2%, 

0.5%, 0.6%, and 1.0%, are located at 0.95𝐶 , 0.92𝐶 , 0.89𝐶 , 0.84𝐶 , and 0.30𝐶 , 

respectively. Notably, the numerically obtained transition of 0.84𝐶 with 𝑇𝐼 =0.6% 

resembles more accurately the experimental values of 0.85±0.05𝐶 reported by Ausoni 

(2009). Fig. 8.9(b) compares the evolutions of the time-averaged pressure coefficients, 

Cp, for different levels of TI. It can be seen that all curves fall on the same one, 

indicating the lack of sensitivity of the minimum Cp to the level of TI which is located 

at a distance of 0.03C from the leading edge with a value of -0.45. 

   

   

   

Fig. 8.8 Time-averaged velocity distribution near the surface of the hydrofoil. 
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(a) 
 

(b) 
 

Fig. 8.9 Time-averaged wall friction coefficients (a) and pressure coefficients (b) on the hydrofoil 

surface along the chord. 

 

The Fast Fourier Transform (FFT) has been employed to identify the dominant 

vortex shedding frequency for the time history of 𝐶𝐿 , as depicted in Fig. 8.10. 

However, a higher resolution in the frequency domain via FFT needs a longer time 

signal. In the case of periodic signals, such as the ones shown in Fig. 8.10(a), 

increasing the time duration with a small timestep, e.g. ∆𝑡 = 5 ∙ 10−6s, substantially 

increases computational costs and makes FFT less efficient. To overcome this 

drawback, the “curve fitter” tool provided by Matlab has been applied to extract the 

vortex shedding frequency based on the 𝐶𝐿 history.  

In Fig. 8.10(b), with 𝜎 = 1.95 (non-cavitating case), the value of the 𝑓𝑣𝑠 derived 

from FFT is 1440 (Hz), while Fig. 8.10(c) shows that using the curve fitter tool it is 

1437.2 (Hz). To further validate the “curve fitter” method, the 𝑓𝑣𝑠 values obtained from 

the 𝐶𝐿 history at ∆𝜎 = 0.01 are compared in Fig. 8.11 which shows a deviation of less 

than 0.22%, suggesting a negligible difference between both methods.  

Under the non-cavitating case (𝜎 = 1.95), the curve-fitter method determines 𝑓𝑣𝑠 

to be 1437.2 Hz which exhibits a good agreement with the experimental measurement 

of 1425 Hz reported by Ausoni et al. (2007), presenting a relative error of less than 

0.9%.  

In summary, the simulation conducted with 𝑇𝐼 = 0.6% and 𝐸𝑉𝑅 = 5  agrees 

well with the experimental measurements in terms of the velocity distribution, the 

boundary layer transition position, and the primary vortex shedding frequency. As a 

result, this particular set of inlet boundary conditions, in conjunction with the 
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controlled decay SST 𝛾 − 𝑅𝑒𝛩𝑡  turbulence model, have been chosen for further 

numerical investigations.  

 

(a) 

 

(b) (c) 

Fig. 8.10 The history of CL (a) and the corresponding primary frequency obtained by FFT (b) and 

Matlab curve fitter (c) at 𝜎 = 1.95. 

 

 

(a) 

 

(b) 

 

(c) 

Fig. 8.11 The history of CL (a) and the corresponding primary frequency obtained by FFT (b) and 

Matlab curve fitter (c) at ∆𝜎 = 0.01. 

8.2.3 Validation: the cavitation model empirical coefficients  

Previous numerical studies highlighted the sensitivity of unsteady cavitating 

flow simulations to cavitation model empirical coefficients 𝐹𝑣 and 𝐹𝑐 (Morgut et al., 

2011; Yakubov et al., 2015; Geng & Escaler, 2020). Consequently, tuning them has 

been necessary to improve the agreement between simulations and experimental 

observations. For that, three simulations were conducted with different coefficient sets 

(𝐹𝑣, 𝐹𝑐): (10,0.01), (50,0.0002) and (50,0.01).  

Fig. 8.12 presents a comparative analysis of 𝐶𝐿 under cavitating conditions as 

well as the corresponding vorticity field. Results obtained with empirical coefficients 

of (50, 0.0002) and (10, 0.0002) exhibit indistinguishable trends in both the 𝐶𝐿and the 

vorticity field. However, the comparison between results obtained with values of (50, 

0.0002) and (50, 0.01) reveals a notable impact of 𝐹𝑐 on the 𝐶𝐿 and the vorticity field. 

In Fig. 8.12, the increase in 𝐹𝑐 from 0.0002 to 0.01 distinctly induces a sharp pulse in 

the 𝐶𝐿. Meanwhile, as 𝐹𝑐 increases from 0.0002 to 0.01, there is a significant reduction 
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in vorticity magnitude within the vortical core. These observations suggest a high 

dependence of the cavitating wake dynamics behind the hydrofoil NACA 0009 on the 

model empirical coefficients. 

 

 

Fig. 8.12 The numerical history of the lift coefficient and vorticity field with different coefficient 

sets at Δσ=0.4. 

To calibrate the cavitation model coefficients, a range of values was explored: 

𝐹𝑣 from 1 to 50 and 𝐹𝑐 from 0.0002 to 0.02. As the experimental data (Ausoni, 2009) 

displayed in Fig. 8.13, a distinct linear relationship between the vortex-shedding 

frequency 𝑓𝑣𝑠 𝑓𝑛⁄  can be established, where 𝑓𝑛 = 890 Hz is the natural frequency of the 

first torsion mode. A linear regression analysis on this dataset produced a fitted slope 

of -0.246, as depicted in Fig. 8.13. This slope value serves as an objective function to 

assess the numerical results obtained using different empirical coefficients. 

The vortex shedding frequencies at ∆𝜎 = 0.01  and ∆𝜎 = 0.4  were used to 

calculate the simulated fitted slope. Fig. 8.14 illustrates the error contour plot between 

the simulated fitted slopes and the measured value from the experiments. It can be seen 

that the maximum error in the fitted slope exceeds 50% for the simulation using values 

of (50, 0.02). Conversely, the local minimum error in the fitted slope is less than 3% 

for cases using values of (10, 0.0002) or (1, 0.01).  
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To confirm the optimal coefficients, simulations at ∆𝜎 = 0.5 were also carried 

out. Table 8.10 presents both the measured and predicted 𝑓𝑣𝑠 using (10, 0.0002) or (1, 

0.01). The simulation with coefficients (1, 0.01) overestimates 𝑓𝑣𝑠 by approximately 

2.32%. while the one using coefficients (10, 0.0002) yields a better prediction, 

reducing the error to approximately 0.3%.  

 

 

Fig. 8.13 Linear regression analysis of fvs/fn and ∆𝜎. 

 

 

Fig. 8.14 The contour of the relative error to the fitted slope with different (Fc, Fv). 
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Table 8.10 Comparison between the measured and the predicted vortex shedding frequency with 

empirical vaporization and condensation coefficients (1, 0.01) and (10, 0.0002) for ∆𝜎=0.5. 

 Exp. ∆𝜎 = 0.5  

(Ausoni, 2009) 

(1, 0.01) (10, 0.0002) 

𝑓𝑣𝑠 (Hz) 1590 1555 1595 

Error (%) - 2.20 0.3 

 

Fig. 8.15 shows the comparison between the measured and the 𝑓 at different 𝜎. 

It can be seen that the prediction using 𝐹𝑣 = 10  and 𝐹𝑐 = 0.0002  is improved, 

resulting in an overall error of less than 0.7%. Hence, the following studies have been 

based on a cavitation model using 𝐹𝑣 = 10 and 𝐹𝑐 = 0.0002. 

As follows, the simulated cavitating flows for three distinct cavitation numbers 

will be compared with the non-cavitating case. 

 

 

Fig. 8.15 Comparison of the vortex shedding frequency between simulation and experiment using 

the empirical coefficients Fv = 10 and Fc = 0.0002. 

8.3 EFFECTS OF CAVITATION ON UNSTEADY LOADS  

Fig. 8.16 displays the 𝐶𝐿  and 𝐶𝐷  time evolutions for non-cavitating and 

cavitating conditions. Table 8.11 presents the average 𝐶𝐿,𝑚𝑎𝑥 and 𝐶𝐷 calculated from 

the instantaneous values. With the development of the cavitation from ∆𝜎 = 0.01 to 

∆𝜎 = 0.5, a noticeable increase in the magnitude of the load on the hydrofoil is 
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observed. Specifically, there is a 19.8% increase in 𝐶𝐿,𝑚𝑎𝑥         and a 23.9% increase in 𝐶𝐷    . 

This finding correlates with the experimental measurements conducted by 

Ramamurthy and Bhaskaran (1977), indicating that a reduction in the cavitation 

number leads to a rise in 𝐶𝐷.  

  

(a) (b) 

  

(c) (d) 

Fig. 8.16 Lift and drag coefficient history for 𝜎=1.95 (a), ∆𝜎=0.01 (b), ∆𝜎=0.4 (c), and ∆𝜎=0.5 (d). 

Table 8.11 and  obtained at different ∆𝜎. 

∆𝜎 𝐶𝐿,𝑚𝑎𝑥         𝐶𝐷     

𝜎 = 1.95 (Non cavitating) 0.0788 0.0246 

0.99 0.0843 0.0264 

0.4 0.0884 0.0284 

0.5 0.0944 0.0305 

 

8.4 EFFECTS OF CAVITATION ON VORTEX STREET DYNAMICS  

8.4.1 Vortex boundary and center identification methods 

Traditionally, the vortex center can be determined using simple field criteria 

(Decaix et al., 2018), for example, minimum of pressure, maximum of axial vorticity, 

maximum of the 𝑄 criterion (Hunt, 1987), and maximum of 𝜆2 (Jeong & Hussain, 

𝐶𝐿,𝑚𝑎𝑥
         𝐶𝐷     
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1995). However, these criteria may fail in the cavitating flow with high advection 

effects. To solve it, Huang and Green (2015) have proposed two new non-local vortex 

center identification method within the Lagrangian coherent structures. The first one 

involves the following steps:  

1) identifying the vortex boundary using the negative finite-time Lyapunov 

exponent (nFTLE) criterion (Haller & Yuan, 2000; Haller, 2015; C. Huang et al., 2022) 

obtained from the velocity field data over the domain of interest, as shown in Fig. 

8.17(a), 

2) enclosing the boundary of the nFTLE with a specific rectangle plane, as 

shown in Fig. 8.17(b),  

 

(a) 

 

(b) 

Fig. 8.17 Contour of nFTLE (a) and the rectangle enclosing the ridges of the nFTLE field (b). 

3) exporting the flow field within the rectangle for further analysis, and 

4) determining the vortical centers on the rectangle plane using the minimum of 

𝛤1 criteria (Graftieaux et al., 2001) defined as: 

𝛤1(𝑃) =
1

𝑁
∑

(𝑷𝑴×(𝑼𝑴)∙𝒏𝒛)

‖𝑷𝑴‖∙‖𝑼𝑴‖
𝑁
𝑖=1 𝑑𝑆    (8.8) 

where 𝑆 is a rectangular domain of fixed size and geometry, centered on 𝑃 as 

shown in Fig. 8.18(a) and 𝑀 lies in 𝑆. Here, 𝑁 are the number of points 𝑀 inside 𝑆, 

and 𝒏𝒛 is the unit vector normal to the detection plane. ‖∙‖ represents the Euclidean 

norm of the vector. To simplify, the vortex center determined using the 𝛤1 function 

will be referred to as 𝛤1 center. 

The second method consists in determining the vortical centers on the rectangle 

plane using the “center of mass” of 𝑄, as sketched in Fig. 8.18(b). For simplicity, the 

vortex center determined using the “center of mass” of 𝑄 will be termed as 𝑄 center. 
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(a) 

 

(b) 

Fig. 8.18 Demonstration of the calculation of Γ1 criteria (a) and the “center of mass” of Q on the 

selected plane. 

8.4.2 Tracking of the vortex center 

The ridges of the nFTLE field have been employed to outline the boundaries of 

the shed vortices at ∆𝜎 = 0.5, as depicted in Fig. 8.19(a). Note that, the integration 

time for the calculation of nFTLE is 60∆𝑡 and a further increase in the integration time 

only changes the absolute value of nFTLE but not the location of the ridges (Green et 

al., 2007). Following the vortex boundary identification methods presented in previous 

sections, rectangular planes were utilized to enclose these boundaries. In Fig. 8.19(a) 

and 8.19(b), three distinct rectangular planes are applied to encompass vortices A, B, 

and C. Subsequently, the vortex center has been determined using either 𝛤1 function 

(Graftieaux et al., 2001) or the “center of mass” of 𝑄 criterion (Y. Huang & Green, 

2015) within this designated plane, as demonstrated in Fig. 8.19(c). Upon the 

comparison, a notable discrepancy in the position of the vortex center has been 

observed between the 𝛤1 function and the 𝑄 criterion. More specifically, the position 

of the 𝛤1 center has been found to lie outside the vapor cavity (marked with a solid 

line), as illustrated in Fig. 8.19(c). Conversely, the 𝑄 center approximately resides at 

the midpoint of the cavity, which appears to be closer to the expected physical reality. 

Therefore, the 𝑄  center has been selected to calculate the vortex centers in the 

subsequent sections.  

The location of the vortex shedding occurrence holds significant importance due 

to its direct correlation with the history of unsteady forces acting on solid bodies 

(Sarpkaya, 1976). To synchronize the initiation of vortex shedding for different 𝜎, the 

instant that the lower vortex A (as indicated in Fig. 8.20(a)) begins to form has been 

defined as the point when 𝐶𝐿 approaches its minimum value (Z. Wang et al., 2018). 

Fig. 8.20 illustrates the temporal evolution of nFTLE, 𝑄  center and 𝐶𝐿  at selected 

instants with different cavitation levels. As anticipated, the increase of cavitation leads 
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to a reduction in the periodic time, 𝑇, of the lift fluctuation. Moreover, the presence of 

cavitation (∆𝜎 = 0.5, ∆𝜎 = 0.4) does not initiate the formation of any new vortices 

during the shedding process. Therefore, the influence of cavitation seems to primarily 

affect the primary shedding vortices rather than inducing the formation of additional 

vortices. 

 

 

(b) 

 

(a) (c) 

Fig. 8.19 Example of vortex center identification: identification of vortex boundary using ridges of 

nFTLE and enclosed rectangle(a); the contour of 𝑄 and 𝑄 center (b); the relative position of Γ1 

center and 𝑄 center to the cavity (c). 

 

 

 

(a)  
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(b)  

  

(c)  

Fig. 8.20 Instantaneous snapshots of the shedding vortices and the trajectories of Q center 

at (a) 𝜎 = 1.95 (Non-cavitating), (b) ∆𝜎 = 0.4, and (c) ∆𝜎 = 0.5. 
 

8.4.3 Vortex shedding frequency and morphology 

To assess the impact of cavitation on the primary vortices, the trajectories of the 

𝑄 center were traced at different 𝜎, as depicted in Fig. 8.21. The time interval between 

neighbouring points was 10∆𝑡, and the total time for tracing the trajectories of the 𝑄 

center was 140∆𝑡, approximating the periodic time of 𝐶𝐿 in non-cavitating conditions. 

It can be seen that 𝐶𝐿 approaches its minimum value, and the initial point of the vortex 

center trajectory gradually shifts further downstream with increased cavitation 

development. Simultaneously, this position of the initial point converges closer to the 

wake center. 

To assess the influence of the cavitation on the vortex advection velocity in the 

horizontal direction, the time evolution of the vortex center trajectory in the horizontal 

axis has been plotted in Fig. 8.22 at different 𝜎 . Here, the 𝑦  axis denotes the 

displacement of the vortex center at time 𝑡 to the initial point. The results show that 
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the vortex center horizontal distance increases with the development of cavitation. 

Using a linear regression, the 𝑈𝑎𝑑𝑣 can be determined as depicted in Fig. 8.22. For 𝜎 =

1.95 (non-cavitating), it is 15.22 m/s, and at ∆𝜎 = 0.4 , it rises to 15.44 m/s. 

Furthermore, at ∆𝜎 = 0.5, it reaches 15.82 m/s. These results reveal that the presence 

and development of cavitation can increase the advected velocity of the vortices, 

showing a 3.9% increase in advected velocity at ∆𝜎 = 0.5. This value is in good 

agreement with the one reported in the experiments carried out by Ausoni et al. (2007), 

where they noted a similar 4% increase in advected velocity at ∆𝜎 = 0.4. 

 

Fig. 8.21 The successive position of the vortex center at different cavitation numbers. 

 

 

Fig. 8.22 The relative displacement of the vortex center trajectory in the horizontal direction. 
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Fig. 8.23 displays the contours of vorticity and the positions of the vortex centers 

at different 𝜎. Calculated from the centers positions, 𝑎𝑣 has been tabulated in Table 

8.12. For 𝜎 = 1.95  (non-cavitating), 𝑎𝑣 is 5.819 mm. With the decrease of cavitation 

number to ∆𝜎 = 0.4 , 𝑎𝑣  is reduced to 5.454 mm. Furthermore, at ∆𝜎 = 0.5 , it is 

further decreased to 5.323 mm. These results demonstrate that the presence and 

development of cavitation leads to a reduction in 𝑎𝑣. As 𝜎 decreases, the rise in St is 

associated with an increase of 𝑈𝑎𝑑𝑣 and a reduction of 𝑎𝑣.  

  

  

(a) (b) 

 
 

(c)  

Fig. 8.23 The contour of the vorticity and the position of the vortex center at (a) 𝜎 = 1.95 (Non-

cavitating), (b) ∆𝜎 = 0.4, and (c) ∆𝜎 = 0.5. 

 

Table 8.12 Summary of the influence of cavitation on the primary shedding vortices  

∆𝜎 or 𝜎 St 𝑈𝑎𝑑𝑣(m/s) 𝑎𝑣 (mm) 

𝜎 = 1.95 0.2315 15.22 5.819 

∆𝜎 = 0.4 0.2503 15.54 5.454 

∆𝜎 = 0.5 0.2568 15.82 5.323 

 

In Fig.8.24, the changes in 𝑆𝑡, 𝑈𝑎𝑑𝑣, and 𝑎𝑣 relative to the non-cavitating cases 

are plotted. At ∆𝜎 = 0.4, it can be seen that an 8.1% increase in 𝑆𝑡 corresponds to a 

2.1% increase of 𝑈𝑎𝑑𝑣  and to a 6.6% reduction of 𝑎𝑣 . Then at ∆𝜎 = 0.5, a 10.9% 
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increase in St is associated with a 3.9% increase of 𝑈𝑎𝑑𝑣 and an 9.3% reduction of 𝑎𝑣. 

Therefore, it can be concluded that both factors contribute to the increase of the vortex 

shedding frequency. Nevertheless, it becomes evident that the reduction of 𝑎𝑣 tends to 

dominate the vortex shedding frequency change in front of the increase of 𝑆𝑡. 

 

Fig. 8.24 Evolution of St, Uadv, and αv relative to the non-cavitating case. 

8.5 DISCUSSION 

The fact that the development of cavitation provokes an increase of 𝑈𝑎𝑑𝑣 

requires further explanations, despite the variety of results present in different studies. 

For example, Ausoni et al. (2007) proposed the vorticity levels within the vortex core 

increase due to the occurrence and development of cavitation and they attributed it to 

a higher 𝑈𝑎𝑑𝑣. They referred to the findings of Sridhar and Katz (1999), suggesting 

that microscopic bubbles within the vortex core can amplify the peak vorticity. 

Furthermore, according to the theoretical analysis by Arndt and Keller (Arndt & 

Keller, 1992), cavitation within the core seems to increase both peak vorticity inside 

the cores and tangential velocity outside the core. These studies imply that vapor 

formation enhances the vorticity levels, particularly through the evaporation of water. 

However, Gnanaskandan and Mahesh (2016b) presented opposite results, highlighting 

that vapor condensation notably amplifies vorticity within the cavity. Their numerical 

results showed that water evaporation induces volume expansion, resulting in positive 

velocity divergence, while vapor condensation causes volume reduction and negative 

velocity divergence. According to the vorticity transport equation (Foeth et al., 2008), 

the negative velocity divergence is the source for generating the vorticity inside the 

vortical flow structures. An alternative explanation for the rise of 𝑈𝑎𝑑𝑣was proposed 
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by Belahadji et al. (1995), suggesting that the development of cavitation reduces the 

virtual mass of the vortex, consequently increasing 𝑈𝑎𝑑𝑣 . As noted by the same 

authors, examining such a claim is quite difficult. On the other hand, the mechanism 

accounting for the reduction in 𝑎𝑣 was given by Young and Holl (1966). Using the 

inviscid vortex street model coupled with the sink term, they deduced that the 

condensation of vapor or the reduction of the vaporous radius inside the vortices could 

align the vortices themselves closer.  

As we can see, the arguments of Gnanaskandan and Mahesh (2016b) and Young 

and Holl (1966) have emphasized the importance of the effect of condensation on the 

dynamics of the vortex shedding. This is also supported by two observations on the 

hydrofoil NACA 0009 that f is more sensitive to 𝐹𝑐 rather than to 𝐹𝑣. First, as presented 

in Fig. 8.12, it can be observed that the variation in 𝐶𝐿 in presence of cavitation results 

from 𝐹𝑐  increasing from 0.0002 to 0.01. Second, as illustrated in Fig. 8.14, at the 

optimal region (upper-left area) of the contour, the obtained linear regression slope of 

St remains relatively consistent as 𝐹𝑣  varies between 5 and 50. Notably, this slop 

exclusively correlates with 𝐹𝑐 and exhibits no dependency on 𝐹𝑣.  

Moreover, the present results have confirmed the influence of cavitation on the 

reduction in 𝑎𝑣, which can partially explain the increase of 𝑓𝑣𝑠. Previous observations 

reported by Young and Holl (1966) have found a 21.2% increase of 𝑓𝑣𝑠 corresponding 

to an 18.3% reduction of 𝑎𝑣 for the cavitating wake behind a wedge with apex angle 

of 30º at 𝜎 𝜎𝑖⁄ = 0.3 as well as a 10.9% increase of 𝑓𝑣𝑠 with a 9.3% reduction of 𝑎𝑣 at 

∆𝜎 = 0.5 for the cavitation behind a blunt hydrofoil. These results present a ratio 

between the reduction rate of 𝑎𝑣 and the increase rate of 𝑓𝑣𝑠 of about 0.863, which 

align well with the value of 0.853 obtained in the present work. 

8.6 PARTIAL CONCLUSIONS 

In this chapter, a homogeneous mixture model coupled with a controlled decay 

SST γ-Reθt turbulence model has been used to investigate the influence of cavitation 

on the wake behind a truncated hydrofoil NACA 0009 for different levels of cavitation. 

Based on the numerical results, it has been concluded that: 

• Using optimized values of the inlet turbulence intensity (𝑇𝐼 =0.6%) and of the 

cavitation model empirical coefficients (𝐹𝑣 = 10 , 𝐹𝑐 = 0.0002), the predicted 
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vortex shedding frequencies at different cavitation levels are in good agreement 

with the experimental results. 

• Cavitation significantly impacts the wake flow dynamics, notably increasing the 

shedding frequency of the primary vortices. For instance, with a 50% reduction of 

𝜎 in relation to non-cavitating conditions, a 10.8% increase in shedding frequency 

has been predicted. Moreover, the cavitation growth also increases the 

hydrodynamic loads acting on the hydrofoil surface. 

• Using a vortex identification method, the influence of cavitation on the trajectories 

of the centers and the morphology of the primary shedding vortices has been 

identified. It has been found that cavitation development enhances the advected 

velocity of the vortices while decreasing the streamwise inter-vortex spacing. Both 

factors are believed to contribute to the increase of the vortex shedding frequency 

and the reduction of the advected velocity tends to dominate this increase. 
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Chapter 9: Characteristics of the cavitating 

vortex street flow behind the 

oscillating hydrofoil 

Chapter 9 contains the numerical investigation of the cavitating flow behind the 

blunt trailing edge hydrofoil NACA 0009 that is subjected to forced oscillation. The 

objective is to examine the combined effects of hydrofoil oscillation and cavitation on 

the flows and the resulting dynamic response. 

9.1 MATHEMATICAL FORMULATION 

In the following, the single degree of freedom (SDOF) equation of motion is 

used to describe the oscillation of the blunt trailing edge hydrofoil NACA 0009 in 

vacuum: 

𝐽𝑠𝛼̈ + 𝜁𝑠𝛼̇ + 𝐾𝑠𝛼 = 𝑀𝑒𝑥(𝑡) (9.1) 

where 𝛼 , 𝛼̇ , and 𝛼̈  are the angular displacement, velocity, and acceleration of the 

hydrofoil, respectively. 𝐽𝑠, 𝜁𝑠, and 𝐾𝑠 are the moment of inertia, damping, and stiffness 

of the body, respectively. Moreover, 𝑀𝑒𝑥(𝑡) represents the external excitation moment 

acting on the hydrofoil surface. In VIV, the vortex-induced moment 𝑀𝑣𝑠(𝑡) can be 

regarded as the primary source of the external excitation moment. 

When the solid body vibrates in a surrounding viscous fluid, its dynamic 

response is influenced by the additional unsteady fluid moment 𝑀𝑓(𝑡) and the external 

excitation 𝑀𝑣𝑠(𝑡), as illustrated in Fig. 9.1. The former moment is induced by the 

body's acceleration, velocity, and displacement. Assuming that the flow response to 

the body motion is a linear function of the body’s displacement and its first and second 

derivatives, the unsteady fluid moment 𝑀𝑓(𝑡) can be modeled using the concept of the 

added properties and expressed as follows: 

−(𝐽𝑓𝛼̈ + 𝜁𝑓𝛼̇ + 𝐾𝑓𝛼) = 𝑀𝑓(𝑡)     (9.2) 

where 𝐽𝑓  is the added moment of inertia, 𝜁𝑓  is the added damping, 𝐾𝑓  is the added 

stiffness. Submit equation (9.2) into equation (9.1) and then:  

(𝐽𝑠 + 𝐽𝑓)𝛼̈ + (𝜁𝑠 + 𝜁𝑓)𝛼̇ + (𝐾𝑠 + 𝐾𝑓)𝛼 = 𝑀𝑣𝑠(𝑡)    (9.3) 
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Fig. 9.1 Sketch of the SDOF motion of the hydrofoil submerged in a viscous fluid. 

9.2 METHODS TO IDENTIFY THE ADDED PROPERTIES  

The added moment of inertia can be defined as the in-phase component of the 

fluid moment related to the body acceleration and the added damping (fluid damping) 

can be defined as an in-phase component of the fluid moment related to the body 

velocity. Here, added stiffness is small and can be neglected (Dehkharqani et al., 2019) 

thus 𝐾𝑓 = 0 is adopted in the following analysis.  

Two methods are available for the identification of hydraulic added properties: 

(i) the projection method (Gauthier et al., 2017) and (ii) the “curve fitter” method (Roig 

et al., 2021). Each of them will be detailed as follows: 

9.2.1 Projection method 

Given that the body’s displacement has been prescribed in the form of harmonic 

motion, the averaged 𝐽𝑓  and 𝜁𝑓  can be obtained by projecting the resulting fluid 

moment signal, 𝑀𝑓(𝑡), on the prescribed body acceleration and velocity, respectively.  

Multiplying equation (9.2) with 𝛼̈ or 𝛼̇ and integrating the obtained equation 

over the cycles of the forced oscillation, it can be expressed as:  

(−𝐽𝑓 ∫ (𝛼̈ ∙ 𝛼̈)
𝑡0+2𝜋 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡) + (−𝜁𝑓 ∫ (𝛼̇ ∙ 𝛼̈)

𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
) =

∫ {[𝑀(𝑡) − 𝑀𝑣𝑠(𝑡)] ∙ 𝛼̈}𝑑𝑡
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
    (9.4a) 

(−𝐽𝑓 ∫ (𝛼̈ ∙ 𝛼̇)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡) + (−𝜁𝑓 ∫ (𝛼̇ ∙ 𝛼̇)𝑑𝑡

𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
) =

∫ {[𝑀(𝑡) − 𝑀𝑣𝑠(𝑡)] ∙ 𝛼̇}𝑑𝑡
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
     (9.4b) 

Where, 𝜔𝑒𝑥  is the forced angular velocity and is equal to 2𝜋𝑓𝑒𝑥 . Here, the term 

∫ 𝛼̈ ∙ 𝛼̇
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡 is 0 since the acceleration, 𝛼̈ , is out phase of the velocity, 𝛼̇ . 

Then, 𝐽𝑓 and 𝜁𝑓 can be estimated by: 
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𝐽𝑓 =
∫ {[𝑀(𝑡)−𝑀𝑣𝑠(𝑡)]∙𝛼̈}
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

∫ (𝛼̈∙𝛼̈)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

    (9.5) 

𝜁𝑓 =
∫ {[𝑀(𝑡)−𝑀𝑣𝑠(𝑡)]∙𝛼̇}
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

∫ (𝛼̇∙𝛼̇)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

 (9.6) 

where 𝑛 is the number of the forced oscillation cycles and 𝑇𝑒𝑥 is the period of the 

forced oscillation cycles and is equal to 1 𝑓𝑒𝑥⁄ . 

In the lock-off conditions, the dominant frequency of 𝑀𝑓(𝑡)  is due to the 

prescribed 𝛼̈ and 𝛼̇ and differs from the dominant frequency of 𝑀𝑣𝑠(𝑡). Consequently, 

as 𝑛 increases, ∫ [𝑀𝑣𝑠(𝑡) ∙ 𝛼̈]
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡 can decrease to 0. Then, the equations (9.5) 

and (9.6) can be simplified to: 

𝐽𝑓 = Lim
𝑛→∞

∫ (𝑀(𝑡)∙𝛼̈)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

∫ (𝛼̈∙𝛼̈)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

    (9.7) 

𝜁𝑓 = Lim
𝑛→∞

∫ (𝑀(𝑡)∙𝛼̇)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

∫ (𝛼̇∙𝛼̇)
𝑡0+2𝜋𝑛 𝜔𝑒𝑥⁄

𝑡0
𝑑𝑡

    (9.8) 

In the lock-in regimes, it is difficult to split the moment 𝑀(𝑡) into the fluid moment 

and the moment induced by the vortex shedding 𝑀𝑣𝑠(𝑡). As a result, equations (9.7) 

and (9.8) can be used to estimate the 𝐽𝑓 and 𝜁𝑓 as well. 

9.2.2  “Curve fitter” method  

Considering that the flow field is influenced by both the vortex shedding and the 

prescribed oscillation, the moment acting on the hydrofoil can be decomposed into the 

two harmonic signals as follows: 

𝑀(𝑡) = 𝑀𝑣𝑠(𝑡) + 𝑀𝑓(𝑡)    (9.9) 

𝑀𝑣𝑠(𝑡) = 𝐴𝑣𝑠sin (2𝜋𝑓𝑣𝑠𝑡 + 𝜑𝑣𝑠)    (9.10) 

𝑀𝑓(𝑡) = 𝐴𝑓sin (2𝜋𝑓𝑒𝑥𝑡 + 𝜑𝑓)    (9.11) 

where 𝐴𝑣𝑠 is the amplitude of the moment induced by the vortex shedding and 𝐴𝑓 is 

the amplitude of the fluid moment. The 𝜑𝑣𝑠 and 𝜑𝑓 represents the phase angle of the 

moment induced by the vortex shedding and the fluid moment, respectively.  

Using MATLAB®'s “curve fitter” tool, two harmonic signals can be extracted 

from the discrete-time history of the moment. Subsequently, based on the definition of 
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𝐽𝑓  and 𝜁𝑓 , these two coefficients can be calculated from the parameters of the 

decomposed two harmonic signals as follows:  

𝐽𝑓 =
−𝐴𝑓sin (𝜑𝑓)

𝛼0(2𝜋𝑓𝑒𝑥)2
    (9.12) 

𝜁𝑓 =
𝐴𝑓cos (𝜑𝑓)

𝛼02𝜋𝑓𝑒𝑥
    (9.13) 

where 𝛼0 is the amplitude of the oscillation of the hydrofoil.  

9.2.3 Validation of two methods 

As detailed in section 9.2.1, the estimation of 𝐽𝑓 and 𝜁𝑓 depends on 𝑛. To assess 

the sensitivity of 𝐽𝑓  and 𝜁𝑓  to 𝑛 , an analysis was conducted. In Fig. 9.2, at 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.4, values of 𝐽𝑓  and 𝜁𝑓  obtained using the projection method and the 

“curve fitter” method are plotted against different values of 𝑛. It can be seen that when 

𝑛 > 30 , the variations in 𝐽𝑓  and 𝜁𝑓  resulting from the further increase in 𝑛  are 

negligible. Moreover, the projection method exhibits a better convergence compared 

to the curve fitter method, even with a lower value of 𝑛. Therefore, for the subsequent 

sections, the projection method is used to estimate 𝐽𝑓 and 𝜁𝑓 with 𝑛 = 30. Note that, 

the “curve fitter” method is employed to extract information regarding the amplitude 

of the decomposed harmonic signal, such as 𝐴𝑣𝑠, 𝐴𝑓, 𝑓𝑣𝑠, and 𝑓𝑒𝑥.  

 

 

Fig. 9.2 The sensitivity of Jf  and ζf  to 𝑛 using the projection method and curve fitter method. 
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9.3 NUMERICAL SETUP 

The computational domain and boundary conditions have been detailed in 

section 8.1.1. The computational domain is discretized with a hybrid mesh to enable a 

dynamic mesh, as shown in Fig. 9.3. The whole computational domain can be divided 

into three sub-regions, two of which have been discretized with a structured mesh, 

while the interior sub-region 2 connecting these two sub-regions has been discretized 

with an unstructured mesh. When the dynamic mesh is activated, the sub-region 1 

moves together with the hydrofoil, which is set to be a rigid body, while the sub-region 

3, which is adjacent to the upper and bottom walls, remains fixed. The unstructured 

mesh inside the connecting sub-region 2 will deform to adapt to the motion of the 

hydrofoil. 

 

(a) 

 

(b) 

Fig. 9.3 Division of the computational domain of the hydrofoil NACA0009 with a truncated 

trailing edge (a) and mesh topology around the trailing edge (b). 

As sketched in Fig. 9.4, the motion of the hydrofoil is subject to various 

excitation frequencies, 𝑓𝑒𝑥, ranging from 0.4 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛 to 1.6 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛, where 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛 

represents the frequency of the vortex shedding behind the stationary hydrofoil at the 

cavitation-free region. The mean angle of attack is kept constant at 0º while the 

oscillation amplitude, 𝛼0, is set to 0.1º. Thus, the instantaneous incidence angle of 

hydrofoil varies between −𝛼0 and +𝛼0 according to the following harmonic law: 

𝛼 = 𝛼0sin (𝜔𝑒𝑥𝑡 + 𝜋/2)    (9.14) 

where 𝜔𝑒𝑥 = 2𝜋𝑓𝑒𝑥 is the oscillating angular velocity. 
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Fig. 9.4 Sketch of the motion of hydrofoil. 

9.4 NON-CAVITATING FLOW  

The oscillating hydrofoil at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.0 is considered. This condition is 

known as the lock-in condition, where the forced oscillation frequency is equal to the 

vortex shedding frequency, as shown in Fig. 9.12. In the non-cavitating regime, the 

ambient pressure is chosen as pref = 4.2 bar, which corresponds to σ=2.1. Fig. 9.5 plots 

the evolution of the instantaneous 𝐶𝑀  and 𝐶𝑝 𝑚𝑖𝑛  at the stationary condition and 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.0 during the whole vortex-shedding cycle. It can be seen that, 

compared to the stationary condition, the maximum of 𝐶𝑀 acting on the oscillating 

hydrofoil surface increases from 0.022 to 0.17 with a maximum of 𝐶𝑝 𝑚𝑖𝑛 decreasing 

from -1.65 to -2.8.  

 

(a) 

 

(b) 

Fig. 9.5 Instantaneous CM and Cp min at the stationary condition (a) and fex/ fsta_non=1.0 (b). 

Fig. 9.6 illustrates the Cp field and the vorticity contours near the trailing edge 

of the hydrofoil throughout one cycle of hydrofoil movement. Alternating shedding of 

vortices from the upper and lower parts of the trailing edge is observed. The vortex-

shedding behavior for the oscillating hydrofoil mirrors that of the stationary case. At t 
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= 0, when the hydrofoil ascends from α = 0.1 º with a minimum acceleration of -

𝛼0𝜔𝑒𝑥
2, the local Cp behind the trailing edge reaches a minimum value of Cp = -2.54 

within the vortex shed from the upper surface (Fig. 9.6(a)), corresponding to the 

maximum value of the moment (Fig. 9.7). At t = 0.25 Tex, when the cylinder moves 

from α = 0.1 º to α = 0.0 º with the maximum angular velocity of 𝛼0𝜔𝑒𝑥 during the 

oscillation period, the local Cp behind the trailing edge hits a minimum value of Cp = 

- 2.70 within the vortex shed from the lower surface (Fig. 9.6(b)). When the hydrofoil 

descends to α = -0.1 º with a maximum acceleration of 𝛼0𝜔𝑒𝑥
2 at t = 0.5 Tex, the local 

Cp behind the trailing edge reaches a minimum value of Cp = -2.54 within the vortex 

shed from the lower surface (Fig. 9.6(c)). When the hydrofoil returns to α = 0.0 º with 

the minimum angular velocity of −𝛼0𝜔𝑒𝑥  at t = 0.75 Tex, the local Cp behind the 

trailing edge has a minimum value of Cp = -2.68 within the vortex shed from the upper 

surface (Fig. 8.6(d)).  

  

(a) 

  

(b) 
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(c) 

  

(d) 

Fig. 9.6 Instantaneous Cp field (left) and vorticity contours (right) for an oscillating hydrofoil at 

fex/fsta_non=1.0 and σ = 2.1: (a) t = 0, (b) t = 0.25 Tex, (c) t = 0.5 Tex and (d) t = 0.75 Tex. 

 

 

Fig. 9.7 Time evolution of the hydrofoil angle displacement, α, and CM. 

9.5 EFFECTS OF CAVITATION  

Simulations are conducted with different values of ∆𝜎  to investigate the 

influence of cavitation on the flow dynamics around the oscillating hydrofoil. ∆𝜎 is 

varied while keeping 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.0 and the other parameters same as in the case of 

the stationary hydrofoil.  

Figs. 9.8–9.10 present the vorticity contours, Cp fields, and the vapor volume 

fraction contours at three different cavitation numbers ( ∆𝜎  = 0.2, 0.4, 0.5), 

respectively. Cavitation primarily occurs within the vortical center shed from the 

trailing edge, with no cavities observed on the hydrofoil surface, even as the cavitation 

number decreases to a low value of ∆𝜎 = 0.5. It can be seen that, regarding the profiles 

of vorticity and pressure field, the effects resulting from the decrease in cavitation 
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number are negligible. However, as anticipated, the lower cavitation number leads to 

the generation of more cavity structures within the shedding vortices, as evident in the 

vapor volume fraction contours.  

   

(a) 

   

(b) 

   

(c) 

   

(d) 

Fig. 9.8 Instantaneous Cp field (left), vorticity contours (middle), and vapor volume fraction 

contours (right) for an oscillating hydrofoil at fex/fsta_non=1.0 and Δσ= 0.2: (a) t = 0, (b) t = 0.25 Tex, 

(c) t = 0.5 Tex and (d) t = 0.75 Tex. 

 

   

(a) 
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(b) 

   

(c) 

   

(d) 

Fig. 9.9 Instantaneous Cp field (left), vorticity contours (middle), and vapor volume fraction 

contours (right) for an oscillating hydrofoil at fex/fsta_non=1.0 and Δσ= 0.4: (a) t = 0, (b) t = 0.25 Tex, 

(c) t = 0.5 Tex and (d) t = 0.75 Tex. 

 

 

   

(a) 

   

(b) 
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(c) 

   

(d) 

Fig. 9.10 Instantaneous Cp field (left), vorticity contours (middle), and vapor volume fraction 

contours (right) for an oscillating hydrofoil at fex/fsta_non=1.0 and Δσ= 0.5: (a) t = 0, (b) t = 0.25 Tex, 

(c) t = 0.5 Tex and (d) t = 0.75 Tex. 

The associated 𝐶𝑀  on the hydrofoil alongside the angle displacement, 𝛼 , are 

plotted in Fig. 9.11. It can be seen that the time evolution of 𝛼 does not align precisely 

with 𝐶𝑀, indicating a phase angle, 𝜑, between them. Moreover, 𝜑 is observed to vary 

with changes in the cavitation number. In the non-cavitating regime, illustrated in Fig. 

9.11(a), 𝜑 exhibits a positive value, indicating that 𝐶𝑀 lags behind 𝛼. Conversely, in 

the cavitating regime, 𝜑 exhibits a negative value, suggesting that 𝐶𝑀 moves ahead of 

𝛼.  

  

(a) (b) 
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(c) (d) 

Fig. 9.11 Time evolution of the hydrofoil angle displacement, 𝛼, and CM at σ= 2.1 (a), ∆𝜎= 0.2 (b), 

∆𝜎= 0.4 (c), and ∆𝜎= 0.5 (d) with fex/fsta_non=1.0. 

To investigate the impacts of cavitation on the dynamic response of a blunt 

trailing edge hydrofoil undergoing forced oscillation, 𝐽𝑓, 𝜁𝑓, and 𝜑 were estimated for 

varying levels of cavitation development utilizing the projection method, and the 

results are summarized in Table 9.1. It is observed that in the presence of cavitation, 

𝐽𝑓 exhibits a decrease from 0.0024 to approximately 0.0022. However, the influence 

of decreasing 𝜎 on 𝜁𝑓 and 𝜑 does not follow a monotonous trend. Specifically, as 𝜎 

decreases from 2.1 to ∆𝜎 =0.5, 𝜁𝑓  increases from -0.50 to 3.11 (at ∆𝜎 =0.4), 

subsequently it decreases to 1.19 (∆𝜎=0.5). Meanwhile, in terms of 𝜑, it increases 

from 1.35 to 356.55, albeit with a minor decrease at ∆𝜎= 0.4. In terms of 𝐶𝑀 , the 

cavitating case exhibits a significant decrease compared to the non-cavitating regime. 

When ∆𝜎 ≤ 0.4, the amplitudes of 𝐶𝑀  tends to increase as cavitation number 

decreases. However, a further decrease in the cavitation number results in a decrease 

in the amplitudes of 𝐶𝑀. 

Table 9.1 Comparison of Jf, ζf, φ, and CM at fex/fsta_non=1.0 with different cavitation development 

levels. 

 𝐽𝑓 𝜁𝑓 𝜑(º) 𝐶𝑀 

𝜎= 2.1 0.0024 -0.50 1.35 0.1660 

∆𝜎= 0.2 0.0022 2.48 352.91 0.1578 

∆𝜎= 0.4 0.0022 3.11 351.26 0.1604 

∆𝜎= 0.5 0.0022 1.19 356.55 0.1552 
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9.6 EFFECTS OF FORCED OSCILLATION FREQUENCY ON DYNAMIC 

RESPONSES  

9.6.1 On response characteristics 

Considering that the system is exposed to both the vortex shedding and the 

forced oscillation, the moment acting on the hydrofoil can be decomposed into these 

two frequencies. MATLAB®'s “curve fitter” tool was employed to extract these 

frequencies from the discrete-time moment history, and the outcomes have been 

visualized in Fig. 9.12 for both non-cavitating (𝜎= 2.1) and cavitating (∆𝜎= 0.5) 

regimes. 

For the non-cavitating regime, as shown in Fig. 9.12(a), it can be seen that the 

system exhibits different response characteristics depending on the range of forced 

oscillation. The vortex shedding frequency, 𝑓𝑣𝑠, is different than the forced oscillation 

frequency, 𝑓𝑒𝑥, when 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ < 0.89, which indicates the system is governed by 

two distinct excitation frequencies in the so-called lock-off condition. In addition, it is 

observed that with the increase of the forced oscillation frequency, there is a significant 

reduction in the vortex shedding frequency. For instance, the vortex shedding falls 

around 3.8% at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.8, compared to the vortex shedding frequency without 

forced oscillation. In the range where 0.89< 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.07, 𝑓𝑣𝑠  is equal to 𝑓𝑒𝑥 

and the lock-in condition occurs. After this point and for 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ >1.07, 𝑓𝑣𝑠 is no 

longer equal to 𝑓𝑒𝑥, and the system returns to the lock-off condition again. 

For the cavitating regime, shown in Fig. 9.12(b), 𝑓𝑣𝑠 is different than 𝑓𝑒𝑥 when 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <0.89 in the lock-off condition. The increase of 𝑓𝑒𝑥, the reduction of 𝑓𝑣𝑠 

at the cavitating regime is more significant than the one at the non-cavitation regime. 

More specifically, the vortex shedding falls 11.1% at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.8, compared to 

𝑓𝑣𝑠 without forced oscillation. Regarding the lock-in regime, it is observed that it is 

further extended in the range from 0.89 to 1.15, which means a 7.5% increase towards 

the upper bound of the lock-in regime in comparison without cavitation. With further 

increases of 𝑓𝑒𝑥 above 𝑓ex 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ >1.15, the lock-off condition is again achieved.  



 

Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 139

 

(a) 

 

(b) 

Fig. 9.12 Evolution of the vortex shedding frequency as a function of the forced oscillation 

frequency under the non-cavitating (a) and cavitating regimes (b). 

9.6.2 On unsteady moment 

Lock-off condition 

Fig. 9.13 represents the dimensionless decomposed amplitudes of the fluid 

moment coefficient 𝐶𝑀_𝑓  and vortex-induced moment coefficient 𝐶𝑀_𝑣𝑠  using 

MATLAB®'s “curve fitter” tool. For the non-cavitating regime, it can be seen that the 

behaviours of the amplitudes of 𝐶𝑀_𝑓  and 𝐶𝑀_𝑣𝑠  depends on the range of forced 

oscillation. Furthermore, over the entire region of 𝑓𝑒𝑥 , the amplitude of 𝐶𝑀_𝑓 

demonstrates a continuously increasing trend with the rise of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ . In regions 

where the ratio 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  is less than 0.89, the amplitude of 𝐶𝑀_𝑣𝑠 demonstrates a 
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decreasing trend with the rise of the ratio. Conversely, the amplitude of 𝐶𝑀_𝑣𝑠 tends to 

decrease in regions where the ratio 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  is higher than 1.07.  

For the cavitating regime, it is obvious that the behaviours of the amplitudes of 

the fluid moment 𝐶𝑀_𝑓 and vortex-induced moment 𝐶𝑀_𝑣𝑠 depends on the variation of 

forced oscillation frequencies. Similar to the non-cavitating regime, the amplitude of 

the fluid moment 𝐶𝑀_𝑓 demonstrates a continuously increasing trend with the rise of 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ . Furthermore, in regions where the ratio is less than 0.89, the amplitude 

of the fluid moment 𝐶𝑀_𝑣𝑠  demonstrates a decreasing trend with the rise of 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ , except at the point A(2) as present in Fig. 9.13(b). At that point, the 

amplitude of the fluid moment 𝐶𝑀_𝑣𝑠  is notably lower compared to other points. 

Conversely, the amplitude of the fluid moment 𝐶𝑀_𝑣𝑠  tends to decrease in regions 

where the ratio is higher than 1.15.  

 

(a) 

 

(b) 

Fig. 9.13 The amplitudes of the fluid moment CM_f (a) and vortex-induced moment CM_vs (b) at non-

cavitating (σ= 2.1) and Δσ= 0.5 using the fitting tool of MATLAB®. 

Lock-in condition 

Under lock-in conditions, the time histories of 𝐶𝑀 and 𝛼 over one cycle of forced 

oscillation at non-cavitating and cavitating regimes are plotted in Fig. 9.14 and 9.15, 

respectively. Additionally, the associated amplitudes of 𝐶𝑀  and phase angle 𝜑  are 

plotted against the forced oscillation frequencies in Fig. 9.16 and Fig. 9.17, 

respectively.  

It can be seen that, in both regimes, the amplitude of 𝐶𝑀 exhibits a continuously 

increasing trend with the increase of 𝑓𝑒𝑥. Specifically, for the non-cavitating regime, 
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𝐶𝑀  increases from 0.13 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89 to 0.21 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.07. For the 

cavitating regime, 𝐶𝑀  increases from 0.13 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89 to 0.18 at 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.07 and further approximates 0.23 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.15. It is indicated 

that the presence of cavitation induces a reduction in the amplitude of 𝐶𝑀 within the 

lock-in regime, except at the point 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.95. Furthermore, the jump of 𝜑 has 

shifted from 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.95 to 1.1 due to the cavitation. Thus, cavitation serves as 

a factor that leads to a decrease in the amplitude of 𝐶𝑀 and an increase in 𝜑 within the 

lock-in regime. 

   

(a) (b) (c) 

  

 

(d) (e)  

Fig. 9.14 The time histories of the incidence and the numerical obtained hydrodynamic torque at non-

cavitating regime (𝜎= 2.1) and different fex/fsta_non: (a) B1 0.89;  (b) B2 0.95; (c) B3 1.0;  (d) B4 1.05; (e) B5 

1.07.  

 

   

(a) (b) (c) 
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(d) (e) (f) 

 

  

(g)   

Fig. 9.15 The time histories of the incidence and the numerical obtained hydrodynamic torque at cavitating 

regime (∆𝜎=0.5) and different fex/fsta_non : (a) B1 0.89; (b) B2 0.95; (c) B3 1.0; (d) B4 1.05; (e) B5 1.07; (f) B6 

1.10; (g) B6 1.15. 

 

 

Fig. 9.16 The amplitudes of CM at the non-cavitating and cavitating regimes. 
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Fig. 9.17 The relationship between the phase angle 𝜑 and the forced oscillation frequency fex/fsta_non 

at the non-cavitating and cavitating regimes. 

9.6.3 On added properties  

Fig. 9.18 shows the response characteristics corresponding to 𝐽𝑓, 𝜁𝑓, and 𝜑 as a 

function of the oscillating frequency for both the non-cavitating and the cavitating 

regimes, respectively.  

In the non-cavitating regimes (Fig. 9.18(a)), as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases to 0.95, 𝐽𝑓 

gradually decreases to the minimum value of 0.0022. Conversely, as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  

increases to 1.07, 𝐽𝑓  progressively increases to the maximum value of 0.0026. 

Moreover, a slight decay in 𝐽𝑓 is observed as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  further increases. On the 

other hand, in the cavitating regimes (Fig. 8.18(a)), as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases to 1.0, 𝐽𝑓 

continuously decreases to the minimum value of 0.0022. Then, as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  

increases to 1.07, 𝐽𝑓 maintains the same value and further increases in 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  

provokes an increase in 𝐽𝑓 . Comparing the curves of 𝐽𝑓  in non-cavitating and 

cavitation regimes, it can be seen that these two curves fall on the same one, indicating 

the insensitivity of 𝐽𝑓  to the presence of the cavitation for the lock-off condition 

(𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <0.89 and 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ >1.15). Within the cavitating lock-in condition 

(0.89<𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.15), the obtained 𝐽𝑓 in the non-cavitating regime is higher than 

the one in the cavitating regime except at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ = 0.95, suggesting the reduction 

in 𝐽𝑓  due to the presence of cavitation. It is believed that the increase of 𝐽𝑓  at 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ = 0.95 may result from the increase of 𝐶𝑀, as shown in Fig. 9.16. 

In the non-cavitating regimes (Fig. 9.18(b)), as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases to 0.95, 

𝜁𝑓 gradually increase to the maximum value of 3.6. Within this range, a slight decrease 
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in 𝜁𝑓  is observed at the lower limit of the lock-in regime at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89. 

Subsequently, a transition in 𝜁𝑓 from the positive to the negative is observed during 

the range 0.95< 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.0. Moreover, 𝜁𝑓  increases as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  further 

increases. In the cavitating regimes (Fig. 9.18(b)), as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases to 0.95, 𝜁𝑓 

gradually increase to the maximum value of 3.9. Then, as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases to 

1.15, a general decreasing trend in 𝜁𝑓  is observed with a slight increase in 𝜇𝑓  is 

observed near 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.05. Correspondingly, a transition in 𝜁𝑓 from the positive 

to the negative is observed during the range 1.10<𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.15. Moreover, 𝜁𝑓 

increases as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  further increases. Comparing the curves of 𝜁𝑓  in non-

cavitating and cavitation regimes, it can be seen that the cavitation effects on the 𝜁𝑓 is 

complex and varies across different frequency ranges. At the lock-off condition, 

specifically at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.4, 1.4, and 1.6, cavitation results in a reduction in 𝜁𝑓. 

However, in the range from 0.8 to 1.2, a general increasing trend in 𝜁𝑓 is observed in 

the presence of cavitation. Furthermore, the presence of cavitation leads to an increase 

in 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  where the transition of 𝜁𝑓 from the positive to the negative sign occurs, 

shifting from 0.95 to 1.1. 

 

(a) 

 

(b) 
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(c) 

 

Fig. 9.18 The comparison of Jf (a), ζf(b), and φ(c) as a function of fex/fsta_non at the non-cavitating 

regime and ∆𝜎= 0.5. 

 

In the non-cavitating regimes (Fig. 9.18(c)), 𝜑 maintains a negative value within 

1.0 < 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.07 and the transition of 𝜑 from positive to negative sign occurs 

between 0.95 < 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.00. In the cavitating regimes (Fig. 9.18(c)), a negative 

value of 𝜑 is observed at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.15, and the transition of 𝜑 from the positive 

to the negative sign occurs between 1.10 < 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.15. Hence, the increase in 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  where the transition of 𝜑 from positive to negative sign occurs aligns with 

the findings for 𝜁𝑓 in the presence of cavitation. 

9.6.4 On the pressure and vorticity fields  

In terms of vortical structures, it can be seen that two different modes of vortex 

shedding occur in the non-cavitation lock-in regime. To demonstrate these two modes, 

the pressure field and vorticity fields are plotted in Fig. 9.19 when it moves to the 

maximum displacement angle. At the beginning of the lock-in range, e.g., 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  

=0.89 and 0.95, the vortex formed on the lower side of the hydrofoil starts to shed and 

the associated minimum pressure is located at the shedding vortex as well. However, 

as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  further increases, e.g., 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.0 and 1.07, the vortex formed 

on the upper side of the hydrofoil is shed. Such change in the timing of shed vortical 

structures has also been observed in the wakes of circular cylinders subjected to forced 

oscillations (Hassanpour et al., 2023) or inlet velocity perturbations (Gauthier et al., 

2017).  

In cavitating lock-in, a similar behavior also occurs: as shown in Fig. 9.20, from 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ = 0.89 to 1.1, the vortex formed on the upper side of the hydrofoil is 
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shed. Meanwhile, at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ = 1.15, the vortex formed on the lower side of the 

hydrofoil is shed when the hydrofoil is near its minimum pitching angle.  

  

(a) 

  

(b) 

  

(c) 

  

(d) 
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(e) 

Fig. 9.19 Instantaneous Cp field (left), vorticity contours (right) for an oscillating hydrofoil at non-

cavitating regime with different fex/fsta_non: (a)0.89; (b)0.95; (c)1.00; (d)1.05; (e)1.07. 

 

  

(a) 

  

(b) 

  

(c) 
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(d) 

  

(e) 

  

(f) 

  

(g) 

Fig. 9.20 Instantaneous Cp field (left), vorticity contours (right) for an oscillating hydrofoil at non-

cavitating regime with different fex/fsta_non: (a)0.89; (b)0.95; (c)1.00; (d)1.05; (e)1.07; (f)1.10; 

(g)1.15; 
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9.7 EFFECTS OF FORCED OSCILLATION ON CAVITATION  

9.7.1 On cavitation inception  

Assuming that the liquid water cannot withstand any tension and vapor appears 

instantaneously when the local pressure drops below the saturated pressure 𝑝𝑣, then 

the relationship between the minimum pressure coefficient, 𝐶𝑝 𝑚𝑖𝑛 , and cavitation 

inception number, 𝜎𝑖, is established as follows: 

𝜎𝑖 = 𝐶𝑝 𝑚𝑖𝑛          (9.15) 

In Fig. 9.21, the obtained 𝐶𝑝 𝑚𝑖𝑛 are plotted against 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  under the non-

cavitating regime. It reveals a non-monotonic relationship as the 𝐶𝑝 𝑚𝑖𝑛  does not 

consistently decrease with the increase of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ . Specifically, 𝐶𝑝 𝑚𝑖𝑛 decrease 

from -1.65 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.0 to -3.60 at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.4 and then follows a slight 

increase at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.6, meanwhile, as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  approaches the boundaries of 

the lock-in regime, it causes a decrease in 𝐶𝑝 𝑚𝑖𝑛 and the local maxima of 𝐶𝑝 𝑚𝑖𝑛 are 

found at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89 and 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.07, corresponding to the boundaries of 

the lock-in regime.  

Interestingly, at the lower boundary of the lock-in regime (𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89),  

𝐶𝑝 𝑚𝑖𝑛 approaches the maxima of -0.67, significantly higher the value of 𝐶𝑝 𝑚𝑖𝑛 at the 

stationary condition. Consequently, the oscillation frequency of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89 

tends to decrease 𝜎𝑖.   

Conversely, at the upper bound of the lock-in regime (𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.07), 𝐶𝑝 𝑚𝑖𝑛 

approaches the maxima of -2.36, lower than the value of 𝐶𝑝 𝑚𝑖𝑛  at the stationary 

condition. Thus, compared to the stationary condition, the oscillation frequency of 

𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.07 tends to increase 𝜎𝑖.  

Therefore, it can be concluded that the oscillation frequency of the hydrofoil can 

affect the cavitation inception. While the general trend is for 𝜎𝑖 to gradually increase 

with the increase of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ , as the forced oscillation frequency approaches the 

boundary of the lock-in regime, it causes a local decrease in 𝜎𝑖. Particularly, at the 

lower boundary of the lock-in regime, a significant decrease in 𝜎𝑖  is observed 

compared to the stationary hydrofoil. 
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Fig. 9.21 The Cp min in the computational domain as a function of fex/fsta_non. 

9.7.2 On developed cavitation 

Fig. 9.22 presents the contours of vapor volume fraction behind the trailing edge 

at different 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ . When 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <0.89, the corresponding contours are 

displayed ranging from point (A1) to (A4). It can be seen that the length of the 

cavitating wake monotonically decreases with the increase of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ .  

When 0.89< 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ <1.15, the corresponding contours are displayed 

ranging from point (B1) to (B7). It is observed that, at the beginning of the lock-in 

regime, e.g., 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89, the vapor cavity does not appear inside the wake 

which explains why the lower bound of the lock-in regime does not change when 

cavitation occurs. At 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.95, the presence of cavitation inside the vortical 

structures within the wake is again observed. For further increase of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ , the 

length of cavitating wakes monotonically increases as shown in points (B3)~(B7). 

Furthermore, when 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ >1.15, a shrink of the cavitating wake length is 

observed as shown in points (C3)~ (C5).  
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Fig. 9.22 Vapor volume fraction contours in the near wake at different values of fex/fsta_non. 

9.8 PARTIAL CONCLUSIONS 

In this chapter, a numerical study on the interactions between the vortex 

shedding behind a blunt trailing edge hydrofoil NACA 0009, the cavitation 

development, and the oscillation frequency of the hydrofoil has been conducted. The 

observations and results can be summarized as follows: 

Regarding the effects of cavitation when the excitation frequency, 𝑓𝑒𝑥, is equal 

to the vortex shedding frequency behind the hydrofoil under non-cavitating and 

stationary conditions, 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛, in the lock-in regime:  

• In comparison to the non-cavitating regime, cavitation generally decreases the 

moment coefficient, 𝐶𝑀 . As cavitation occurs, the increase or decrease of 𝐶𝑀 

depends on the cavitation development. Specifically, before the cavitation number 

exceeds a certain threshold, the development of cavitation leads to 𝐶𝑀 decreases. 

Conversely, as the cavitation number decreases further, 𝐶𝑀 decreases. Similarly, 

relative to the non-cavitating regime, cavitation provokes an increase in the phase 

angle between the momentum and the force oscillation, 𝜑. As cavitation occurs, 

the increase or decrease in 𝜑 depends on the cavitation development. When the 

cavitation number is above a certain value, 𝜑  experiences a reduction as the 

cavitation number decreases. However, as the cavitation number decreases further, 

it causes an increase in 𝜑. 

• For the added properties, the obtained added moment of inertia, 𝐽𝑓, is independent 

of the cavitation number. Compared to the non-cavitating regime, cavitation 

generally increases the added damping, 𝜁𝑓 . However, as cavitation occurs, the 

increase or decrease of 𝜁𝑓  depends on the cavitation development. When the 

cavitation number is above a certain value, the development of cavitation results 
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in a significant increase of 𝜁𝑓. As the cavitation number further decreases, it leads 

to a drop of 𝜁𝑓. 

Regarding the effects of 𝑓𝑒𝑥 on dynamic response: 

• The overall dynamic response of the system, e.g. during the lock-in and lock-off 

regimes, is primarily determined by the variation of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  while also being 

influenced by the presence of cavitation. Specifically, concerning the bounds of 

the lock-in regime, the upper bound tends to increase with the presence of 

cavitation compared to the non-cavitating condition. 

• At the lock-off regime, the fluid moment coefficient, 𝐶𝑀_𝑓, is insensitive to the 

development of cavitation. However, the components of the vortex-induced 

moment coefficient, 𝐶𝑀_𝑣𝑠 , general decreases as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  gets closer to the 

bounds of the lock-in regime. At the lock-in regime, cavitation can lead to a 

decrease in 𝐶𝑀 and an increase in 𝜑. 

• In the lock-off regime, the cavitation effect on 𝐽𝑓 is small and it can be neglected. 

However, the cavitation on 𝜁𝑓 depends on both 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  and the presence of 

cavitation. At the lock-in regime, cavitation can provoke a decrease of 𝐽𝑓 and an 

increase of 𝜁𝑓. 

• The change in the timing of shed vortices has been observed in both non-cavitating 

and cavitating wakes. However, the presence of cavitation tends to increase the 

value of 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  at which the change occurs. Under the non-cavitating regime, 

the change in the timing of shed vortices occurs at 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.0. Conversely, 

it increases to 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =1.15 under cavitating conditions. 

Regarding the effects of 𝑓𝑒𝑥 on vortex street cavitation: 

• 𝑓𝑒𝑥  can indeed influence the cavitation inception level, 𝜎𝑖 , which in general 

exhibits a gradual increase as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases. Moreover, as 𝑓𝑒𝑥 approaches 

the bounds of the lock-in regime, it causes a local decrease in 𝜎𝑖. In particular, at 

its lower bound, 𝜎𝑖 decreases to a level that prevents the occurrence of cavitation. 

• The length of the cavitating wake is affected by the variation of 𝑓𝑒𝑥. Specifically, 

the maximum cavitating wake length appears at the stationary condition. Then, it 

gradually decreases as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases and vanishes at the lower bound of 
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the lock-in regime when 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ =0.89. From this oscillating frequency 

onwards throughout the lock-in regime, the length of the cavitating wake 

monotonically increases as 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄  increases. After that, it experiences a 

slight decrease with further increases in 𝑓𝑒𝑥 𝑓𝑠𝑡𝑎_𝑛𝑜𝑛⁄ . 
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Chapter 10: Conclusions 

In the present thesis, a numerical solver has been developed that is capable of 

accounting for the cavitating vortex street flow behind bluff bodies. Using this solver, 

a series of numerical studies on cavitating vortex street flow behind a blunt trailing 

edge hydrofoil NACA 0009 have been conducted by predicting the boundary layer 

transition. As a result, the effects of cavitation on flow dynamics and its interaction 

with vortex-induced vibration have been examined. 

The implementation of the incompressible cavitation solver has been validated 

and verified using a 2D bubble collapse case. The solver has successfully captured the 

evolution of the bubble collapse and it has shown the dependency of the predictions 

on the empirical condensation coefficient. Additionally, a compressible cavitation 

solver with suitable boundary conditions has been developed and validated using two 

benchmark test cases: a 1D shock tube and a 2D bubble collapse. Furthermore, the 

results obtained with the compressible cavitation model have been compared with 

previously published data of the cavitating vortex shedding flow behind a circular 

cylinder. In summary, all the results have confirmed the capability of the proposed 

compressible cavitation solver to simulate cavitating flows with consideration of fluid 

compressibility. 

Using the validated incompressible and compressible cavitation solvers, the 

influence of fluid compressibility on the cavitating vortex street flow has been 

examined numerically. A comparison has been made between simulations obtained 

using the incompressible and the compressible cavitation solvers for cavitating vortex 

street flow over a wedge. The results have shown that the impact of fluid 

compressibility on the dynamics of the cavitating wake flow depends on the frequency 

range: at lower frequencies, the effects of fluid compressibility are minimal and can 

be disregarded. However, fluid compressibility has been observed to amplify spectral 

energy at higher frequencies. Furthermore, almost identical numerical results with and 

without consideration of liquid compressibility have been obtained in terms of 

predicted mean pressure profiles, dominant vortex shedding frequencies, and 

instantaneous and mean void fraction fields. Consequently, these results suggest that 
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compressibility effects on cavitating vortex shedding behind a wedge are relatively 

small and can be neglected. 

More specifically, a comprehensive and detailed numerical study of the 

cavitating vortex street flow over a truncated hydrofoil NACA 0009 has been 

conducted focusing on boundary layer transition, vortex street dynamics, and 

cavitation effects. High-fidelity numerical simulations have been performed using a 

controlled decay SST γ-Reθt turbulence model with optimized inlet turbulence intensity 

and empirical coefficients for the cavitation model. It has been observed that cavitation 

has a significant impact on the wake flow dynamics, notably increasing the shedding 

frequency of the primary vortices. Additionally, cavitation growth leads to increased 

hydrodynamic loads on the hydrofoil surface. Furthermore, cavitation development 

enhances the advected velocity of the vortices while decreasing the streamwise inter-

vortex spacing. Both factors are believed to contribute to the increase of the vortex 

shedding frequency while the reduction of streamwise inter-vortex spacing tends to 

dominate this increase. 

Additionally, a series of numerical simulations have been conducted to analyze 

the cavitating vortex street flow over a blunt trailing edge hydrofoil NACA 0009 under 

forced oscillation at different frequencies. It has been observed that the dynamic 

response to the oscillating frequency is influenced by the presence of cavitation. In the 

lock-in regime, cavitation appears to widen the upper bound of this regime. When 

compared to non-cavitating conditions, the dynamic response of the blunt trailing edge 

hydrofoil shows a decrease in the added moment of inertia and an increase in the added 

damping with the presence of cavitation. Moreover, the timing of the vortex shedding 

will change with the presence of cavitation. 

Lastly, it has been observed that the oscillation of the hydrofoil affects the 

dynamics of cavitation within the shed vortices. Specifically, the oscillation frequency 

of the hydrofoil influences cavitation inception. Generally, the cavitation inception 

number gradually increases with the forced oscillation frequency. It is noted that as the 

oscillating frequency approaches the bounds of the lock-in regime, there are local 

decreases in cavitation inception number. In particular, the maximum decrease in 

cavitation inception number is observed at the lower bound of the lock-in regime 

where it prevents the cavitation occurrence. Besides, the length of the cavitating wake 
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is influenced by the variation of the oscillation frequency, and the maximum cavitating 

wake length occurs under stationary conditions.  

  



 

160 Effects of cavitation on the wake characteristics behind blunt trailing edge hydrofoils 

Chapter 11: Perspectives 

In the present work, the significant effects of wake cavitation on the 

characteristics of the vortex street in terms of shedding frequency, unsteady loads, and 

morphology have been numerically identified and investigated in blunt trailing edge 

hydrofoils. Moreover, the study has numerically explored the interactions between 

cavitation and VIVs. However, due to the complexity of this problem, there are some 

issues which should be more deeply investigated in the near future: 

(i) Regarding the numerical modelling: 

Indeed, the capability of the numerical model to capture how vortex shedding 

frequency depends on cavitation and boundary layer transition is crucial for accurately 

predicting such flow. Therefore, the accuracy of the simulations relies heavily on the 

performance of both the cavitation model for predicting the advected cavitating flow 

and the turbulence model for predicting the boundary layer transition. Due to the 

limited computational resources, the controlled decay SST γ-Reθt model has been used 

in the current study. However, owing to the inherent disadvantages of RANS models, 

very limited information about the wake has been obtained. Moreover, reproducing 

the vortex span-wise organization and dislocation is another important issue for 

predicting the unsteady loads acting on the hydrofoil which requires more advanced 

3D turbulence models. Therefore, the understanding of this problem could be 

improved by employing scale-resolved models, e.g. DES γ-Reθt or wall-resolved LES. 

Concerning the modeling of cavitation, the interaction between the cavitation and the 

advected vortices needs to be considered. Until now, the accuracy of the cavitating 

wake flow prediction depends heavily on user experiences, such as the selection of the 

cavitation models and the empirical factors inside the source term accounting for the 

mass transition. Future investigations should focus on developing a free-parameter 

cavitation model that could reduce or remove the dependence on empirical factors 

selected by user experience.  

(ii) Regarding the interaction between cavitation and VIVs: 

The interaction between cavitation and VIVs is very complex. Specifically, the 

presence of cavitation is found to modify the added properties, e.g. added moment of 
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inertia and fluid damping, and the loads acting on the solid body. Moreover, the 

presence of cavitation can also affect the state of the VIVs and may widen the lock-in 

regime. On the other hand, the oscillation of the body can alter the occurrence and 

development of cavitation in terms of cavitation inception and morphology. Note that, 

the current study is based on two-dimensional simulations neglecting the the vortex 

span-wise organization and dislocation. Therefore, to further assess the interaction 

between cavitation and VIVs, a 3D simulation with more advanced turbulence and 

cavitation models needs to be conducted. 

(iii) Regarding the assessment of the control method: 

In practical applications, either VIVs or cavitation can cause tremendous damage 

to engineering structures and the interaction between them can alter the characteristics 

of the fluid-structure system. Both passive and active control methods have been 

undertaken to mitigate wake flow and reduce load fluctuations. Optimizing trailing 

edge geometry constitutes a passive control method, whereas flow blowing, suction, 

and ventilation fall under the active control category. However, a predominant focus 

of these control methods has been centered on minimizing drag penalties, with 

comparatively less attention being paid to assessing their impact on the occurrence and 

development of cavitation. Thanks to the good performance of the numerical model 

used in this study in simulating the cavitating vortex street flow, this high-fidelity 

numerical approach could be very useful to comprehensively evaluate the performance 

of wake control methods with consideration of cavitation. 
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Appendix  

The example of the ZGB cavitation model using ANSYS Fluent macro 

“DEFINE_LINEARIZED_MASS_TRANSFER”. 
 

#include "udf.h" 

DEFINE_LINEARIZED_MASS_TRANSFER(cav_source,cell,thread,from_index,from_species_index, 

to_index, to_species_index, { 

real vof_nuc = RP_Get_Real("mp/cvt/cfx/vof-nuc"); 

real r_b = RP_Get_Real("mp/cvt/cfx/r-bubbles"); 

real F_evap = RP_Get_Real("mp/cvt/cfx/f-evap"); 

real F_cond = RP_Get_Real("mp/cvt/cfx/f-cond"); 

real c_evap = 3.0*F_evap*vof_nuc/r_b; 

real c_cond = 3.0*F_cond/r_b; 

real P_SAT = RP_Get_Real("mp/cvt/vapor-p"); 

Thread *liq = THREAD_SUB_THREAD(thread, from_index); 

Thread *vap = THREAD_SUB_THREAD(thread, to_index); 

real m_dot, dp, m_source; 

real p_op = RP_Get_Real ("operating-pressure"); 

real press = C_P(cell, thread) + p_op; 

real rho_l = C_R(cell,liq); 

real rho_v = C_R(cell,vap); 

real vof_l = C_VOF(cell,liq); 

real vof_v = C_VOF(cell,vap); 

real r_rho_lv = 1./rho_v - 1./rho_l; 

m_dot = 0.; 

m_source = 0.0; 

if (press <= P_SAT) 

{ 

dp = P_SAT - press; 

dp = MAX(dp, 1e-4); 

m_dot = c_evap*rho_v*sqrt(2/3.0*dp/rho_l); 

m_source = m_dot*vof_l; 

*d_mdot_d_vof_from = m_dot; 

*d_mdot_d_vof_to = -m_dot; 

} 

else 

{ 

dp = press - P_SAT; 

dp = MAX(dp, 1e-4); 

m_dot = -c_cond*rho_v*sqrt(2/3.0*dp/rho_l); 

m_source = m_dot*vof_v; 

*d_mdot_d_vof_from = m_dot; 

*d_mdot_d_vof_to = -m_dot; 

} 

/* ++++++++++ ds/dp term ++++++++++++++ */ 

if(NNULLP(THREAD_STORAGE(thread, SV_MT_DS_DP))) 

C_STORAGE_R(cell,thread,SV_MT_DS_DP) = ABS(r_rho_lv*m_source/(2*dp)); 

return m_source; 

}  
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