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Abstract
Next generation applications such as Cloud gaming, Virtual Reality and
Augmented Reality will have strict network requirements to operate, such
as higher throughput and very low latency. As Wi-Fi continues to grow, it
needs to adapt to these new technologies and requirements. In this thesis,
we focus on the topic of latency reduction over Wi-Fi networks, focusing
on one of the main features of the upcoming Wi-Fi 7: Multi-Link Opera-
tion (MLO). With MLO, a device can associate to an Access Point (AP)
over multiple links at the same time. This device can then transmit over
multiple channels simultaneously, multiplying its bandwidth. This feature
however can also be used to improve network delay, as using independent
backoffs in different links allows the device to adapt to the changing con-
ditions of the links, choosing the least congested one opportunistically.
We focus on this aspect of MLO, showing that this can lead to an or-
der of magnitude delay reduction over the worst-case delay in traditional
Single-Link Wi-Fi. Our analysis of MLO also uncovers a potential perfor-
mance anomaly in its implementation which can result in worsened delay
performance over current Wi-Fi, and we discuss how channel allocation
schemes need to take MLO devices into consideration to avoid collaps-
ing under the excess contention that they create. Finally, to showcase the
utility of MLO as a powerful enabler of new technologies, we analyze the
traffic of Cloud gaming and Virtual Reality applications, modelling their
traffic and studying the use of MLO to deliver their traffic in a timely
manner.
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Resum
Les aplicacions de nova generació com el Cloud gaming, la realitat virtu-
al i la realitat augmentada tindran estrictes requisits de xarxa per operar,
com un major throughput i una latència molt baixa. A mesura que el Wi-
Fi continua creixent, necessita adaptar-se a aquestes noves tecnologies i
requisits. En aquesta tesi, ens centrem en la reducció de latència per a
xarxes Wi-Fi, utilitzant una de les caracterı́stiques principals del proper
Wi-Fi 7: Multi-Link Operation (MLO). Amb MLO, un node es pot as-
sociar a un Punt d’Accés (AP) amb multiples links al mateix temps. El
node pot aleshores transmetre simultàneament per multiples canals, mul-
tiplicant la seva amplada de banda. Aquesta caracterı́stica pot ser utilit-
zada també per a millorar el retard de la xarxa, ja que utilitzar backoffs
independents en cada link permet adaptar-se a les condicions dels links,
escollint el menys congestionat de manera oportunista. Ens centrem en
aquest aspecte de MLO, mostrant que aquesta caracterı́stica pot resultar
en una reducció del retard d’una ordre de magnitud respecte el retard en el
pitjor cas del Wi-Fi tradicional amb un sol link. Amb el nostre anàlisi de
MLO també descobrim una potencial anomalia en el rendiment de MLO
que pot resultar en pitjors retards que utilitzant l’actual Wi-Fi d’un sol
link. Discutim com els mètodes d’assignació de canals han de conside-
rar si el node és MLO per tal d’evitar el col·lapse de la xarxa a causa de
l’excés de contenció que aquests nodes creen. Finalment, amb l’intenció
de mostrar el potencial de MLO per facilitar l’ús de noves tecnologies,
analitzem el tràfic d’aplicacions cloud gaming i realitat virtual, modelant
el seu tràfic i estudiant l’ús de MLO per l’enviament del seu tràfic de
manera ràpida i efectiva.
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Chapter 1

INTRODUCTION

The internet continues to evolve, and new applications reach the market
every day. Extended Reality (XR) applications, which include Virtual
Reality (VR) and Augmented Reality (AR), are growing in popularity as
they unlock novel use cases across many domains, such as healthcare,
industry, education and gaming. The market for online gaming alone
currently has more than 1.1 billion users, and is projected to go from
26.14 billion dollars in 2023 to 32.45 million in 2027, with VR forecast-
ing a revenue of $2.5 billion [1]. Other online gaming applications surged
in popularity during the pandemic, with cloud-gaming applications like
GeForce Now providing service to over 20 million users [2]. These new
applications are planned for indoor use, and Wi-Fi is expected to become
the main technology to support them [3], with most headsets including
high-grade Wi-Fi capabilities1, and services like Steam Link2 allowing to
stream games wirelessly from computer to headset. Wi-Fi is the leading
wireless technology, delivering more than 80% of all wireless data traffic
[4]. There are 18 billion Wi-Fi devices worldwide, and Wi-Fi shipments
will increase to four billion annually by 2024, and its global economic

1https://www.meta.com/help/quest/articles/
headsets-and-accessories/oculus-link/
connect-with-air-link/

2https://store.steampowered.com/app/353380/Steam_Link/

1

https://www.meta.com/help/quest/articles/headsets-and-accessories/oculus-link/connect-with-air-link/
https://www.meta.com/help/quest/articles/headsets-and-accessories/oculus-link/connect-with-air-link/
https://www.meta.com/help/quest/articles/headsets-and-accessories/oculus-link/connect-with-air-link/
https://store.steampowered.com/app/353380/Steam_Link/


value of $3.3 trillion in 2021 is expected to grow to $4.9 trillion by 2025
[5]. As the aforementioned new types of application have strict latency
requirements, Wi-Fi will have to consider the delivery of time-sensitive
traffic.

Historically, Wi-Fi has struggled to attain delay guarantees due to its
use of the Distributed Coordination Function (DCF) model for the MAC
layer channel access. It uses Carrier-Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA), by which network nodes that wish to trans-
mit need to sense the channel to ascertain if it is available. If the channel is
sensed busy, the node defers its transmission until the channel is idle again
and backoff resumes, otherwise, once backoff reaches zero, the node can
transmit and other devices will defer their transmission accordingly. As
more nodes appear in the network, the contention and consequently the
delay increases, thus keeping a consistent low delay can be difficult. To
mitigate this issue, recent amendments added features that can be used to
improve delay. New features include Target Wake Time (TWT) in IEEE
802.11ax, which can be used for a more deterministic channel access to
avoid contention [6]. A modification called Restricted Target Wake Time
(rTWT) was added to IEEE 802.11be [7], allowing Access Points (AP)
to reserve resources for latency sensitive traffic. IEEE 802.11bn also in-
cludes as an objective a mode of operation capable of reducing latency by
25% in the 95th percentile [8] over 802.11be. One of the main features of
IEEE 802.11be, Multi-Link Operation, allows a device to associate to an
AP through multiple channels (links) at once, thus running multiple back-
offs at the same time and allowing simultaneous transmission of packets.
This feature also allows the device to transmit opportunistically through
the first available link, thus, if there is congestion in a link, another one
can still be used and service can continue without issue, avoiding con-
tention based delay. This potential to reduce network latency is the main
focus of this thesis.

In this work, we focus on the need for bounded latency in emergent
applications and the tools that Wi-Fi can use to achieve reduced delays,
namely MLO. Using real application traces, we model latency-sensitive
traffic and simulate MLO features following the standardization efforts,
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showing the suitability of MLO as a tool to reduce network latency and
enable these new types of communication. The main contributions of this
thesis are:

• The study of emerging interactive video streaming applications,
their throughput, latency requirements, and their traffic shaping.
For cloud-gaming, a model is provided to replicate its traffic for
different settings.

• We studied the performance of Multi-Link Operation channel ac-
cess, considering several implementations and their potential ben-
efits for delay reduction, finding up to an order of magnitude im-
provement over Single-Link Operation.

• The discovery and definition of the MLO delay anomaly, by which
MLO nodes can starve other nodes, leading to worse-than-legacy
performance. We show that channel allocation needs to be reworked
to consider MLO devices and the extra contention that they bring
to the network.

• We explore the suitability of MLO to enable interactive Virtual Re-
ality streaming applications and its low latency requirements, show-
ing the potential of MLO to enable multiple simultaneous users in
the same BSS ( Basic Service Set) by spreading the same bandwidth
over a higher number of narrow channels.

The rest of this document is structured as follows: Chapter 2 details
the technologies used and the related literature, Chapter 3 presents the
main findings of the thesis: Section 3.1 focuses on cloud-gaming and
its traffic analysis, Section 3.2 showcases our results of MLO using the
football stadium dataset. Section 3.3 focuses on the study of MLO co-
existence. Section 3.4 studies the use of MLO to deliver VR traffic, and
finally, Chapter 4 concludes the thesis. For the remainder of this thesis,
we refer to each publication by the number specified in the list of publi-
cations from page XIII (for example: publication #1).
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Chapter 2

ENABLING TECHNOLOGIES

In this chapter we introduce the technologies and environments used and
discussed throughout the thesis, such as the testbeds used to study stream-
ing applications, the traffic captured, and the specific Wi-Fi features we
studied.

2.1 Testbeds
For both regular gaming and VR gaming, the video quality (resolution
and frame rate) depend on the hardware used. Both types of applications
require expensive hardware to achieve good performance, and in both
cloud gaming and VR streaming, the computational complexity can be
offloaded to a remote server, thus reducing the cost of the client used.
This was one of the key selling points of Google Stadia, a cloud gaming
service in which users could play the latest video games remotely with any
device that could access the newest version of their Chrome web browser,
while the games were rendered on Google servers. For VR, the Head
Mounted Display (HMD) comes with hardware strong enough to support
some games, but to achieve the highest quality, it is required to connect
to a strong PC to render the video and audio. This is the same offloading
idea as cloud-gaming, and HMDs today already come packaged with a
Wi-Fi interface to enable it.
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Two testbeds were deployed to capture the behavior of the applica-
tions considered in this thesis, following the architecture shown in Fig-
ure 2.1. For Google Stadia, a fully wired setup was used, with an Ethernet
connection between the AP and client. Google servers were delivering the
content over the internet to our AP, to which we connected a laptop using
Wireshark to capture the traffic received and transmitted. For VR stream-
ing, our own server was used to render the games, and ALVR [9] was
used to encode the video and transmit it over Wi-Fi to the VR headset. In
this case, as we had physical access to the server, we used Wireshark to
capture traffic on both server and client. The modelling of VR traffic then
could use the server data to replicate the traffic before any interference or
shaping effects from the network. Further details on the testbed and data
obtained can be found in papers #1 and #6.

Figure 2.1: Testbed diagram

2.2 Cloud gaming traffic and VR traffic
Cloud gaming has existed for a long time, with one of the first systems
being presented in the year 2000 [10]. Other systems like OnLive and
Gaikai launched in 2010 and 2011 respectively, and were bought by Sony
years later to integrate onto their own system [11]. Cloud gaming saw
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a rise in popularity in 2019 with the launch of Google Stadia and Nvidia
GeForce Now in early 2020, and while Stadia was shut down in 2023 [12],
GeForce Now remains with 20 million users as of 2022 [2]. Other cloud
gaming services like Xbox Cloud Gaming [13] and Amazon Luna [14]
are still active as well.

These recent platforms have received a lot of attention. The traffic of
Stadia, Geforce Now and PSPlus is studied in [15], in which the proto-
cols used by each service are identified, as well as their respective bitrates
according to the resolution used, which can go up to 45 Mbps. The per-
formance of Stadia over cellular networks is also analyzed, showing that
3G networks can only deliver 720p streams, while 4G can deliver a bet-
ter performance over 1080p and even 4K. A testbed is created in [16] to
study the performance of a cloud gaming system over Ethernet, WiFi and
LTE, identifying the most relevant key performance indicators for assess-
ing quality of experience, and showing the suitability of wireless to enable
cloud gaming systems. A performance evaluation of Xbox cloud gaming
and GeForce Now can be found in [17], testing both platforms with lim-
ited bandwidths and latency, showcasing how each system adapts to the
network conditions. Performance is sustainable with up to 100 ms of de-
lay, but video quality and frame rate adjustments can be observed starting
at 30 ms. Similarly, the work in [18] analyses the performance of four
cloud gaming services under different network conditions, highlighting
that each platform has its own application layer adaptation mechanism,
and that as a result of being application-level, they all take too much time
to react to changes in the network, while lower layer mechanisms could
react faster and provide better service. Another testbed is used in [19] to
create a dataset containing the traffic of multiple cloud gaming platforms,
as well as other streaming applications to then perform traffic classifica-
tion and identification of cloud gaming traffic so as to deliver it to priority
queues. They find that decision trees can allow for up to 98.5% accuracy
in identifying cloud gaming traffic even with degraded network condi-
tions.

Virtual Reality (VR) is another emergent application that saw a pop-
ularity increase in a similar time period. A crowd-funding campaign was
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launched in 2012 for the Oculus Rift, which earned 2.4 million dollars.
Facebook then bought the Oculus shortly after, and in the same year Sony
announced their first VR headset [20]. Nowadays, there are multiple com-
panies offering VR headsets for gaming, and the market is expected to
grow from 12 billion dollars in 2022 to 22 billion dollars in 2025 as the
devices get smaller and more practical to use in other sectors such as
healthcare, education and manufacturing [21].

Much like cloud gaming, VR streaming requires high throughput and
low latency, and whether wireless networks can or cannot handle such
traffic has been the focus of recent VR research. In [22], the performance
of VR over Wi-Fi is studied using connections at different distances,
showing that VR requires stable and high throughput connections to ac-
commodate its high frame rate, as weak Wi-Fi sigals struggle to maintain
steady performance. The study in [23] tests the user experience and cy-
bersickness for both wired and wireless VR setups, finding the wireless
performance to be similar to using a wired connection so long as there was
direct line of sight with the AP. The traffic characteristics of VR are stud-
ied in [24] with different video encoders, showing that older encoders can
struggle to process the video data in a timely manner, that bitrate can be
modified according to game demands, and finally commenting that MAC
layer scheduling could be necessary to safely deliver VR traffic. In order
to prioritize VR traffic over non-VR traffic, Machine Learning models are
used in [25] to classify VR traffic, showcasing the correlation between
downlink and uplink as a major defining feature. Simulations are then
used to test how this classification can be used to deliver VR traffic over
Wi-Fi with delays 4.2 times lower than without prioritizing it.

In this thesis, we study both cloud gaming and VR traffic delay, as well
as ways to enable these applications over future networks using MLO.To
the best of our knowledge, ours was the first paper to do a deep dive on the
protocols used by Google Stadia, as well as testing its performance under
bandwidth and delay constraints. Further, we also produced a model ca-
pable of replicating its traffic. Our work in VR focuses on its coexistence
with new Wi-Fi features like MLO and their capacity to improve worst-
case VR delay. Publications #1 and #6 focus on cloud gaming and VR
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traffic respectively, and publication #3 uses the model proposed in #1 to
test cloud gaming traffic over MLO.

2.3 Wi-Fi 7 and MLO

Maintaining consistent low delay on Wi-Fi networks has become a pop-
ular topic of study in recent years. A lot of early discussion on Wi-Fi 7
revolved around real time applications and the need for low, bounded la-
tency [26]. While Wi-Fi 7 has many features, the use of MLO has been at
the forefront of this discussion, some initial Wi-Fi 7 studies discussed to
separate the control and data plane between links, or to split low and high
priority traffic in different links [27], other proposals aimed to transmit
the same packet through multiple channels to avoid the delays related to
packet loss [28]. As the draft evolved, MLO performance received a lot of
attention, especially to support real-time applications. The work in [29]
gives an overview on different MLO implementations, showing their re-
spective throughput based on increased external interference. They show
that the single-link and non-simultaneous transmit and receive variants
can underperform compared to multi-link variants under low loads, but
achieve good performance when under heavy interference. In [30], MLO
with independent links is analyzed, showing that an order of magnitude
reduction can be obtained over the Single-Link 90th percentile delay and
that it is able to keep the delay below the 10 ms necessary for low-latency
applications. Similarly, in [31] MLO is compared to SLO for an increas-
ing number of users while keeping the same total traffic load, showing
that MLO benefits increase with the user count, with up to 8x lower de-
lays than SLO for 10 users. In [32], traffic allocation policies for MLO
are considered, such as distributing traffic flows equally among interfaces,
or distributing based on the congestion at each link. They find that under
external interference, assigning traffic to the single least-loaded link re-
sults in better results, as it reduces the overall contention in the network.
The work in [33] implements similar traffic allocation policies for MLO
to split the number of MPDUs delivered to each link. Their findings show
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that unrestricted MLO functions better than any dynamic policy, as the
random nature of IEEE 802.11 channel access tends to prevent the simul-
taneous use of multiple links, thus packets end up spending more time in
the queue with the dynamic policies.

While the previously mentioned papers analyse MLO performance,
our work is unique in the use of a full 5 GHz dataset to understand the
effect of using different channel occupancies over each link. We also dis-
covered and presented the MLO delay anomaly, which has an impact on
the delay of crowded MLO scenarios. Publication #4 focused on the co-
existence of MLO nodes with both legacy nodes and MLO nodes, and
publication #5 centered around our discovery of the MLO anomaly, an
issue found when multiple MLO nodes contend for the same channels,
which leads to starvation and lower delays than legacy Single-Link net-
works. Finally, publication #6 studies the use of MLO to enable VR
traffic and its stringent latency requirements.

2.4 MLO channel access

Four channel access methods are discussed in this thesis. The first is
Single-Link Operation (SLO), in which a single radio interface is used
to connect between an AP and a STA. Once there are packets in the buffer,
a backoff counter is started at the transmitter, and transmission begins
when backoff ends. Figure 2.2 shows the sequential transmission of three
packets using SLO, where it can be observed that packets 2 and 3 arrive at
the buffer while the link is busy, and have to wait for their transmission.

Next is Multi-Link Multiple Radio Simultaneous Transmit and
Receive (MLMR STR). Two (or more) links are used, each with their
own backoff counter, and by using orthogonal channels, links can trans-
mit opportunistically, independently of what the other link is doing. Fig-
ure 2.3 shows MLMR STR operation, in which packet 2 arrives at the
buffer while packet 1 is transmitting, thus starting a backoff counter in
link 2. Backoff ends and packets 1 and 2 can transmit at the same time,
greatly reducing delay #1 in comparison to Figure 2.2. Once packet 3

10



Figure 2.2: Illustration of Single-Link Operation.

arrives, link 1 is busy, so the backoff counter is started in link 2, and once
the first link is free, a backoff is started there as well. Link 2 ultimately
ends its backoff first, and packet 3 is transmitted with a shortened delay
#2. Over the course of the thesis we referred to MLMR STR with in-
terchangeable terms based on context (i.e., standardization process and
methods considered in each paper). The terms MLMR STR, MLMR,
STR, and MLO are used to all refer to the same MLMR STR mechanism.
Publications #2 and #3 use STR, publications #4 and #5 use MLMR,
and publication #6 uses MLO.

Figure 2.3: Illustration of MLMR STR operation.

Another MLO implementation is Multi-Link Single Radio (MLSR).
With MLSR, multiple links are used with independent backoffs, much
like with MLMR STR, but the main difference is that only one link is
used for transmission. This allows the device to benefit from the oppor-
tunistic nature of MLO, selecting whichever link is free, but avoids adding
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extra contention on multiple links during transmission, as well as any po-
tential self-interference between the radio interfaces. Figure 2.4 shows
the MLSR implementation, in which packet packet 2 can be transmitted
through link 2, avoiding the busy period found in link 1, which SLO could
not avoid. This reduces delay #1 in comparison to SLO. Similarly, once
packet 2 is fully transmitted, backoffs are started in both links, and link
1 wins the contention, transmitting packet 3 and reducing delay #2 over
SLO as well.

Figure 2.4: Illustration of MLSR operation.

Finally, we consider Multi-Link Multiple Radio Non-Simultaneous
Transmit and Receive (MLMR NSTR). This is an earlier implementa-
tion of what NSTR would become in the IEEE 802.11be draft, designed
to avoid interference between radio interfaces. One link is designated as
the primary and all others as secondary. The primary link runs a back-
off, and when it ends, if any other link has been idle for the duration of a
PIFS, it can also be used for simultaneous transmission, otherwise, trans-
mission starts only over the primary link, and the other link remains idle.
Figure 2.5 shows the NSTR operation. For the first transmission, as there
is only one packet in the buffer, it is fully transmitted over the first link.
Then, once packet 2 arrives, the link is busy and backoff is halted, and by
the time the link is free packet 3 has arrived at he buffer. Then, backoff is
performed over the first link, and since the second link remains idle, one
packet can be transmitted through both links, thus delay #1 remains the
same as for SLO, but delay #2 has been reduced significantly.
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Figure 2.5: Illustration of NSTR operation.

Publication #2 and #3 discuss the use of MLMR STR and NSTR,
publications #4 and #5 focus on MLMR STR and MLSR, and publica-
tion #6 discusses configurations for MLMR STR.
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Chapter 3

ON THE INTERPLAY
BETWEEN VR STREAMING
AND MLO: MAIN FINDINGS

3.1 Stadia: Understanding cloud-gaming

Cloud-gaming requires high throughput and low latency, which can be a
challenge for wired networks, and even more so for wireless ones. In this
chapter we focus on the Google Stadia platform, which allowed users to
stream games directly from a server to their PC, without requiring high
performance hardware. Stadia transmitted high definition video at a frame
rate of 60 frames per second (FPS), and it allowed the user to select dif-
ferent profiles based on their network capacity, modifying the resolution
of the video received: 720p required 10 Mbps, 1080p required 28 Mbps,
and 4K required 35 Mbps or more.

To analyze the traffic of Stadia, we used Wireshark to capture sev-
eral traces over a wired connection. Our initial analysis considered 10
games, and we selected 3 that were most representative of the collective
patterns. The 3 chosen games were of different genres and presentation
styles, which had an impact on the throughput perceived. These games
were Tomb Raider, Thumper and Spitlings, a third person action game,

15



an on-rails rhythm game and 2D platformer.

Figure 3.1: Temporal evolution of Stadia traffic for Tomb Raider, Thum-
ber and Spitlings.

Figure 3.1 shows the traffic patterns for each game considered, sep-
arated by protocol. Most of the traffic (over 90% in all cases) is con-
centrated in the downlink (DL), with Real Time Protocol (RTP) packets
representing more than 99% of the DL traffic. RTP packets encapsulate
the video and audio, and they are transmitted in batches spaced by the
frame rate of 60 FPS, which results in an inter-arrival time of 1

60
= 16.6

ms on average. This pattern is consistent on all games. Each batch con-
sists of several smaller groups of packets, which are spaced by ≈ 2 ms.
The amount of groups of packets per batch is different across each game,
which may be a consequence of large video frames being created at the
source and needing to be split into smaller packets. As Tomb Raider is
the most graphically complex game, it has the most groups of packets per
batch, while Spitlings has the lowest, being a simple 2D game with lower
graphical requirements. On the uplink (UL), Real Time Control Protocol
(RTCP) packets are found after each group of DL RTP packets. RTCP is
designed to send back statistics on packet reception and performance on
the client, to help adjust settings at the source. These represent less than
0.5 Mbps over all games. STUN and DTLS packets represent an even
lower portion of the throughput, as they take care of stream synchroniza-
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tion and security, we infer that DTLS also encapsulates the user inputs to
transmit them back to the server.
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Figure 3.2: Impact of the resolution on metrics.

Next, we analyzed the evolution of the traffic load, packet size and
inter-arrival time as we increased the video resolution. For this specific
experiment, each game was captured 3 times (one per resolution), running
the same section of 10 minutes. Figure 3.2a shows the CDF of the traffic
load required for Tomb Raider and Spitlings. For Tomb Raider, it can be
observed that both 720p and 1080p match closely the requirements stated
by the app of 10 and 28 Mbps respectively. However, for 4K we observed
higher loads than the recommended 35 Mbps for 88% of the time, going
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up to 43.74 Mbps. Spitlings on the other hand shows a negligible increase
in the traffic load going from 720p to 1080p. Increasing further to 4K
shows does increase the traffic load significantly, but it is still well below
the requirements stated by the app. The traffic load then appears to be
application specific, with more complex games requiring more resources.
This has a direct impact on the number of packets per batch, which can be
observed in Figure 3.2b, with lower resolutions having less packets over
1000 bytes, and also in Figure 3.2c, where the inter-arrival time is higher
when the resolution is lower, i.e., the time between batch starts (or video
frames) is always 16.6 ms, but when the traffic load is high, the amount
of extra groups of packets reduces the inter-arrival between the last group
of packets of a video frame and the start of the next.

The main challenge of handling cloud-streaming traffic stems from the
video streaming pattern, as a lot of packets are transmitted in bursts, thus
filling the buffer quickly and increasing the queueing time. As buffering is
not an option for these kind of applications, fast delivery of large amounts
of data is required to ensure a good end-user experience. Publication #1
contains a detailed and in-depth study of the Stadia traffic, comparing
the impact that the chosen videogame has on the patterns, as well as a
comparison to other live streaming applications. The impact of different
network conditions such as extra delay and change in the bandwidth is
studied, and a model to replicate Stadia traffic is also provided.

3.2 MLO latency under real spectrum measure-
ments

In order to study the real-world capabilities of Wi-Fi 7 and MLO un-
der external (OBSS) interference, we used traces from the WACA dataset
[34, 35], which contains over-the-air traces of the occupancy (in RSSI) for
every channel in the 5 GHz band. The extensive measurement campaign
covers a variety of locations, such as an apartment building, a shopping
center, and a football stadium. We focused our study on the stadium sce-
nario, as it contains a wide range of channel occupancies. These traces
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were used as an input for our own discrete-event simulator based on C++,
which replicates Wi-Fi behavior and MLO features (see [36] for more
details).

We considered a main MLO-BSS, in which the AP is transmitting
in the downlink to a single STA. A Fixed MCS of 256-QAM 5/6 was
used, and as the dataset contains the average RSSI perceived over time
in 10µs intervals, we adapted our MLO simulator to round up the IEEE
802.11 backoff slots to this same 10µs. All contention perceived by the
main AP comes from the dataset, which contains the OBSS channel oc-
cupancy data. Two MLO modes were considered for the main AP: STR
and NSTR. For STR, two different options were also considered: STR,
in which packets are assigned to an interface prior to backoff, and STR+,
where assignment is delayed until the last possible moment (i.e., backoff
is finished). Further, we used the Stadia traces from the previous chapter
to generate realistic cloud-gaming traffic for 720p and 1080p resolution.
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Figure 3.3: Delay vs. video resolution using Google Stadia traffic for (a)
symmetric and (b) asymmetric link occupancy.

Figure 3.3a shows the average and the worst-case (95th percentile) de-
lay obtained for both resolutions using channels of equivalent occupancy
of 40%. Delay-sensitive applications such as Stadia require a worst-case
delay below 10 ms for good performance, and it can be observed that SLO
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cannot achieve this result with the lowest resolution of 720p, showing a
worst-case delay of over 60 ms. MLO-STR shows an order of magnitude
reduction for the 95th percentile compared to SLO, keeping the delay be-
low 10 ms, and MLO-STR+ reduces this delay even further. A resolution
of 1080p can only be supported by MLO-STR as well, and while MLO-
NSTR offers an improvement over SLO, it underperforms compared to
STR.

Figure 3.3b shows the same results but with an asymmetrical configu-
ration of links, with a primary of 10% occupancy and a busy secondary of
70% occupancy. In this case, as SLO uses the primary link, we observe a
much lower delay for all cases, with every method achieving lower than
10 ms. However, MLO-STR here struggles to use its multiple links effi-
ciently, and by assigning packets to the overloaded link, it increases SLO
delay by 85.5%, performing worse than MLO-NSTR, and showing the
need to delay the packet assignment until later, as MLO-STR+ achieves
the lowest delay among all options.

To further understand the gains of MLO, we tested the performance
of using SLO with comparable bandwidth to two MLO links. We also
allowed dynamic channel bonding with preamble puncturing to improve
the performance of 40 MHz and 80 MHz channels, using the lowest 20
MHz channel as the primary channel. We used Poisson traffic, normalized
based on the maximum SLO capacity at 20 MHz so as to ensure that all
methods were in a non-saturating regime. A primary and secondary links
of 40% and 70% occupancy were used respectively.

Figure 3.4 shows the latency achieved by SLO and STR+ as we in-
crease the traffic load. In all cases, increasing the bandwidth used leads
to better delays, and we can observe that if we use 40 MHz channels for
SLO we can obtain better delay than with 20 MHz channels in MLO-
STR+. This is a direct result of the dynamic channel bonding selecting
whichever primary channel is less occupied. Indeed, for MLO-STR+ with
two 20 MHz links, there is no primary channel selection, as they are as-
signed statically. However, once MLO-STR+ uses wider channels as well
(2x40 MHz), it shows higher delay reduction than using a single link of
80 MHz (9.5x lower delays with MLO-STR+ vs 6.1 for SLO).
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Figure 3.4: Latency for occupancy of {40%, 70%} with dynamic primary
channel selection

MLO-STR+ can be a powerful enabler for next-generation applica-
tions, not only increasing the bandwidth used but also reducing the delay
by up to an order of magnitude compared to SLO. MLO-STR+ greatly
benefits from the ability to use links opportunistically, operating multi-
ple backoffs simultaneously, and transmitting over the earliest available
channel. Nevertheless, channel selection is an important consideration
in extracting better performance, as a poor selection of links could lead
to worse results than SLO with equivalent bandwidth. Dynamic chan-
nel allocation and preamble puncturing can help MLO-STR+ reach its
full potential. Publications #2 and #3 delve deeper into the STR and
NSTR implementation, showing the throughput gains as well as the de-
lay improvement when using links with symmetrical and asymmetrical
occupancy.
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3.3 MLO contention anomaly and coexistence
To continue analyzing MLO performance as a tool to improve network la-
tency, we extended the MLO simulator to support multiple nodes so that
we can generate different scenarios with multiple MLO and SLO users,
allowing us to study the interplay between contending devices using sim-
ilar or different channel access modes.

First, we studied MLO coexistence as the number of links increases.
We considered two BSS with one STA each, using an MCS of 256-QAM
3/4 and 2 spatial streams. We used the performance of isolated SLO as
a baseline, as two SLO BSS could use orthogonal channels, while MLO
BSS would have to share them.
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Figure 3.5: Scenario II: Delay performance for each transmission method
as traffic load increases. Traffic load values refer to the fraction of the SL
full-buffer throughput.

Figure 3.5 shows the best-case delay (1st percentile), average and
worst-case delay (99th percentile) for each setup as the traffic load in-
creases. The traffic load is normalized based on the maximum achievable
by SLO. MLSR with two links results in a slight delay reduction over
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SLO over all traffic loads, and adding a third link further reduces the de-
lay. MLMR however, shows worse 99th percentile delay in all situations
for two links, while also having the lowest 1st percentile delay. This effect
is exacerbated as the traffic load increases. Adding a third link reduces
the delay, but this could simply be a result of the third link significantly
increasing the available bandwidth, thus a higher traffic load would likely
result in similar results to the two link configuration. We refer to this as
the MLO anomaly.

The MLO anomaly is fully described in Figure 3.6. We consider two
MLMR APs transmitting to a single STA each. For the first portion with-
out contention, AP 1 receives packet 1, starts its backoff and obtains a
transmission opportunity in link 1. As packet 2 has also arrived by this
point, packets 1 and 2 are aggregated and transmitted through link 1. Then
packet 3 arrives, and since link 1 is busy, AP 1 performs backoff on link
2, transmitting packet 3 at the same time as packets 1 and 2, and reduc-
ing its delay compared to SLO transmission. Next we consider the case
with contention, where AP 1 starts transmission of packets 4 and 5 over
link 1, and then both AP 1 and 2 receive a new packet (packet 6 and 1
respectively). They then both perform backoff on link 2, and due to the
random nature of the backoff, AP 1 wins contention, transmitting packets
6 and 7 through link 2, while AP 2 finds all its links busy, forcing it to de-
fer transmission until AP 1 finishes on link 1. At this point, the buffer of
AP 2 has multiple packets waiting, and it needs to aggregate more pack-
ets per transmission, leading to longer transmission times (i.e., blocking
the channel for longer periods of time). The MLO anomaly can be found
in this instance, where one MLO device takes all available links at once,
starving the other devices. Note that while AP 1 benefited in this instance
(thus achieving a really low 1st percentile delay), the anomaly will hap-
pen in reverse at some point, and AP 2 will starve AP 1 as well, leading
to the higher 99th percentile seen previously.

Next, we analyze the interplay between SLO and MLO nodes. We
set up a toy scenario with 3 BSS in a line: the middle AP is using MLO,
while the outer APs use SLO, each of them using one of the same channels
used by the MLO BSS. We first analyze the throughput capacity of each
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Figure 3.6: Illustration of MLMR operations and packet interactions over
two links without (left) and with (right) contention. Grey, orange, and
blue slots denote occupied channels, ongoing backoffs, and successful
transmissions, respectively. Consecutive blue slots indicate aggregated
packets. For illustration purposes, all transmissions are downlink and the
corresponding ACKs are omitted. In the example, for AP 1, packet #3
experiences a lower delay than it would under SL operations. For AP 2
instead, packet #1 undergoes a higher delay than it would with SL.

method, which we show in Figure 3.7. MLSR achieves similar through-
put to SLO nodes, as it can only fully transmit in one channel, thus its
main advantage over SLO is limited to the faster channel access as a con-
sequence of using two backoffs. MLMR however obtains double the SLO
throughput, but to do so it takes away transmission opportunities from the
other APs, thus limiting their maximum achievable throughput. To ana-
lyze the delay, we set the MLO node to have a traffic load of 70%, and
then modify the traffic load at the outer APs in different symmetric and
asymmetric configurations. Figure 3.8a shows the delay for the MLSR
configuration, and Figure 3.8b shows the MLMR configuration. Compar-
ing both, we can observe that MLMR always achieves lower delays than
MLSR, and that for the first three configurations, MLMR leads the SLO
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Figure 3.7: Scenario III: individual BSS throughput when BSS B employs
MLSR (left) and MLMR (right). BSSs A and C are assume to employ a
single link.

BSS to reach lower delays than the MLSR case. Having said that, the last
MLMR configuration shows the SLO BSS with a 90% load saturating, as
the greedy nature of MLMR stops the SLO BSS to obtain the necessary
transmission opportunities to handle all its traffic. In this way, we can
surmise that MLSR is the less disruptive technology, and that MLMR can
be beneficial to all nodes in a network, but under high traffic conditions it
can disrupt other BSS.

By transmitting over multiple links simultaneously, MLO devices can
greatly reduce their delay and increase their throughput. However, when
paired with other MLO devices, they can starve each other and lead to
longer delays than SLO networks using orthogonal channels, thus channel
selection needs to account for other MLO devices, and avoid using the
same pair of channels for devices in the same coverage area. When paired
with SLO devices, MLO can opportunistically use the links to reduce its
own delay, as well as the delay of the SLO devices, but it can also starve
other networks when the link capacity is limited. Publications #4 and #5
focus on the delay anomaly of MLMR and the MLSR implementation.
Publication #5 specifically shows that smart channel assignment with two
links can lead to better performance than a costly array of five links.

25



25%-70%-25% 50%-70%-50% 70%-70%-30% 90%-70%-10%

Normalized Traffic Load

0

2

4

6

8

10

12

14

16

18

20

D
e

la
y
 (

m
s
)

BSS A, SL 99%-tile

BSS B, MLSR 99%-tile

BSS C, SL 99%-tile

Average

1%-tile

(a) MLSR delay

25%-70%-25% 50%-70%-50% 70%-70%-30% 90%-70%-10%

Normalized Traffic Load

0

2

4

6

8

10

12

14

16

18

20

D
e

la
y
 (

m
s
)

BSS A, SL 99%-tile

BSS B, MLMR 99%-tile

BSS C, SL 99%-tile

Average

1%-tile

(b) MLMR delay

Figure 3.8: Delay in unbalanced scenarios. MLSR has a low impact on
nearby BSSs, while MLMR has a severe impact on highly loaded chan-
nels, saturating BSS A. Traffic load values refer to the fraction of the SL
full-buffer throughput.

26



3.4 VR over Wi-Fi

In this chapter, we studied the use of MLO as an enabler for Virtual Re-
ality, a challenging new traffic type with stringent throughput and delay
requirements. We reproduced realistic VR traffic based on real traces,
and studied the relationship between MCS, channel bandwidth, and how
to handle multiple VR users in the same network.

To analyze and replicate VR traffic, we used the traces from [37],
which can be found in Zenodo as a dataset [38]. The downlink of VR
shows similar behaviors to the traces shown in Figure 3.1 of Chapter 3.1,
with batches of numerous packets with an inter-arrival time defined by
the frame rate. In this case, both the traffic load and frame rate are higher
than Stadia, with 100 Mbps and 90 FPS respectively. The behavior in
the uplink is also dictated by the frame rate, with 4 small packets being
sent in each interval of one video frame. These packets in the uplink
represent only 1 Mbps, but they contain information on the inputs and
perspective of the user, and thus it is important to ensure their timely
delivery. We consider the delay thresholds set by the Wi-Fi Alliance for
VR gaming [39], which stipulate different thresholds for the downlink
and uplink. For the downlink: up to 5 ms for the 75th percentile delay,
10 ms for the 95th percentile and 50 ms for the 99.9th percentile. For
the uplink: up to 2 ms for the 90th percentile, and 10 ms for the 99.9th
percentile. Note that as previously mentioned, the uplink thresholds are
stricter than the downlink.

We began by measuring the minimum MCS and channel bandwidth
required to be able to obtain a good VR performance according to the
aforementioned requirements. We show the necessary combination for
both SLO and MLO in Figure 3.9. As expected, the uplink requirements
(Figure 3.9b) are harder to meet than the downlink ones (Figure 3.9a).
Focusing on the uplink, we can determine that SLO cannot deliver VR
using a 20 MHz channel no matter what MCS is used. It could be achieved
with 40 MHz, but only with the highest MCS available in Wi-Fi 7 (4096-
QAM). Indeed, even with the widest possible channel, SLO requires at
least QPSK 3/4, meaning that VR devices need to be close to the AP
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to find a good performance (i.e., not the entire coverage area of the AP
is suitable for VR). MLO has an easier time meeting the requirements,
even delivering good performance at the lowest MCS as long as 320 MHz
channels are used. Of course, MLO uses two links instead of one, but
even if we compare equivalent bandwidths (SLO at 40 MHz with MLO
at 20 MHz), MLO only requires 64-QAM, while SLO needs 4096-QAM.
Thus, the MLO benefits go beyond the extra bandwidth, and are a direct
consequence of having multiple simultaneous backoffs and transmissions.

(a) Downlink (75%-tile of 5 ms) (b) Uplink (90%-tile of 2 ms)

Figure 3.9: Minimum MCS to accomplish Wi-Fi Alliance thresholds for
different channel widths.

Next, we studied the relationship between bandwidth and number of
MLO links, and how to properly configure an MLO device to serve as
many VR users as possible. We considered two links of 80 Mhz, four
links of 40 MHz, and eight links of 20 MHz. Figure 3.10 shows the
packet delay as the number of VR streams increase, with the Wi-Fi Al-
liance thresholds marked in horizontal lines. Starting with the downlink
in Figure 3.10a, two links allows us to serve up to 6 users before cross-
ing the 75th threshold, four links brings the user count up to 9, and eight
links allows for good VR performance with up to 13 users. If we aim
to minimize the delay however, we observe that for up to 3 users, two
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links leads to the minimum delay possible, four links is the optimal op-
tion for 4 to 8 users, and after that eight links leads to the lowest delays.
This is a result of the way that VR traffic is shaped. As packets arrive in
bursts, having an excess of links leads to idle links that do not transmit
anything, and in those circumstances, having a wider channel reduces the
transmission time. When there are multiple users it is better to have a lot
of links instead, thus delivering all the packets simultaneously and avoid-
ing queueing delays. For the uplink in Figure 3.10b, we find the same
tendency when it comes to number of users and links required, but in all
cases it appears to be beneficial to have more links to minimize the de-
lay. Indeed, the uplink are short transmissions that arrive regularly, thus
having extra bandwidth does not benefit the transmission time, as no ag-
gregation is present in the uplink. Reducing the queueing time and the
access time then becomes more important than for the downlink.

VR traffic creates self-contention between the downlink and uplink,
and with SLO, the downlink contention stops the uplink from delivering
its packets in a timely manner. By using multiple links, MLO alleviates
this contention on the uplink and more easily delivers a good VR perfor-
mance. It also requires lower MCS than SLO, thus giving a wider margin
for user placement. MLO can split the same bandwidth over more or less
links, and using more links with a shorter bandwidth can allow more VR
users in a network than wider links. However, a trade-off can be achieved
in which the downlink delay can be minimized based on the number of
users present by using wider links. Publication #6 focuses on stream-
ing VR over Wi-Fi using MLO, showcasing the real traffic traces used,
our modelling of the same traffic, and the added performance that MLO
offers over SLO.
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(a) Downlink

(b) Uplink

Figure 3.10: Packet delay for different configurations of links and band-
width.
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Chapter 4

CONCLUSIONS

In this thesis, we studied the use of new Wi-Fi features to improve the
network latency in order to support emergent streaming applications that
require both a high throughput and low delay. In order to do so, we
first did a comprehensive study of a cloud gaming application with real
traces, identifying its main traffic patterns and how they are affected by
the transmitted media, video resolution, and frame rate. We then moni-
tored the IEEE 802.11be standardization efforts, identifying Multi-Link
Operation as a key feature with the potential to both increase network
throughput and reduce latency. We implemented the main MLO modes
in our own simulation tool, and using real traces with different occupancy
levels, tested MLO performance when the links are similar or dissimilar
in occupancy, showing how MLO can opportunistically select the least
busy link to avoid contention, thus improving overall performance and
offering up to an order of magnitude reduction in the worst-case delay.
We continued this study by examining the effect of having multiple MLO
nodes in a network, discovering the delay anomaly which can worsen
worst-case delay over traditional SLO. Following that, we studied how to
avoid the anomaly by ensuring that MLO nodes used different channels
for at least some of their links, thus avoiding contention as much as possi-
ble. Finally, we analyzed another streaming application with VR, finding
similar traffic patterns to those of cloud gaming. We compared SLO and
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MLO performance, showing that MLO can enable VR with a lower MCS
(worse connection) and that with double the bandwidth of SLO, MLO can
allow more than double the VR users.

In our study of MLO, we have found its ability to avoid congestion
to be the most relevant to the needs of current Wi-Fi networks. Indeed,
increasing the available throughput is useful, but its capacity for reducing
network delay is unmatched by other features. There are multiple vari-
eties of MLO, but we have found STR to be the most versatile. Having
independent links allows not only the opportunistic use of different links
to avoid congestion, but they can also be used to undertake different tasks,
such as having a dedicated link for control packets, or low-latency traffic.
Through our work however, we have noticed that enabling all MLO links
to transmit every kind of traffic outperforms most complex schemes that
assign different tasks to each link, as it reduces the contention perceived
by them, reducing the queueing times and overall delay. Still, with future
devices possibly having up to four links, a combination of schemes seems
possible, for instance reserving one link for best-effort traffic, thus allow-
ing all other links to quickly dispatch sensitive traffic opportunistically.

In the future, MLO links could be used independently to enable more
advantages over SLO, separating traffic types over different links, or mod-
ifying the packet aggregation scheme to take into consideration the multi-
ple links available, avoiding long transmissions over one link, when they
could be split over two or more, reducing the link contention. Further,
future IEEE 802.11 amendments will have to consider MLO as a core
aspect of their architecture, thus it can be used in conjunction with other
techniques to improve performance even more. One of the key features of
IEEE 802.11bn is going to be multi-AP coordination, enabling the use of
coordinated OFDMA and spatial reuse to reduce overall contention. Dis-
tributed MLO will also enable a network to associate users using MLO
to links from different APs, thus avoiding roaming delays. Coordinated
beamforming can also be used in conjunction with MLO to facilitate more
transmission opportunities and lower MLO delay.
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Cloud-gaming: Analysis of Google Stadia traffic
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Abstract

Interactive, real-time, and high-quality cloud video games pose a serious chal-
lenge to the Internet due to simultaneous high-throughput and low round trip
delay requirements. In this paper, we investigate the traffic characteristics of
Stadia, the cloud-gaming solution from Google, which is likely to become one of
the dominant players in the gaming sector. To do that, we design several ex-
periments, and perform an extensive traffic measurement campaign to obtain all
required data. Our first goal is to gather a deep understanding of Stadia traffic
characteristics by identifying the different protocols involved for both signalling
and video/audio contents, the traffic generation patterns, and the packet size
and inter-packet time probability distributions. Then, our second goal is to un-
derstand how different Stadia games and configurations, such as the video codec
and the video resolution selected, impact on the characteristics of the generated
traffic. We also evaluate the ability of Stadia to adapt to different link capacity
conditions, including cases where the capacity drops suddenly, as well as sudden
increases in the network latency. Our results and findings, besides illustrating the
characteristics of Stadia traffic, are also valuable for planning and dimensioning
future networks, as well as for designing new resource management strategies.
Finally, we compare Stadia traffic to other video streaming applications, show-
casing the main differences between them, and introduce a traffic model using
our captures. We show that this model can be used in simulations to further
investigate the network performance in presence of Stadia traffic.

Keywords: Cloud-gaming, Google Stadia, Traffic Measurements and Analysis
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1. Introduction

Video streaming is more popular than ever. It represents a share of
60.6% of all internet downlink traffic, far above the second and third
places: web browsing, which takes 13.1%, and gaming with 8.0%
[1]. Video on demand services like Netflix, Amazon Prime Video and
Disney+ report 183 million, 150 million and 50 million subscribers
each [2], Youtube has 2 billions of logged-in users each month [3], and
Twitch reports an average of over 1.9 million concurrent users [4].

Cloud gaming is the next step in streaming video content on demand,
with several companies already offering subscription services that al-
low users to play video games remotely. In cloud gaming, the games
are run in a remote server, and then streamed directly to the users,
thus removing the need for dedicated gaming computers or consoles.
While this has many advantages, it challenges the network infrastruc-
ture to support both high-throughput and low-latency, as otherwise
the service will simply not run.

Some of the first companies to attempt this model were OnLive
and Gaikai, which were later bought by Sony, who entered the mar-
ket with PlayStation Now [5]. Microsoft has its own service called
XCloud, offering to play their games on Android phones and tablets
[6]. Nvidia offers GeForce Now, allowing users to remotely play the
games that they have bought previously in online stores on Windows,
Mac, and Android devices [7]. Lastly, Google has also entered the
market with Stadia, a service that runs on Google Chrome or on
Chromecast. Stadia has its own shop to purchase games and a sub-
scription service offering free games each month. A key characteristic
of Stadia is that it supports a 4K video resolution only for its PRO
subscribers.

To deliver this service, Google uses Web Real Time Communication
(WebRTC), an open standard by the World Wide Web Consortium
(W3C), and the Internet Engineering Task Force (IETF), allowing
peer-to-peer voice, video and data communication through browsers
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with a JavaScript API. WebRTC has a strong presence in videocalling
and messaging. It is used by applications such as Google Hangouts
or Amazon Chime, and it has the third spot in the global messaging
market share after Skype and Whatsapp [1].

In this paper, we offer a comprehensible overview of how Stadia
works, and the main characteristics of the traffic that Stadia gen-
erates. To do that, we perform a measurement campaign, obtaining
a large dataset covering all aspects of interest, which also serves as
a snapshot of Stadia behavior as a home user would perceive it near
its launch1. Our main goal is to characterize the traffic generated by
Stadia, how it changes for different games, video codecs and video
resolutions, and how Stadia reacts to different network conditions.
To the best of our knowledge, this is the first work providing a de-
tailed analysis of Stadia traffic, and likely, the first work analyzing
the traffic generated by a cloud-gaming solution in such a detail.

The main findings of this paper are:

1. Different games have different traffic characteristics such as the
packet size, inter-packet times, and load. However, we have
found the traffic generation process follows a common temporal
pattern, which opens the door to develop general but param-
eterizable Stadia traffic models. We also found that some of
these patterns are present in other WebRTC applications.

2. The use of different video codecs (VP9 and H.264) and dif-
ferent video resolutions does not change the traffic generation
process. Although we expected that the recent VP9 codec to
significantly outperform H.264 in terms of traffic load, our re-
sults show they perform similarly, with H.264 even resulting in
less generated traffic in some cases.

3. Stadia works properly for different link capacities. We show
that Stadia strives to keep the 1080p resolution at 60 frames

1The dataset with all the collected traffic traces is available in open access
here: https://github.com/wn-upf/Stadia_cloud_gaming_dataset_2020

43



per second (fps) even if the available bandwidth is far below
its own pre-defined requirements, and only switches to a lower
resolution of 720p as the last resort. In all cases, Round Trip
Time (RTT) values consistently remain below 25 ms, with av-
erage values between 10 and 15 ms, even when the experiments
and measurements have been done at different times in a tem-
poral span of several months.

4. Stadia attempts to recover from a sudden drop in the available
link capacity almost immediately, entering a transient phase in
which Stadia aims to find a new configuration to compensate
the lack of network resources. This transient phase however,
can last over 200 seconds. During this time, although the user
is able to continue playing, the quality of experience is heavily
affected, with constant resolution changes, inconsistent framer-
ate and even audio stuttering.

5. Stadia traffic adapts to sudden increases in network latency by
increasing uplink traffic (i.e., client to server feedback), and de-
creasing the downlink video traffic. In contrast to the drops
in bandwidth, the user experience is less affected when the la-
tency increases, as no packets are dropped by the receiver and
framerate is kept consistent for the whole capture.

6. Traffic patterns found on Stadia are similar to those of other
WebRTC applications, especially for video packets. For non-
video packets, all the WebRTC applications tested show appli-
cation specific patterns.

Further, a traffic model is presented, which uses the patterns found in
our captures such as the time between frames, packet size and number
of packets that arrive in batches to accurately replicate Stadia traffic
for a specific game (Tomb Raider) using different video resolutions.
The model is built in a way it can be easily implemented as a traffic
generator, either in a simulator or in the real world, which makes
it suitable to be used in the performance evaluation of networking
systems. Moreover, its parameters can be easily updated to cover a
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broad range of traffic generation patterns even if they do not belong
to any particular game.

The rest of the paper is organized as follows: Section 2 provides an
overview of the related work. Section 3 introduces Google Stadia,
WebRTC and all protocols involved in their operation. The details
of the experimental setup and definition of the datasets is presented
in Section 4. A study of the bandwidth required to play multiple
Google Stadia games can be found in Section 5. An analysis of the
main characteristics of Google Stadia traffic can be found in Section
6. Section 7 studies the traffic evolution as the game changes states,
and the effects of the video encoding and resolution can be found
in Section 8. Performance under different available bandwidths is
presented in Section 9, and the effects of such bandwidth changes on
latency is investigated in Section 10. Section 11 analyses how Stadia
adapts when latency increases suddenly. Section 12 compares Stadia
traffic patterns to those of other WebRTC applications and analyzes
their similarities, and a model based on the traces is presented in
Section 13. Finally, Section 14 closes the paper.

2. Related Work

Cloud gaming has received some attention, especially in regards to
finding methods of compensating latency issues. The authors in [8]
present a crowdsourced study of 194 participants in which gameplay
adaptation techniques are used to compensate up to 200 ms of delay.
Some of these modifications include increasing the size of targets or
reduce their movement speed, and the results show an improvement
of the user QoE. If taken too far however, these latency adaptations
reduce the perceived challenge of the game, resulting in an unsat-
isfying experience for users. An overview of the main issues with
cloud gaming can be found in [9], where the performance of OnLive
is tested. OnLive is one of the first cloud gaming services, highlight-
ing the cloud overhead of 100 ms as a major challenge for player
interaction with certain games. Authors in [10] emulate OnLive’s
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system, streaming content from a PlayStation 3 and applying packet
loss and delays to then perform a subjective study on the quality of
the service perceived by users. As it could be expected, they observe
that reduced delays are very important for fast paced games, while
slower games suffer more from packet loss and degraded image quality
than from latency issues. Lastly, the relationship between framerate
and bitrate is studied in [11], presenting a QoE prediction model us-
ing both variables, and commenting that the graphical complexity
of different games is a challenge in generalizing such a model. Their
results also show that for low bitrates, reducing the framerate leads
to a better experience.

WebRTC performance on videoconferencing has been studied at length.
The authors in [12] test the congestion control capabilities of We-
bRTC. Performing tests with different latencies, it is shown that per-
formance is maintained while latency is below 200 ms. They also con-
clude that in presence of TCP cross-traffic, WebRTC video streams
can heavily reduce their datarate to avoid an increase in latency at the
cost of a lower video quality. The work in [13] does another in-depth
analysis of the adaptability of WebRTC to different network condi-
tions. WebRTC performance is evaluated in both wired and wireless
networks, showing that the bursty losses and packet retransmissions
from wireless connections have a severe impact on the video qual-
ity. WebRTC performance in presence of TCP downloads is studied
in [14], where multiple queue management methods are applied to
avoid WebRTC performance degradation.

The quality of WebRTC services is assessed by defining two groups
of metrics in [15]: Quality of Service (QoS) ones such as latency,
jitter, and throughput; and Quality of Experience (QoE) ones, which
focus on the user satisfaction with the service. The evaluation of the
QoE includes the use of both subjective methods, such as collecting
feedback from users, and objective methods such as the Peak-to-Noise
Ratio (PSNR) and the Structure Similarity (SSMI) index to calculate
image degradation after compression and transmission. The work in
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[16] studies the use of Chrome’s WebRTC internals as a source of
QoS statistics, showing that the reported values for throughput and
packet loss correlate well with user perceived issues in the connection.

This paper aims to characterize the performance of Google Stadia,
studying its traffic generation patterns under several different configu-
rations, and analyzing its mechanisms for traffic adaptation. Similar
studies of audio and video applications can be found in the litera-
ture. The work in [17] studies how Skype changes its frame size,
inter-packet gap and bandwidth according to network limitations,
codec used and packet loss, noting on how packet size increases with
them, retransmitting past blocks to compensate. The authors in [18]
used their own hardware to create a cloud gaming setup and study 18
different games, separated by genre, and find how said genre affects
bandwidth, packet rate and video characteristics. In [19], a study
on cloud gaming platforms OnLive and StreamMyGame performed
controlled experiments modifying the network delay, packet loss rate
and bandwidth at the router to test and compare the performance of
each service.

To be the best of our knowledge, this was the first paper focusing on
the analysis of Stadia traffic when it was uploaded to arxiv in 2020
[20]. Since then, it has served to other authors [21–25] as the starting
point for their works on Stadia and other cloud gaming platforms.
These papers provide complementary results to the analysis presented
here by considering different network conditions, as well as particular
network technologies such as Wi-Fi and mobile networks.

3. How Stadia Works: WebRTC

In this Section we introduce how Stadia works. We first detail the
user-server interaction, to then introduce the different protocols and
mechanisms involved, such as the Google Congestion Control algo-
rithm. Finally, we overview how “negative latency” could have been
implemented in Stadia, since to the best of our knowledge, there is
no information available on this aspect.
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3.1. User-server interaction

On a computer, Google Stadia can be played through Google Chrome.
Once users reach http://stadia.google.com, they can either access
the shop to acquire games (either by buying them or by just acquiring
the ones provided for free with a PRO account), or go to their main
page to choose one of the already available games to play. This part
of Stadia is just regular web browsing until the user chooses a game,
at which point the browser starts a WebRTC video session, switches
to a full screen mode, and the user can start playing.

Once the video session begins, the server transmits both video and
audio, while the user transmits their inputs (coming from a gamepad
or their mouse and keyboard). This way, both the video stream
and the input stream have different traffic loads for each game: an
action game will require constant inputs from the player, while a
puzzle game will have a slower and more methodical playstyle. Inside
a game, since there are different states (menus, playing the game,
idle, pause screen, etc.), traffic loads are also variable, although it is
expected users will stay in the “play” state for most of the time.

The stream of the game is customized according to the user’s needs,
and there are two parameters that have a direct impact in the quality
of a stream: resolution and video codec. Stadia offers three differ-
ent resolutions: 1280x720 (i.e., 720p), 1920x1080 (i.e., 1080p) and
3840x2160 (i.e., 2160p or 4K). The resolution can change mid stream
automatically, according to the network state, but it can also be re-
stricted by the users. Since higher resolution will require higher down-
link traffic, Stadia allows users to restrict it to “limited” (720p), “bal-
anced” (up to 1080p) and “Optimal” (up to 4K). Note that Stadia
only restricts the maximum resolution (i.e., a balanced configuration
may still use 720p if network conditions are unfavorable).

The video encoding is selected automatically at the beginning of the
session, and kept unchanged until it finishes. Stadia uses two video
coding formats:
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• H.264: It is the most supported video format nowadays, with
92% of video developers using it in 2018, followed by its succes-
sor H.265 with 42% [26]. While H.265 promises half the bitrate
of H.264 at the same visual quality [27][28], H.264 has been
supported in phones, tablets and browsers for years. Thus, for
Stadia and other content providers, it serves as a fallback to
ensure that no user will have issues decoding their media.

• VP9: Developed by Google in 2013 as the successor of VP8.
It is royalty-free, as opposed to H.264 and H.265, and has a
comparable performance to H.265 [29][30]. It is already used
by Youtube, and Google reports that VP8 and VP9 make up
90% of WebRTC communications through Google Chrome [31].

Audio encoding is done through Opus [32], an open audio codec
released in 2012 and standardized by the IETF. Designed with voice
over IP and live distributed music performances in mind, it can scale
audio from 6 kbps to 510 kbps. It is used widely by applications such
as WhatsApp2 and Jitsi3.

3.2. WebRTC

Google Stadia uses WebRTC to provide its services, which uses the
following protocols:

1. ICE, STUN and TURN: Interactive Connectivity Estab-
lishment (ICE) [33] is a protocol designed to facilitate peer-to-
peer capabilities in UDP media sessions via Network Address
Translator (NAT). It uses Session Traversal Utilities for NAT
(STUN) and Traversal Using Relay NAT (TURN). STUN is
used to query a server about the public IP of the user. Once
both users know their respective IP and port, they can then
share this information with the other user to establish a di-
rect connection. TURN is used when a direct connection is not

2WhatsApp https://www.whatsapp.com/
3Jitsi https://meet.jit.si/
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possible (because of a symmetric NAT). In such occasions, a
TURN server is used as the intermediary between the users.

In the signaling process, the Session Description Protocol (SDP)
is used to negotiate the parameters for the session (audio and
video codecs, IP and ports for the RTCP feedback, etc). These
are exchanged along with the ICE candidates, which inform
both peers of their connectivity options (IP and port, direct
connection or through a TURN server, transport protocol used,
etc). UDP is the preferred protocol for most live streaming ap-
plications, but Transmission Control Protocol (TCP) is also
supported by ICE.

2. DTLS: Datagram Transport Layer Security (DTLS) [34] [35]
is used to provide security in datagram based communications.
It was designed as an implementation of TLS that did not re-
quire a reliable transport channel (i.e., it was designed for data
exchanges that do not use TCP), as a consequence of the in-
creased use of User Datagram Protocol (UDP) for live stream-
ing applications, which prioritize timely reception over relia-
bility. DTLS has become the standard for these kind of live
streaming applications, and it is used in WebRTC to secure the
RTP communication.

3. RTP and RTCP: Real-Time Protocol (RTP) and Real-Time
Control Protocol (RTCP) [36] [37] are used to transmit me-
dia over the secured channel. RTP is used by the sender of
media (Stadia), while RTCP is used by the receiving client to
provide feedback on the reception quality. RTP packets are
usually sent through UDP, and contain a sequence number and
a timestamp. The endpoints implement a jitter buffer, which
is used to reorder packets, as well as to eliminate packet dupli-
cates, or compensate for different reception timing.

RTCP provides metrics that quantify the quality of the stream
received. Some of these metrics are packet loss, jitter, latency,
and the highest sequence number recieved in an RTP packet.
RTCP packets are timed dynamically, and are recommended to
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account for only 5% of RTP/RTCP traffic.

Once the ICE connection and DTLS encryption are in place, the
connection consists mostly of RTP and RTCP packets for the video
stream, and the application data (which we assume includes user
inputs) sent through DTLS packets and STUN binding requests be-
ing sent periodically to ensure that the peer to peer connection can
be maintained. RTP packets encrypted with DTLS maintain their
structure, and do not use DTLS headers, which is why we can identify
DTLS and RTP packets separately.

3.3. Congestion Control

Google Congestion Control [38] has two main elements: a delay-based
controller at the client side, and a loss-based controller at the server
side. The delay-based controller uses the delays between the video
frame transmission at the sender and its arrival at the receiver to
estimate the state of buffers along the path (i.e., it compares the time
it took to transmit a full video frame at the sender, with the time it
took for the sender to receive all packets that form that frame). Using
this information, as well as the receiving bitrate in the last 500 ms,
it calculates the required bitrate Ar, and forwards it to the sender.
Notification messages from the client to the server are sent every
second unless there is a significant change (i.e., a difference higher
than 3%) in the estimated bitrate with respect to the previous one, in
which case they are forwarded immediately. The loss-based controller
works at the server side. It estimates the bitrate As based on the
fraction of packets lost provided by RTCP messages. Its operation
is simple: If the packet loss is below 0.02, the As is increased. On
the contrary, if it is above 0.1, the bitrate As is decreased. In case
packet losses are in between 0.02 and 0.1, As remains the same. The
sender then uses the minimum of the two bitrates, i.e., min(Ar, As)
to choose the current bitrate at which packets are transmitted.
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3.4. Negative Latency

The mechanisms used by Stadia to manage network delays have been
named negative latency by Google. There is much speculation on
what the term means, but the details have not been made available to
the public. According to Google Stadia’s designers: “We created what
we call a negative latency. It allows us to create a buffer for the game
to be able to react with the user, and that accommodates the latency
that you have on the network” [39]. Their hardware infrastructure
has also been mentioned [40], citing that 7500 Stadia edge nodes have
been deployed at partnered ISPs to reduce the physical distance from
server to user.

In [41], several aspects are considered to reduce latency in cloud gam-
ing. Their approach consists of several aspects: a) Future state pre-
diction with a Markov chain on inputs that they deem predictable,
combined with error compensation for mispredictions (graphical ren-
dering to quickly hide the misprediction and correct course); and b)
Rollback: when a new input appears that contradicts a prediction,
in-between frames are dropped to avoid propagating the error, this
serves as a state recovery system, syncing the user and server when
they drift. Basically, the system predicts future inputs from the user
several frames before the input is taken. Then, these predictions (i.e.,
the video frame associated with each prediction) are transmitted to
the client giving the illusion of instantaneous reaction. There are two
types of inputs: “predictive” and “speculative”. For “predictive” in-
puts (user’s movement) a Markov Chain is used to reduce the number
of speculative frames to transmit. For impulsive inputs they render
multiple possibilities and send them all, only showing the correct one
at the user side. Supersampling is also used (i.e., sampling the in-
puts of the user at a higher rate than the screen framerate), thus
being able to receive multiple inputs per frame instead of limiting
their inputs to one per frame. This reduces the sampling noise, and
so improves the prediction accuracy.

The authors in [8] adjust the gameplay to compensate for latency
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Figure 1: Google’s Stadia: Main components and data streams.

issues on cloud gaming. They modify the size of the targets, their
hitbox (i.e., the target is visually the same size, but the game registers
hits on a larger area), their speed and quantity. These changes result
in a better experience for most users. Authors in [42] do the same,
modifying a game of tank combat, and showing that latency severely
affects those actions that require speed and precision.

Overall the consensus seems to be that “negative latency” is a com-
bination of closeness to the datacenter, predictive inputs, server side
running at a higher frame rate for faster reactions, and parallel send-
ing of speculative frames (i.e., many possible actions at once).

4. Experiments and Measurements

This section introduces the considered testbed, the designed experi-
ments, and the obtained datasets.

4.1. Experimental Setup

With the aim to identify the most relevant characteristics of Stadia
traffic, we have designed a set of experiments to provide answers to
the following five questions:

1. How does Stadia generate the traffic?

2. Is the traffic constant regardless of the different game states?

3. How does the selection of the video codec and resolution affect
the generated traffic?
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(a) Rise of the Tomb Raider (b) Thumper (c) Spitlings

Figure 2: Screenshots of the games considered in this paper.

4. Is Stadia able to adapt to different link/network capacities?

5. How does Stadia react to a sudden network capacity change?

For each experiment, we performed extensive traffic measurements
while playing Stadia. All experiments were done in an apartment
building of Sarria-St.Gervasi neighborhood, in the city of Barcelona,
Catalonia, Spain.

We consider a network deployment as the one depicted in Figure 1.
The network consists of a laptop connected to a Wi-Fi-AP acting as
an Ethernet switch.4 The AP is a TP-Link Archer C7 v.5.0 running
OpenWRT 19.07.2 5. The client is a Dell Latitude 5580 running
Ubuntu 16.04 (kernel 4.15.0-96) 6.

All tests are performed using the Chrome browser (version 81.0.4044.92),
with Wireshark (version 3.2.2)7 running in the background to capture
all incoming and outgoing traffic. Wireshark captures are processed
via tshark to extract a .txt file that is later interpreted via MAT-
LAB 2019a 8. Filters include all RTP, RTCP, DTLS and STUN
frames, and we extract the arrival timestamps, inter-packet time

4To avoid any influence of the Wi-Fi channel on the measured traffic charac-
teristics, we opted to do all tests using a CAT5 Ethernet cable.

5OpenWRT: https://openwrt.org/
6Captures in 4K are run in Windows 10 due to Ubuntu drivers are not able

to reach 60 fps.
7Wireshark: https://www.wireshark.org/
8Matlab: https://mathworks.com/products/matlab.html
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and packet size. Once the capture is finished, WebRTC perfor-
mance metrics (number of frames decoded, codecs used, resolution,
round trip time, and jitter buffer) are extracted from Chrome via
chrome://webrtc-internals.

Apart from Section 5 in which we compare the bandwidth require-
ments of multiple Stadia games, all other experiments are based on
the following three games: Rise of the Tomb Raider: 20th anniver-
sary edition (TR), Thumper (TH) and Spitlings (SP). Tomb Raider
is a third person action adventure game with an open world and a
lot of freedom on player inputs, as well high definition graphics that
require high throughput. Thumper is an on rails rhythm game, with
more limited player inputs and predictable gameplay, contrasting the
freedom on TR while still requiring high throughput. Spitlings is a
2D platformer, and the game that required the lowest throughput out
of all the games we tested. An illustrative screenshot of each game
can be found in Figure 2.

Although we perform the measurements at the client side, we as-
sume the network between server and client is of high capacity, and
therefore its effects on shaping the traffic are negligible, and do not
significantly alter Stadia traffic characteristics. This assumption is
later discussed in Section 6, where, from the collected traffic traces,
we conjecture it is accurate.

4.2. Datasets

After the experiments and measurement campaign, we have gener-
ated nine datasets9. Each dataset can contain multiple traffic traces
depending on the number of experiments carried out in each cate-
gory. Each traffic trace is a text file that includes two or more of the
following variables as columns:

• Y1: Packet arrival time in Epoch format.

9The datasets are publicly available at Github: https://github.com/wn-
upf/Stadia cloud gaming dataset 2020
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Dataset Name Variables Characteristics

D1 Temporal patterns Y1, Y2, Y3

TR, TH, SP; R: 1080p;

C: VP9; T: 30 sec;

DL & UL; RTP, DTLS, STUN

D2 Traffic characteristics Y1, Y2, Y3

TR, TH, SP; R: 1080p,

C: VP9, T: 600 sec;

DL & UL, RTP, DTLS, STUN

D3 Game states Y1, Y2, Y3

TR, SP; R: 1080p;

C: VP9, T: 540 sec;

DL & UL

D4 Codecs Y1, Y2, Y3
TR, SP; R: 1080p;

C: VP9 & H.264, T: 600 sec, DL

D5 Resolutions Y1, Y2, Y3
TR, SP; R: 720p, 1080p, 4K;

C: VP9, T: 600 sec, DL

D6 Different bandwidths Y1, Y2, Y3
TR, SP; R: 720p, 1080p;

C: VP9, T: 60 sec, DL

D7 Sudden bandwidth changes Y4, Y5, Y6, Y7
TR, SP; R: 720p, 1080p;

C: VP9, T: 500 sec, DL

D8 Latency Y7, Y8
TR, SP; R: 720p, 1080p;

C: VP9, L: 60-600 sec, DL

D9 Latency changes Y5, Y6, Y9, Y10
TR: 1080p;

C: VP9, L: 180 sec, DL & UL

Table 1: Variables included in each file and dataset. R: resolution, C: video
codec, T: duration, DL: downlink traffic, and UL: uplink traffic. In case the trace
includes only packets from a specific protocol, it is also indicated.

• Y2: Arrival time relative to previous packet in seconds.

• Y3: Length of UDP payload in bytes.

• Y4: Video frame height in pixels.

• Y5: Video frames per second.

• Y6: Round Trip Time in seconds.

• Y7: Packets lost per second.

• Y8: Jitter Buffer Delay per second.

• Y9: Uplink RTCP data in bits per second.

• Y10: Downlink RTP data in bits per second.
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Variables Y1, Y2 and Y3 are obtained via Wireshark, and correspond to
the filters frame.time epoch, frame.time delta displayed and udp.length.
The rest of the variables are extracted via webRTC internals: receiver
frame height and jitter buffer delay are taken from RTCMediaStream-
Track, frames decoded per second, packets lost and downlink RTP
data from RTCInboundRTPVideoStream, uplink RTCP data from
RTCDataChannel and round trip time from RTCICECandidatePair.

Table 1 specifies which of the previous variables are used in each
of the datasets, as well as information of each dataset, such as the
games, the duration of the measurement, the video codec used, and
the resolution, among other aspects.

5. Games Overview

The following Sections, including this one, focus on the analysis of
Stadia traffic. The main goal is to identify the main characteristics of
Stadia traffic, and determine how it changes for different games, video
codecs and video resolutions. Moreover, we will also focus on how
Stadia adapts its traffic to different and changing network conditions.

In this section we overview 10 games available through the Stadia
pro subscription (their name and genre can be found in Table 2).
We perform captures at a video resolution of 1080p for all games,
selecting only 60 seconds in which the game is being played for the
analysis. Here, we compare the throughput of these 10 games for
both uplink and downlink.

Figure 3a shows the boxplot for downlink UDP traffic in Mbps for
each of the games tested. Each game requires a different amount of
traffic, and some games have a much higher variance than others.
It can be observed that most of the games require a heavy downlink
load, as 80% of them have the 25th percentile over 10 Mbps and their
median over 20 Mbps. The highest variance can be found on the rac-
ing game Grid, as it shows values ranging from 9.83 Mbps to 41.6
Mbps (standard deviation of 8.6), while the 2D platformer Spitlings
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Game Genre

Tomb Raider Open world action-adventure

Thumper On-rails ryhtm game

Spitlings Side-scrolling platformer

Gylt Action-adventure

Grid Racing

SuperHot First person shooter

Samurai Shodown 1 on 1 fighting

Serious Sam 3 First person shooter

Farming Simulator 2019 Simulation

Panzer Dragoon On-rails third person shooter

Table 2: Games considered and their respective genre.

shows the lowest, ranging only from 0.645 Mbps to 6.56 Mbps (stan-
dard deviation of 1.2). Figure 3b shows the uplink UDP traffic in
Mbps. While the boxplots show similar shapes to the downlink ones,
the traffic values are much lower, as all games stay below 1.1 Mbps.

Finding: Every Stadia game has different bandwidth requirements,
with average traffic going from 1.95 Mbps to 37.7 Mbps depending
on the game. In general, most games seem to demand a high amount
of traffic, but there are some exceptions such as Spitlings. Uplink
traffic is in average 37.63 times lower than downlink traffic, ranging
from 0.21 Mbps to 1.1 Mbps depending on the game.

6. Stadia traffic

In this Section, we first determine the traffic share between RTP,
DTLS and STUN streams, showing that, as expected, in terms of
network utilization, only RTP traffic is relevant. We also evidence
the existence of temporal patterns in the generated traffic, as well as
the existing correlation between downlink and uplink streams. We
finally delve in the packet size, inter-packet time and traffic load
characteristics. Starting with this Section we will focus on the three

58



Tomb R
aider

Thumper

Spitlin
gs

Gylt
Grid

SuperH
ot

Samurai S
hodown

Serio
us Sam 3

Farm
ing Sim

ulator 2
019

Panzer D
ragoon

0

5

10

15

20

25

30

35

40

D
o
w

n
lin

k
 T

h
ro

u
g
h

p
u
t 
(M

b
p
s
)

(a) Downlink traffic

Tomb R
aider

Thumper

Spitlin
gs

Gylt
Grid

SuperH
ot

Samurai S
hodown

Serio
us Sam 3

Farm
ing Sim

ulator 2
019

Panzer D
ragoon

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

U
p

lin
k
 T

h
ro

u
g

h
p

u
t 

(M
b

p
s
)

(b) Uplink traffic

Figure 3: Boxplot of the throughput for different games.

main games mentioned in Section 4: Tomb Raider, Thumper and
Spitlings.

6.1. RTP, DTLS and STUN streams

We are interested in quantifying the fraction of traffic that belongs to
RTP/RTCP, DTLS and STUN streams. We use dataset D1 (Table
1 in Section 4.2). It includes three different games: Tomb Raider,
Thumper and Spitlings. While Tomb Raider and Thumper are 3D
games, Spitlings is a 2D game. Therefore, we expect Tomb Raider
and Thumper will require higher network resources than Spitlings.
Note that D1 includes only traces of the games in the “play” state.

Table 3 shows the average packet size, average inter-packet time, and
average traffic load of RTP, RTCP, STUN and DTLS streams for
the three considered games. It can be seen that most of the traffic
corresponds to RTP as it carries the game video and audio contents
from the server to the client. Note that while more than 90% of all
traffic corresponds to the downlink (91.64% for Spitlings, and 98.13%
and 98.14% for Tomb Raider and Thumper), the uplink can take up
to 30.81% of all transmitted packets, showing that Stadia requires a
consistent stream of short periodic reports to function, even if their
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Parameter Avg. Packet Avg. inter Load

size (bytes) packet time (ms) (Mbps)

Downlink

TR RTP 1118.01 0.34 25.60

TH RTP 1154.64 0.49 18.33

SP RTP 677.21 2.81 1.87

TR STUN 81.39 265.23 0.0024

TH STUN 81.50 263.31 0.0024

SP STUN 81.50 264.36 0.0024

TR DTLS 118.59 7.44 0.12

TH DTLS 132.44 10.52 0.097

SP DTLS 137.38 11.31 0.094

Uplink

TR RTCP 65.99 1.44 0.35

TH RTCP 65.99 1.98 0.26

SP RTCP 113.76 9.84 0.090

TR STUN 79.37 265.13 0.0024

TH STUN 79.25 261.04 0.0023

SP STUN 79.10 264.35 0.0023

TR DTLS 123.17 7.10 0.13

TH DTLS 114.66 9.96 0.089

SP DTLS 119.60 10.62 0.087

Table 3: Traffic characteristics for RTP/RTCP, DTLS and STUN streams. TR:
Tomb Raider, TH: Thumper, SP: Spitlings.

overall network utilization seems negligible.

Finding: RTP/RTCP traffic is the only stream of Stadia traffic in
which the packet size, inter-packet times, and traffic load depend on
the game played. DTLS and STUN traffic are game-independent
traffic streams.
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Figure 4: Temporal evolution of Stadia traffic for Tomb Raider, Thumber and
Spitlings.

6.2. Temporal patterns

We aim to visualize how Stadia traffic looks like over time. We use
dataset D2. This time we focus on a small snapshot of the dataset
to visualize the temporal traffic evolution.

Figure 4 shows the traffic evolution of Tomb Raider, Thumper and
Spitlings during 160 ms. First, in all three games, and focusing only
on the downlink RTP packets, we can observe a clear pattern that re-
peats every ≈16.67 ms, and that corresponds to the video frame rate
of Stadia (i.e., 1/60 fps)10. Second, between two consecutive frames,
we can observe several groups of packets separated by 2 ms. The
number of groups and the number of packets in each group depend
on the game. For Tomb Raider, there are 6 groups of 7 to 9 packets
each, while for Spitlings, there is only 1 group of 1-2 packets each.
Thumper has 6 groups of 5 to 7 packets each. The existence of those
groups may be due to the generation of large video frames at the
source, which need to be spread among multiple packets. However,
since values change for different games, we conjecture this is already
implemented at the source. The smaller RTP packets of around 360

10The same frame-based pattern can be observed in all other games tested.
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bytes that appear with a periodicity of 20 ms, represent the audio
stream, which has a bitrate ≈120 kbps in all three games. We ob-
serve the same patterns through all the traffic captures beyond the
160 ms shown in Figure 4, and this consistency allows us to surmise
that they are not affected by the transport network. Lastly, the ex-
isting correlation between downlink RTP and uplink RTCP streams
is clearly observable.

Finding: The temporal evolution of RTP/RTCP traffic follows a well-
defined pattern. Inside each frame period, RTP packets are sent in
groups. The number of groups and the size of each group in number
of packets depend on the game.

6.3. Traffic load, packet sizes and inter-packet times

We have seen that the temporal structure of Stadia traffic follows
a clear periodic pattern. Here, we aim to further validate previous
results by showing the probability distribution of the packet size, the
inter-packet delay, and traffic load. We use the complete dataset D2
that covers 10 minutes of gameplay for each game.

Figure 5a shows the ecdf of the traffic load for each game and pro-
tocol, where we can observe that both STUN and DTLS traffic rep-
resent a small fraction of the total traffic generated by Stadia, with
a maximum of 3.2 Kbps and 159.9 Kbps, respectively. As we have
seen before, RTP represents most of the traffic, with Tomb Raider
and Thumper generating, respectively, 28.97 and 23.32 Mbps at the
50th percentile. Spitlings generates much lower traffic loads, with
only 1.5 Mbps at the same percentile. Figure 5b shows the ecdf of
the packet size. For Tomb Raider and Thumper, more than 90%
of the RTP packets are equal or larger than 1194 bytes, while for
Spitlings these larger packets only represent the 45.42%. For STUN
and DTLS, we observe they transmit very small packets. The aver-
age packet size of STUN is 81.47 bytes for Tomb Raider, 81.48 bytes
for Thumper and 81.47 bytes for Spitlings. For DTLS, their average
packet size is 114.47, 133.36 and 129.24 bytes respectively. Finally,
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Figure 5: cdfs for each RTP, DTLS and STUN in the downlink, for TR, TH and
SP.

Figure 5c shows the inter-packet time for each game and protocol. As
expected, inter-packet times are inversely proportional to the traffic
load, with Tomb Raider and Thumper showing that, respectively, the
87.33% and 85.07% of their RTP packets have an inter-packet time
below 1 ms. Spitlings has higher inter-packet times in general, with
only 49.72% of them below 1 ms.

We can also observe that Spitlings seems to have consistent low traf-
fic, with occasional peaks, while Tomb Raider is the opposite. It
generates a high traffic load in general, with occasional dips.

Finding: In this section, by comparing the different probability distri-
butions, we further confirm that DTLS and STUN traffic are almost
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identical regardless of the game. With respect to the RTP/RTCP
traffic, similarly, we also confirm that the video traffic generation
process is common in all three games, just adapting for each game
the number of groups of packets per frame, and the number of pack-
ets inside each group. Although this paper does not focus on traffic
modelling, these results open the door to develop a general but pa-
rameterizable traffic model for Stadia traffic.

7. Inside a game

In the previous section we showed that the traffic generated by Stadia
in the “play” state depends on the game. However, in addition to the
“play” state, a game has other states, such as the “menu”, “idle”,
and “pause”. Here, we investigate how is the traffic generated in each
state of a game.

7.1. Different game states, different traffic loads

In this section we check how the traffic load generated by Stadia
changes based on the different states (or types of screens) that we
can find in a game. We also study how user input changes the load
perceived.

We use dataset D3, that includes traces from Tomb Raider and
Spitlings. We omit Thumper, as we have seen before that it be-
haves similar to Tomb Raider. We play both games at 1080p using
the VP9 codec, and change the game state every 120 seconds. We
consider a state to be a “screen” that shows unique characteristics
in both gameplay and video needs. For example, the main menu is
text based, with an animated background, and the player just selects
items from a list. This is different than the game itself, in which there
is a changing environment, with many active elements on the screen,
and multiple possible actions for the player. We have identified the
following states:

1. Main Menu: A screen with several text items (e.g., new game,
continue, options, etc.), and a dynamic background (i.e., an of-
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Figure 6: Traffic evolution over 4 states.

fice with lightning in the windows for Tomb Raider, and several
characters moving around for Spitlings).

2. Loading screen: A black screen with some text that appears
while a level is loading.

3. Idle: Inside of the game state, but with the player not per-
forming any actions.

4. Play: The player interacts with the environment by taking
actions.

5. Pause: The pause menu is another text menu, overlayed on
top of the frozen playing screen.

Figure 6 shows the traffic evolution for the different states of Tomb
Raider and Spitlings, confirming that the traffic load depends on
the current state. Note that the “play” state is the only one where
the player is pressing buttons frequently. If we compare the “idle”
and ’play’ states, we can observe that there is a significant difference
when the player interacts with the environment in terms of the traffic
load. This is a result of the player’s actions changing the information
presented on screen, i.e., when “idle” or in a ’menu’, most of the
elements on screen are static, and require no extra data. However,
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during playtime, new data needs to be sent to the user constantly.
The lowest traffic load is found during the loading screen, as it is
only a black background with a couple of lines of text. We can also
observe that the traffic required per state is not similar across the
games. Tomb Raider has a much higher throughput for the “Idle”
state than for the “Menu”, while the opposite is true for Spitlings. We
also find that the variance in each state is not related to the average
throughput. For example, in the ’main menu’ of Tomb Raider we
have an average traffic of 1.73 Mbps and a standard deviation of 0.96
Mbps, while in the “idle” state, which has a much higher average
throughput of 15.79 Mbps, the standard deviation is only of 1.24
Mbps.

Finding : Each game state has different traffic characteristics. De-
pending on the game, it could be the case that the “play” state may
not be the one with the highest traffic load, as it could be initially ex-
pected. While we expected some variance between states, some games
can have more than 20 Mbps of difference between them, which could
have quite an impact on a network’s performance.

7.2. Variability of the traffic load

This section explores the traffic variability in each of the different
game states. A higher variability should be expected in the “play”
state than in the other states due to the expected interaction with
the user.

We use the same dataset as in the previous section (D3). For each
game state of Tomb Raider and Spitlings we calculate the empirical
cumulative density function using 90 seconds of data (we use the
“middle” section of each state, as to avoid interference from other
states, such as the initial spikes in traffic when changing between
states). We consider only the downlink RTP traffic, which includes
the video and audio contents.

Figure 7a shows the ecdf for each state, where we observe that the
“play” and “idle” states of Tomb Raider result in the highest traffic
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Figure 7: cdfs for different games, and different game states inside a game.

load by far, reaching almost 30 Mbps and 20 Mbps, respectively. For
Spitlings, as mentioned in previous section, the highest load appears
in the main menu, which stays below 8 Mbps. All remaining states
have relatively low loads, mostly staying below 5 Mbps.

Most states show little variability: the “pause” state has a standard
deviation of 0.02 Mbps for Tomb Raider and 0.49 Mbps for Spitlings;
the main menu has 0.98 Mbps and 0.34 Mbps respectively. The “idle”
state has a deviation of 1.26 Mbps for Tomb Raider and 0.026 Mbps
for Spitlings. The highest deviation appears in the “play” state for
both games, with 4.30 Mbps for Tomb Raider, and 1.72 Mbps for
Spitlings, showing that the player actions have a clear impact on the
generated traffic.
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Figure 8: Video codec characteristics.

Finding : The results confirm that states with high user interactions
show the highest variance in their traffic, showing that the player
actions have an impact on the generated traffic.

8. Video Codecs and Resolution

This section investigates the effect of the video codec and the video
resolution on the traffic generated by Stadia.

8.1. Codecs

Google Stadia supports two different types of video encoding: VP9
and H.264. This section aims to identify if the use of different video
codecs affects the generated Stadia traffic. The same parts of Tomb
Raider and Spitlings (“play” state) are played twice, one for each
codec. Dataset D4 is used in this section.

Figure 8a shows the ecdf of the traffic load for both codecs. While
Spitlings shows almost no differences between encodings, playing
Tomb Raider using the H.264 codec represents less traffic. In av-
erage, the traffic load required for H.264 is 23.63 Mbps for Tomb
Raider and 2.07 Mbps for Spitlings, and for VP9 it is 27.56 Mbps
and 2.10 Mbps respectively.
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To dig a bit more on the differences between VP9 and H.264, we plot
the downlink ecdf of the packet size and inter-packet time in Fig-
ure 8b. The average packet size using VP9 in the downlink is 1116.12
bytes and 530.04 bytes for Tomb Raider and Spitlings, respectively
(in the uplink, the average is 75.71 bytes and 116.73 bytes). When
the H.264 codec is used, the average packet size of downlink pack-
ets is 1064.10 bytes and 480.34 bytes for Tomb Raider and Spitlings,
with 123.83 and 118.24 bytes for the uplink. In general, VP9 at-
tempts to use the same packet size whenever possible, which we can
observe in the VP9 downlink of Tomb Raider, where 68.79% of the
packets are 1194 bytes long. Differently, for H.264, the most common
packet size is 1183 bytes long, with 3.58% of all packets being that
size. Regarding inter-packet times, it can be observed that even if
there are differences in the traffic load and packet size distributions,
the two codecs have almost the same inter-packet time ecdf, which
means that the traffic generation process is independent on the codec
used.

Finding: In our experiments, the use of H.264 codec has resulted
in lower traffic loads than using VP9 for Tomb Raider. This is an
unexpected result since VP9 is on paper a more advanced codec, and
H.264 is supposed to be kept just for compatibility across all devices.
Also, we can observe that the traffic generation process is exactly the
same for both codecs, only slightly changing the packet size distribu-
tion, which in turn, results in different traffic loads. Although fully
subjective, we did not experience any difference in terms of quality
between the two video codecs.

8.2. Resolution

Stadia offers 3 different resolutions: 1280x720 (720p), 1920x1080
(1080p) and 3840x2160 (4K). Stadia recommends a minimum con-
nection of 10 Mbps, 28 Mbps, and 35 Mbps to enjoy their service at
720p, 1080p, and 4K, respectively [43]. This section explores the re-
lationship between the resolution and the traffic load. We also aim to
validate if those capacity recommendations are accurate in practice.
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Figure 9: Impact of the resolution on metrics.

This section uses dataset D5, in which we play the same section of
each game 3 times, one for each resolution. We use VP9 in all cases,
and play the games for 600 seconds.

Figure 9a shows the ecdf of the Stadia traffic in the downlink for
Tomb Raider and Spitlings. For Tomb Raider, we can observe that
the ecdf for the 720p and 1080p resolutions closely follows the rec-
ommended link capacity. However, for the 4K resolution, the traffic
load is higher than 35 Mbps for 88% of the time, reaching up to
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43.74 Mbps. For Spitlings, increasing the resolution from 720p to
1080p does not represent a large increase of the traffic generated,
while for 4K, the increase is significant. For instance, considering
the 95th percentile, the traffic load from 720p to 1080p increases in a
47.63% (opposed to the 177.00% for Tomb Raider), while from 1080p
to 4K increases in a 144.15% (only 43.09% for Tomb Raider).

We have seen that using different resolutions results in a change on
the traffic generated by Stadia. Different traffic loads are obtained by
changing both the packet size distribution (Figure 9b) and the inter-
packet time distribution (Figure 9c). First, regarding the packet size
distribution, we can observe that reducing the resolution results in
transmitting less packets over 1000 bytes. The number of packet
groups inside each video frame period, as well as the number of pack-
ets in each group is also reduced. Second, as it could be expected,
transmitting less packets affects also the inter-packet time distribu-
tion. However, we can observe that in spite of those differences, the
shape of the ecdf is similar for all three resolutions, meaning that the
traffic generation process follows the same general pattern regardless
the resolution employed.

Finding: Supporting a resolution of 4K (i.e., up to 43 Mbps) requires
a network capacity almost 4 times higher than for a resolution of 720p
(which can go up to 11 Mbps). Moreover, the suggested link capacity
values for each resolution are surpassed in all three cases. Changing
the resolution affects the number of video packets generated, although
the general packet generation process is unaffected. Subjectively, the
use of higher resolutions is clearly observed in the quality of the
image.

9. How Stadia adapts to the available bandwidth

This section studies the adaptability of Stadia to changing network
conditions. We limit the available bandwidth at the client, and ob-
serve how performance is affected. We consider two cases: a) the
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game starts with the bandwidth limit already in place, and therefore,
Stadia knows before starting the game the effective link capacity, and
b) the available link capacity suddenly changes in the middle of the
game, enabling us to observe how Stadia reacts.

Packet Queue at
Ethernet Interface 

Wondershaper
token bucket

Applications

Figure 10: Wondershaper operation: a token bucket allows new packets to get
processed at a specified rate.

9.1. Different initial available bandwidths

We start by applying a limit to the available bandwidth at the receiver
before the game starts. Using different bandwidth limits will allow
us to understand how Stadia deals with different link capacities.

To limit the available bandwidth, we use Wondershaper11, a tool that
uses Ubuntu’s traffic control capabilities to limit incoming traffic.
Wondershaper is installed on the receiving laptop, where it creates
a virtual interface that receives incoming traffic and sends it to the
physical interface following our specification. We use limits ~r of 5, 10,
15, 20, 30, 40 and 50 Mbps. For each limit, we play the same section
of Tomb Raider for 60 seconds at 1080p with VP9. Figure 10 shows
the operation of Wondershaper, and how it uses a token bucket to
limit the network interface bandwidth ~R to the newly imposed ~r. In
this section we use dataset D6.

11Wondershaper: https://github.com/magnific0/wondershaper
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Figure 11: Different link bandwidths.

Figure 11a shows the ecdf of the traffic load for each bandwidth
limit. We can observe that Wondershaper guarantees that the traffic
streams will use a bandwidth lower than the limit in average. For
example, for bandwidths limits of 15 Mbps and 20 Mbps, Stadia gen-
erates a mean traffic load of 12.71 Mbps and 14.64 Mbps, respectively.
For 30, 40, and 50 Mbps, the traffic generated by Stadia is almost
the same in all the three cases. The mean traffic load values are
27.54 Mbps, 27.80 Mbps and 28.66 Mbps for each bandwidth limit,
respectively. In addition, we can also observe that the highest traffic
peak is never higher than 30 Mbps, even when bandwidth limits of
40 and 50 Mbps are in use.

Figure 11b shows that the packet size distribution is almost identical
in all cases regardless the imposed bandwidth limit. For 15 and 20
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Limit
Avg. packet

STDEV Min Max 3 most common
size (bytes)

15 Mbps 995.61 405.42 43 1198 1194 (57.45%), 1188 (13.38%), 43 (3.66%)

20 Mbps 1026.61 379.14 43 1198 1194 (53.10%), 1198 (2.75%), 1188 (2.15%)

30 Mbps 1105.50 285.92 43 1198 1194 (78.78%), 1198 (4.14%), 73 (1.22%)

40 Mbps 1113.25 272.86 43 1198 1194 (80.34%), 1198 (4.22%), 73 (0.96%)

50 Mbps 1115.21 269.84 43 1198 1194 (83.78%), 1198 (4.40%), 73 (1.01%)

Table 4: Packet characteristics.

Mbps, there is a higher amount of small packets, but overall, the
results are very similar to the cases of 30, 40 and 50 Mbps. Table 4
shows the average packet size and standard deviation for each case.
We can observe how the average packet size increases along with the
bandwidth limit, but the standard deviation decreases, as most of the
packets are of the same size. We also show the most common packet
sizes, where we can see the clear preference for packets of 1194 bytes
no matter the bandwidth limit used.

Similarly to the packet size, the distribution of inter-packet times
(Figure 11c) shows an identical tendency in all cases, with the highest
bandwidth limits leading to slightly lower inter-packet times. Stadia
already sustained 1080p with the 20 Mbps limit, only switching to
720p for a link capacity of 15 Mbps. This leads us to conjecture that
Stadia can further stress the video encoding to reduce the traffic load,
changing the resolution only as a last resort. We also used limits of
5 Mbps and 10 Mbps, but these low bandwidth values lead Stadia to
stop the game shortly before starting, showing a message informing
that the network was unsuited for the service.

Finding: Stadia adapts to the available bandwidth seamlessly when
the limitation is set before the game starts. We have found that Sta-
dia strives to keep the 1080p resolution at 60 fps even if the available
bandwidth is far below its own pre-defined requirements, and only
switches to a lower resolution of 720p as the last resort. In this re-
gard, subjectively speaking, the more compressed 1080p streams were
still preferable than the 720p streams, justifying Stadia’s behavior.

74



9.2. Sudden changes on the available bandwidth
Here, we test the ability of Stadia to adapt to a sudden change in the
available bandwidth. Limiting the bandwidth during the gameplay,
we aim to investigate how Stadia responds to congestion in real time.

This section uses dataset D7. We start Wondershaper in the back-
ground after 120 seconds of playing without any bandwidth limit
(i.e., using the default link capacity of 100 Mbps). We first consider
bandwidth drops to 10 Mbps, 15 Mbps, 20 Mbps and 30 Mbps. After
that, we do the opposite, we start Stadia under a bandwidth limit
(as in the previous section), to remove it after 120 seconds. To show-
case the impact of these changes, we use the metrics obtained from
chrome://webrtc-internals/, such as the RTT (calculated as the
time between the transmission of STUN packets and the arrival of
the response), video packet losses and the rate of successful delivered
video frames to the application. The use of Chrome’s statistics to
quantify QoS was studied in [16].

Figure 12 shows the RTT, video packets lost and video resolution
of the stream over time for each of the bandwidth limits. We can
observe that once the bandwidth decreases, Stadia changes resolution
repeatedly for a while. Once the client reports that packets are being
lost, Stadia drops to the lowest resolution. Then, after a short time,
Stadia attempts to use a new encoding configuration with a higher
resolution. If the new configuration still results in dropping packets,
Stadia repeats the process again until a viable configuration is found.

A change in the available bandwidth leads to transitory periods of
variable duration during which Stadia attempts to recover by find-
ing a viable configuration. The bandwidth drop to 10 Mbps results
in Stadia changing resolutions 12 times during 95 seconds before re-
maining at 720p until the end. It is worth to mention here that
this game session was completed successfully, while in the previous
section, starting with the limit of 10 Mbps already in place resulted
in Stadia deciding to close the game. The bandwidth drop to 15
Mbps in Figure 12d leads to the longest transitory period, spanning
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Figure 12: Round Trip Time (continuous line), video packets lost (dashed line)
and resolution (dash-dotted line).
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287 seconds before Stadia stops changing resolutions and remains at
720p. Dropping the available bandwidth to 20 Mbps results in a
comparatively quick reconfiguration of 47 seconds, and dropping it
to 30 Mbps results in a single switch to 720p for 11 seconds before
returning to 1080p.

When we start Stadia with a bandwidth limit and then remove it, the
time to find a new viable configuration is much faster, as it could be
expected. For the case where the initial limit was 15 Mbps, Stadia
just jumps to 1080p. In the case that the initial bandwidth limit
was 20 Mbps, Stadia never changed the resolution, as we started
at 1080p already, but the generated traffic load does increase, going
from 17.75 Mbps before removing the limit, to 24.71 Mbps afterwards,
further confirming the existence of different coding settings for the
same resolution.

The RTT increases rapidly when the bandwidth limits are enforced,
going from an average of 10 ms for most captures to 19.52 ms for
the bandwidth drop to 10 Mbps. The variance in the RTT is higher
for the lower bandwidth limits, as we can observe peaks of more
than 35 ms in Figure 12a, while we only reach 22 ms for 30 Mbps in
Figure 12e. We can also observe an increase in the packets lost when
the bandwidth limits are enforced, reaching as far as 1017 packets lost
in a single second in Figure 12b. We can observe that the packets
lost decrease during the transitory period in Figures 12a and 12d,
stabilizing afterwards. For the two cases in which the bandwidth
limit is removed, we observe that the RTT stabilizes soon at 10 ms,
and Stadia stops dropping packets, showing the opposite tendency to
the previous cases.

Figure 13 shows the video frames per second decoded by the browser
over time for the bandwidth drops to 15 and 20 Mbps. Correct play-
back should lead to a stable 60 fps. However, we can observe that
during the transitory period the framerate varies strongly, dropping
as low as 10 fps for 15 Mbps, and 5 fps for 20 Mbps. Combined with
the changes in the resolution (see Figure 9a for the impact of resolu-
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Figure 13: Framerate over time.

tion on traffic), the reduction on the framerate results in a noticeable
loss of quality for the user. While the resolution has an effect on the
quality of the image, the impact of the framerate is on the smooth-
ness of the video reproduction. Frame drops such as these found in
Figure 13 result in severe delays between the time the player presses a
button and the time the corresponding action appears in the screen,
as well as in parts of the video being skipped, resulting in characters
“teleporting” to another place due to the missing frames. Finally,
let us mention that in the previous case, when Stadia started with
a bandwidth limit already in place, the framerate remains stable for
the entire capture, so the user notices the low bandwidth availability
only in the image resolution.

Finding: Stadia attempts to recover from a drop in the available
link capacity almost immediately, entering a transient phase in which
Stadia aims to find a new configuration to compensate the lack of
network resources. This transient phase however, can last over 200
seconds. During this time, although the user is able to continue
playing, the quality of experience is heavily affected, with constant
resolution changes, inconsistent framerate and even audio stuttering.
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In the case that the available bandwidth increases, Stadia also reacts
immediately, easily finding a new viable configuration.

10. Latency related to bandwidth changes

In most of previous experiments we have intentionally avoided any
reference to the end-to-end latency, so we can focus on it in this and
the following sections. In this one, we analyse the latency of our previ-
ous experiments, i.e., latency under normal conditions and then with
sudden drops in link capacity. We use the RTT and jitter buffer de-
lay metrics from WebRTC internals (chrome://webrtc-internals).
The RTT is computed as the total time elapsed between the most
recent STUN request and its response, and it is reported every sec-
ond. It shows how long it takes for an action to obtain a response.
The jitter buffer delay represents the amount of time RTP packets
are further buffered at the client side to guarantee a smooth data de-
livery to the user (i.e., fixing packet order, since UDP does not offer
such control by itself). Note that the jitter buffer delay is adaptive
and so it may change with time.

High latency can have a negative impact on player enjoyment. After
pressing a button, players expect that the effects of the corresponding
action will appear instantaneously on the screen. If it takes too long,
it can make the game unenjoyable, and in some cases, fully disrupt
the gameplay. Here, we compare the RTT and jitter buffer delay
metrics for different games and resolutions.

Dataset D8 presents the WebRTC internals that correspond to the
same traffic captures as in Sections 8.2 and 9.1.

Figure 14a shows the ecdf of the RTT for both Tomb Raider and
Spitlings during the “play” state at 1080p, as well as the RTT for
Tomb Raider at 720p and 4K. All of them show similar RTT values,
averaging between 10.28 ms and 12.30 ms. In all cases, the 95 %
percentile of the RTT values is lower than the duration of a single
video frame (16.67 ms), meaning that in these tests Stadia had the
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Figure 14: Round Trip Time and jitter buffer delay for different configurations.

opportunity to interact with the player’s actions without any percep-
tible delay. As expected, since the available link capacity was large
enough, the game and resolution have no impact on the perceived
latency. Only when the traffic load is close to the network capacity,
such as in the previous section, the RTT is affected.

Figure 14b shows the empirical ecdf of the jitter buffer delay for Tomb
Raider and Spitlings. For a resolution of 1080p, Spitlings shows a
lower jitter buffer than Tomb Raider, with an average of 35.76 ms
and 45.35 ms, respectively, which corresponds to 2-3 video frames at
a framerate of 60 fps. Considering Tomb Raider and different reso-
lutions, we observe that the jitter buffer decreases as the resolution
increases. For Tomb Raider the jitter buffer averages 58.42 ms, 45.34
ms and 35.35 ms for 720p, 1080p and 4K, respectively. This is an
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interesting result that shows the buffer jitter delay is directly related
to the inter-packet arrival time (i.e., lower inter-packet arrival times
also result in lower jiter buffer values, and the opposite is also true).

Figure 14c shows the RTT for the different initial bandwidth limits
considered in Section 9.1. We can observe that the RTT is quite simi-
lar to the ones on Figure 14a, showing that our bandwidth limitations
do not have an impact on the RTT, and only affect the throughput
of the network.

Finding: In all the considered cases for different games, resolutions,
and available bandwidth limits, RTT values have consistently been
below 25 ms, with average values between 10 and 15 ms. This is
especially relevant since all the experiments and measurements have
been done in a temporal span of several months from March to July
2020, hence, meaning that in absence of network congestion, RTTs
are extremely stable and clearly below 60 ms (i.e., the value at which
users start noticing the latency issues [41]). In terms of the jitter
buffer, we have found that it is higher for lower resolutions, as it
directly depends on the amount of traffic received at the client.

11. How Stadia reacts to latency changes

In this section we directly modify the latency in our network to in-
vestigate how Stadia traffic adapts to changes in the delay between
packets. We use the Ubuntu Traffic Control (tc) package to change
the latency of both incoming and outgoing packets in our PC, and
much like before, we use the WebRTC internals metrics from Chrome
to assess how latency changes impact the stream performance.

We start playing the game without any added latency. Then, after
60 seconds, we add the same extra latency value to both incoming
and outgoing packets from the client. We add 40 ms, 50 ms and 60
ms to each link (i.e., a perceived addition of 80 ms, 100 ms and 120
ms to the Round Trip Time). Then, after 60 seconds of high latency,
it is removed for another 60 seconds.
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Figure 15: Round Trip Time and video resolution over time.

Figure 15 shows the RTT of Stadia traffic over time for Tomb Raider,
as well as the video resolution. It can be observed that for an extra
RTT latency of 80 ms the video resolution does not change. However,
when we add 100 and 120 ms, the video resolution starts to go up
and down, showing that Stadia reacts to the perceived congestion by
trying different video configurations.

Google Congestion Control works based on the bitrate, packet loss
and delay of transmissions as explained in Section 3.3. Increasing
the latency does not cause packet losses, and so changes in the con-
figuration come purely from the delay-based controller. Once the
latency goes back down, after 120 s, the system returns to the initial
configuration quickly. In all cases, Stadia shows a message warning
the user that their network is unstable after around 40 seconds have
passed since the increase of latency. When the latency added is higher
than 80 ms, if it is kept for more than 60 seconds, the system would
sometimes shut down on its own, giving the user another message
explaining the situation. Gameplay continued uninterrupted for the
duration of the experiment, with additional lag being noticeable, but
not unmanageable. Framerate was consistent around 60 fps through
the entire time, with few video frames being dropped and only occa-
sional stuttering. As mentioned before, Chrome reported no packets
lost either. In terms of player experience, the changes in bandwidth
were a much bigger issue than the latency ones, as long as Stadia
does not terminate the session by itself.
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Figure 16: Impact of latency changes on the throughput.

Figure 16 shows the impact of the latency on the data exchanged
with the Stadia server. An increase in uplink data can be observed
during the period going from 60 seconds to 120 seconds (i.e., when
the latency is increased), which then is reduced when latency returns
to normal. We can also observe a decrease in downlink RTP video
for all cases on the high latency period, including the case of 80 ms
in which resolution did not change. In the 80 ms case, it seems that
the changes to the configuration are less aggressive, confirming that
much like with bandwidth, changes in Stadia configuration are not
just based on a binary overloaded/underloaded approach and also
continuous adjustments to the video codec are applied based on the
gathered feedback.

Finding: Stadia reacts to latency changes quickly, increasing the
client-side reports and adapting the video configuration (including
video resolution) to reduce downlink traffic. Warnings are given to
the client if the RTT is considered too high. After a few minutes of
high latency (over 70 ms RTT) the connection is considered unsus-
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tainable, and the game is stopped.

12. Is Stadia traffic similar to other WebRTC applications?

Stadia traffic is comprised mostly of video, and so we want to study
which parts of the traffic are unique to Stadia and which are just
part of a standard video application. As Stadia uses WebRTC, we
will also compare its traffic to some video conferencing applications
that use it, such as Google meet.

For this section we perform captures with other video services. We
use the same setup we used for Stadia, but with Google meet12 and
Jitsi13 and a remote caller. Both of these applications are based on
WebRTC, so we expect their traffic to have some similarities to that
of Stadia. For both applications, both users use the highest video
settings available, which means that the streams are 720p. The video
codec used by Google Meet is VP9, just like Stadia. Jitsi however
used VP8 in our captures.

To compare Stadia with the conferencing apps, we use a 720p cap-
ture of Tomb Raider so that all captures have the same resolution.
In terms of framerate, Stadia is the only one that uses 60 fps, while
Google meet had an average of 24 fps, and Jitsi used 15 fps 14. Figure
17 shows the downlink traffic patterns of the three WebRTC appli-
cations we use over a period of 500 ms. For Stadia we can find the
same patterns we described in Section 6, mainly that RTP packets
arrive in batches, separated by around 16.67 ms, which is the time
between two video frames at 60 fps. This is the main part of the
traffic, with STUN and DTLS packets happening less frequently, and
with small sizes. For Jitsi we find that the patterns are very similar,

12https://meet.google.com/
13https://meet.jit.si/
14Jitsi can go up to 30 fps depending on settings, but in our HD captures it

settled around 15-20 fps.
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Figure 17: Temporal patterns of downlink traffic for WebRTC applications.

with RTP packets arriving in batches, but with much larger inter-
vals. A framerate of 15 fps would result in video frames lasting an
average of 66.7 ms, which is consistent with the timing we observe.
For Google meet however the RTP patterns are a bit different, where
we can observe a large batch of 6 groups of packets, with two extra
packets at the end that are smaller in size, followed by two small
batches of 2 groups of packets. The timing for an average of 24 fps
would be 41.7 ms, and we cannot identify when video frames start
as easily as with the other two applications. The time between the
bigger batches and the smaller ones is quite large at 80 ms, but the
time between the last packet of the batch and the first of the next
one is 46 ms, which fits much better with the framerate. The timing
between the smaller batches also seems to fit closer to the average of
41.7 ms. Overall, while there are some differences between the traffic
shape of meet and the other apps, the underlying patterns are quite
similar, with large RTP packets sent in batches with intervals related
to the video framerate.

Table 5 summarizes other traffic parameters such as average packet
size, inter packet time and traffic load. Average packet size is con-
sistent across the three applications, as RTP traffic has the largest
packets, while STUN and DTLS have much smaller ones. As a conse-
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Parameter Avg. Packet Avg. inter Load

size (bytes) packet time (ms) (Mbps)

TR RTP 1159.9 0.88 10.54

Meet RTP 1061.3 5.28 1.63

Jitsi RTP 912.27 4.40 1.66

TR STUN 115.38 263.05 0.0035

Meet STUN 134.00 2502.9 0.00042

Jitsi STUN 118 1242.08 0.00078

TR DTLS 148.82 6.38 0.19

Meet DTLS 135 17479.01 0.000070

jitsi DTLS N/A N/A N/A

Table 5: Traffic characteristics for RTP/RTCP, DTLS and STUN streams of
WebRTC applications.

quence of the lower framerates, we can observe that the average inter
packet time is much larger for Meet and Jitsi, both 5 times higher
than that of Stadia. In terms of RTP load we can clearly observe that
Meet and Jitsi are incredibly close, both at 1.6 Mbps, while Stadia
requires a much larger load of 10.54 Mbps.

Both STUN and DTLS protocols show clear differences in their traf-
fic patterns. For STUN, the inter packet times for Meet and Jitsi
are over 9 and 4 times larger than Stadia respectively. Both confer-
encing apps use very infrequent packets for STUN, and this is also
true for the DTLS traffic. For Stadia, we find DTLS packets every
6.38 ms, while for meet we find them every 17.4 seconds. This is
the biggest difference, in that Stadia has frequent application data
transmitted using DTLS, while Meet sends packets very infrequently,
and for Jitsi, we only have the initial handshake of the call setting
up DTLS encryption. After that, no application data is sent using
DTLS. This application data for Stadia and Meet may be reports
containing statistics, or information pertaining to the users involved.
Which would explain its absence in Jitsi, as it does not require reg-
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Figure 18: Temporal patterns of downlink traffic for high definition live video
applications.

istering as a user to be used.

For the three applications, RTP is the main type of traffic, and it
is clear that the RTP patterns are tied to the video that is being
transmitted. In this regard, the main difference seems to be in terms
of volume, as the load for Stadia traffic is much higher than that of
the conferencing apps. The higher framerate of Stadia seems to be
a main reason for the higher traffic, but this is not so clear, as the
decrease in video frames (60% and 75% for Meet and Jitsi) is not met
with an equivalent decrease in traffic load (85% for both). Meet and
Jitsi also use the same traffic load despite the fact that they operated
with very different framerates, which could be a consequence of their
use of different video codecs (VP9 for Meet and VP8 for Jitsi).

To further test other video applications, we check two live stream-
ing websites that offer live video at 1080p and 60 fps: Youtube and
Twitch. We perform two captures of live streams that we can com-
pare to our 1080p captures of Tomb Raider and check their similar-
ities. However, neither of these two services use WebRTC. Youtube
uses UDP over QUIC, and Twitch uses TCP. Figure 18 shows the
traffic patterns of all three applications, where we can observe that
they operate very differently. Youtube for instance sends packets in
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Figure 19: Throughput over 30 seconds for live streaming video applications used.

batches every 5 seconds, which clearly shows that even though the
streams are live, they do some buffering at the transmitter (adding
a small latency), and in the end they operate as any other Youtube
video. For Twitch the same seems to be true, but packet batches
appear much more frequently than for Youtube and they have very
varied timing between batches. While live streams usually have chat
interaction between content creator and viewers, this interaction does
not need such strict responses as Stadia, and so both applications can
use a margin of time to buffer the stream and solve typical UDP is-
sues, such as missing packets or arrivals out of order.

Finally, Figure 19 shows the video throughput (RTP, UDP and TCP)
over 30 seconds for all the captures in this section. Here we can
observe that both Twitch and Youtube, even when using 60 fps, have
a much lower load than Stadia. Both live streaming applications use
10 Mbps at 1080p, close to that of a 720p Stadia stream, but less than
half of a 1080p stream. Here we can also observe clearly the unique
patterns of Youtube traffic, with arrivals being spaced 5 seconds,
while all other services tend to use a constant stream of data.
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Finding: The traffic patterns found on Stadia streams are similar to
those of other WebRTC applications. For RTP traffic the patterns
are mainly a factor of video resolution and framerate, but DTLS
and STUN traffic patterns seem to be application specific, as all
three applications use them in different ways. The main difference in
video traffic between Stadia and other WebRTC applications is the
magnitude, as Stadia needs close to ten times more RTP traffic than
other applications.

Other live streaming applications such as Youtube and Twitch use
different protocols and traffic patterns, even when using the same
resolution and framerate, which further cements that Stadia RTP
video traffic is heavily rooted in WebRTC operation, while DTLS
and STUN traffic patterns are unique to Stadia.

13. Modelling Tomb Raider’s traffic

In this section we present a traffic model for a single Stadia game,
Tomb Raider, when the VP9 codec is used, and for the three available
video resolutions using the VP9 video codec: 720p, 1080p, and 2160p.

Although there are many similarities between different Stadia games
(and WebRTC apps in general, as we have seen in the previous sec-
tion), the particularities of each game make it difficult to generalize,
and therefore we opted to focus on a single game only, leaving for
future work such a task.

The model presented in this section has been developed by analyzing
the traces from datasets D1 and D5. It takes into account the traffic
patterns observed in Section 6. It has been designed to be both
accurate and simple, so it can be easily used in the performance
evaluation of communication networks.

The traces in dataset D1 and D5 show that regardless of the employed
video resolution, TR traffic follows a clear temporal pattern that
closely matches the framerate of 60 fps. In all three video resolutions
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Figure 20: TR traffic patterns for different video resolutions. The y-axis indicates
the size of the packets in bytes. It can be observed how the video frame timing
is generally preserved, as well as the number of groups per frame. The main
difference is the number of packets in each group, i.e., the batch size.

(720p, 1080p, 2160p), between two video frames, we find six groups of
packets in general, with an average separation of 2 ms between two
groups of packets. However, the number of packets in each group
depends on the video resolution. Moreover, we can also observe long
(>1100 Bytes) and short packets, which respectively represent video
(RTP) and non-video traffic (audio, STUN, and DTLS). All these
aspects are shown in Figure 20, where a 50 ms temporal snapshot
of the Tomb Raider traffic is depicted for the three available video
resolutions.

The observed video traffic temporal patterns can be then represented
as shown in Figure 21, and characterized using only six parameters:
the time between two frames (Tf ), the packet size (Lv), the number
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Figure 21: Representation of the temporal pattern followed by the video traffic
in Stadia.

of groups of packets per frame (Ng), the time between two groups
of packets (∆g), the number of packets in each group (Np), and the
time between two packets inside a group (∆p).

Regarding the non-video traffic, it can be observed in the traces that
the load of non-video traffic is independent of the video resolution in
use, an equal to 0.5 Mbps in all three cases. Similarly, the average
packet size remains between 250 and 300 Bytes in all cases too.

Taking those observations into account, the resulting TR traffic model
is parameterized as follows. It consists of two independent streams:
video and non-video traffic, that are independently modelled:

1. The common parameters for video traffic in all three reso-
lutions are: Frame duration Tf = 1/60 seconds, Video packet
size Lv = 1194 Bytes, Number of groups of packets Ng = 6
per frame, time between groups of packets ∆g = U(1.5, 2.5)
ms. The time between two consecutive packets within the same
group of packets is set to a constant value of ∆p = 0.02 ms. Fi-
nally, depending on the video resolution, the number of packets
per group (Npg) is: Np = 3 for 720p, Np = 8 for 1080p, and
Np = 12 for 2160p.

2. Since the characteristics of the non-video traffic are inde-
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pendent of the video resolution, we model it as a single traf-
fic stream of 0.5 Mbps where packet arrivals follow a Poisson
process. Also, packets sizes are exponentially distributed with
mean E[Lnv] = 275 Bytes.

For all three video resolutions the number of packets per frame is
set in a way that matches the observed traffic load in the traces (see
Section 8.2 and Figure 9). For example, for the 1080 resolution, we
have 48 video packets per frame, which results in a load of 60 · (6 · 8 ·
(1194 · 8)) = 27.5 Mbps.

With the aim to illustrate how the presented model can be used to
obtain further insights in terms of the network response in different
scenarios, we extend the simulator used in [44] to include the TR
traffic model, and consider the following two examples:

1. Sharing a buffer with background traffic: We investigate
the capacity of a best-effort link with respect to the number
of supported Stadia streams in presence of background traffic.
The best-effort link may perfectly represent the link between
the Ethernet switch and the final user as considered in the
measurement campaign. The transmission rate of the link is
set to R = 100 Mbps. Background traffic is generated using a
Poisson source: packet sizes are exponentially distributed with
an average of 12000 bits. The duration of each simulation is
100 s.

Figure 22 shows the delay (average and 99th percentile) of TR
traffic with respect to the load of the background traffic when
the TR traffic is generated using the presented model (model),
and when it is generated directly from the traces (trace). Re-
sults are consistent since a higher background traffic load and a
higher resolution, i.e., higher TR traffic load, results in higher
delays. Moreover, the results obtained using the model and the
ones obtained using the traces are very similar, confirming that
the presented model is accurate.

92



0 20 40 60 80

Load BK traffic (Mbps)

1

2

3

4

5

6

7

8

9

10

11

12
P

a
c
k
e
t 
D

e
la

y
: 
A

v
e
ra

g
e
 (

m
s
)

0 20 40 60 80

Load BK traffic (Mbps)

5

10

15

20

25

30

35

40

45

50

P
a
c
k
e
t 
D

e
la

y
: 
9
9
th

 p
e
rc

e
n
ti
le

 (
m

s
)

Model 720p Trace 720p Model 1080p

Trace 1080p Model 2160p Trace 2160p

Figure 22: Average and 99th percentile delay for Tomb Raider against back-
ground traffic load. The three available video resolutions in Stadia are consid-
ered.

2. Scaling the number of players: We now consider the same
100 Mbps link. However, instead of sharing the link between
Stadia and background traffic, we investigate how the latency
increases when several Stadia players share the same link. To
perform such an experiment, we execute as many instances of
the traffic model as players. The duration of the simulation is
100 s, and each instance is initiated at a random instant of time
during the first second of the simulation.

Figure 23 shows the average and 99th percentile delay when the
number of Stadia players increases, and so it does the number of
traffic flows, for the three different supported video resolutions.
We can observe that we can guarantee a packet delay below 3
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Figure 23: Increasing the number of Stadia streams

ms, for example, in the 99% of the cases for a single 4K player,
two 1080p players, and six 720p players. Adding more users
beyond those values, although supported in terms of through-
put, would result in higher delays and a likely degradation of
the user experience.

To conclude this section, we would like to point out that the value
of the model parameters can be easily adjusted to represent other
traffic generation patterns, even if they are not extracted from real
traces, and so it enables to investigate how a certain network reacts
to different traffic generation patterns.
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14. Conclusions

In this paper we have investigated the characteristics of the Stadia
traffic. We first designed a set of experiments that implied playing
some specific games under pre-defined Stadia configurations while
we captured the traffic over an Ethernet network. Then, we used the
collected traffic measurements to learn about the characteristics of
Stadia traffic, covering from how Stadia generates the traffic at the
packet level in both downlink and uplink, to how it adapts to sudden
changes in the network capacity and latency.

This paper aims to serve as a reference for future research in the area
of real-time and interactive networking. In the future, it would be
interesting to test Stadia performance on a Wi-Fi network, where a
variety of factors can have an impact on performance, such as signal
strength, number of users in the network, or the presence of other
networks, as well as the particular Wi-Fi technology. Specifically, we
would like to investigate how Wi-Fi is able to support low-latency
in unlicensed bands [45]. Other Stadia dynamics require also to be
analyzed, specially in terms of its response to network latency and
background traffic. Our model can also be extended, particularizing
it to represent other available games.
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Abstract

Wi-Fi 7 is already in the making, and Multi-Link Operation (MLO)
is one of the main features proposed in its correspondent IEEE 802.11be
amendment. MLO will allow devices to coordinate multiple radio interfaces
to access separate channels through a single association, aiming for im-
proved throughput, network delay, and overall spectrum reuse efficiency.
In this work, we study three reference scenarios to evaluate the perfor-
mance of the two main MLO implementations —Multi-Link Multi-Radio
(MLMR) and Multi-Link Single-Radio (MLSR)—, the interplay between
multiple nodes employing them, and their coexistence with legacy Single-
Link devices. Importantly, our results reveal that the potential of MLMR
is mainly unleashed in isolated deployments or under unloaded network
conditions. Instead, in medium- to high-load scenarios, MLSR may prove
more effective in reducing the latency while guaranteeing fairness with
contending Single-Link nodes.
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I. INTRODUCTION

Wi-Fi is more popular than ever. There will be 628 million Wi-Fi
hotspots by 2023, four times up from 2018, 11% of which adopting
Wi-Fi 6 and 6E [1], [2]. Meanwhile, a new generation of Wi-Fi—
IEEE 802.11be, or Wi-Fi 7—is in the making, with technical discussions
underway to determine the specific implementation of several disruptive
new features [3]–[9]. The new capabilities of IEEE 802.11be will include
320 MHz bandwidth channels, 16 spatial streams, hybrid automatic re-
peat request (HARQ), and multi-band/channel aggregation and operation
[10].

This last feature, commonly known as Multi-Link Operation (MLO),
refers to the joint use of multiple radio interfaces on a single device.
Owing to its promised augmented throughput and reduced delay, MLO
is arguably the new feature drawing the most attention from industry and
academia alike [11]–[17]. However, the performance of specific MLO
implementations, the interplay between multiple devices implementing
MLO, and the coexistence of MLO with legacy channel access schemes
are all crucial issues that remain largely unexplored.

In this paper, we bridge the above gap and investigate the performance
of two MLO implementations as well as their coexistence with other
legacy devices. In particular, we conduct extensive experiments com-
paring three channel access mechanisms: i) traditional single-link (SL)
operations, where a device avails of a single radio interface; ii) multi-
link single radio (MLSR), where multiple radio interfaces are available
but only one at a time can be opportunistically used; and iii) multi-link
multi radio (MLMR), where the multiple available radio interfaces can
be used concurrently. Our study unfolds as follows:

• We begin by considering an isolated Basic Service Set (BSS) setting
devoid of channel contention. In this case, MLSR—only accessing
one interface at time—can merely reduce the backoff time, only
yielding anecdotal delay gains over SL. MLMR does curb the worst
delays by five-fold when availing of a second interface, though
adding a third interface provides diminishing returns.

• We then consider two MLO BSSs contending for channel access.
Contending MLSR BSSs retain the same delay as contention-free
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SL BSSs, as they opportunistically react to the evolving channel
occupancy. However, MLMR BSSs may surprisingly incur higher
delays than those of SL and MLSR, since they sometimes starve
one another.

• We conclude by assessing the coexistence between a MLO BSS
and two independent legacy SL BSSs. A MLMR BSS boosts its
throughput at the expense of a nearly equivalent reduction for the
two coexisting SL BSSs. Nonetheless, MLMR also allows its SL
neighbors to achieve lower delays in all cases except when these
are highly loaded.

II. A PRIMER ON MULTI-LINK OPERATION

MLO is being introduced in IEEE 802.11be to enable Wi-Fi devices
to exchange data in a flexible manner over one or multiple wireless
interfaces.1 Compared to legacy SL devices, where multiple radios are
operated through different and separate transmitter-to-receiver associa-
tions as if they were part of different BSS, MLO devices can benefit
of using all available radios through a single association. Indeed, MLO
devices can dynamically select one of the available interfaces, or even
all at the same time, thus achieving opportunistic channel access or spec-
trum aggregation, respectively, and thus potentially higher transmission
rates and lower delays.

In this paper, we consider two MLO mechanisms that are likely to
be found in the upcoming Wi-Fi 7 certified products (based on IEEE
802.11be). These two mechanisms, along with the legacy SL approach,
are introduced in the sequel.

• Single-Link (SL): Default channel access, following the Distributed
Coordination Function (DCF) and running over a single radio in-
terface. At the transmitter side, when a packet is available in the
transmission buffer, a backoff instance is initiated and the packet
is transmitted once the backoff expires.

• Multi-link Single Radio (MLSR): To support opportunistic spec-
trum access at a reduced cost, Wi-Fi devices can be equipped

1The terms link, channel, radio, and interface are used interchangeably.
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with a single fully functional 802.11be radio plus several other
low-capability radios able only to decode IEEE 802.11 control
packets (e.g., Wi-Fi preambles). At the transmitter side, once a
packet is available in the buffer, an independent backoff instance
is initiated on each wireless interface, with the data packets then
being allocated to only one of such interfaces according to a specific
strategy, e.g., to the one whose backoff expires first. No other trans-
mission is initiated until the one ongoing on the selected interface
is completed. Once the transmitter determines the interface to use
for the ongoing transmission, it informs the receiver, which in turn
switches its fully functional 802.11be radio to the selected interface,
receives the data packet, and responds with the corresponding ACK.

• Multi-Link Multiple Radio (MLMR): For a device implementing
this approach, all multiple radio interfaces are 802.11be compliant
and they are able to operate concurrently, thus performing multiple
simultaneous transmissions. At the transmitter side, once a packet
is available in the transmission buffer, a backoff instance is initiated
on all inactive wireless interfaces, allocating the data packets pro-
gressively to the interfaces as their backoffs expire. At the receiver
side, packets are then received on all links used by the transmitter.

Complexity: Implementing the above three mechanisms (namely SL,
MLSR, and MLMR) entails an increasing level of complexity. Indeed,
SL employs a single 802.11 radio; MLSR requires an 802.11be radio
as well as S − 1 ’dummy’ radios—S being the number of interfaces—
for channel sensing; MLMR requires S full-blown 802.11be radios. We
will show that the gains (or lack thereof) arising from an increased
complexity may heavily depend on the specific scenario.

Example: Fig. 1 exemplifies the operation of SL, MLSR, and MLMR.
All the available interfaces (circles) share a single buffer and packets
can thus be scheduled to either available interface. The figure illustrates
the following:

• For SL, as packets arrive, the backoff starts and they are sent
through the only available interface.

• For MLMR, Packet 1 arrives while Channel 1 is busy and Channel
2 is idle, thus it is transmitted through the latter. During this trans-
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Fig. 1: Illustration of SL, MLMR, and MLSR operations. The transmis-
sion representation (white box) includes control and acknowledgment
frames.

mission, another backoff instance begins on Channel 1 for Packet
2, resulting in transmitting both packets with shorter delays than in
SL.

• For MLSR, Packet 1 is also transmitted through Channel 2, and
then the backoff is restarted on both channels. Packet 2 is sent
through Channel 2, whose backoff expires first, and the backoff on
Channel 1 is cancelled.

• As for Packets 3 and 4, MLMR transmits them simultaneously as
soon as they arrive, with the transmission for Packet 4 starting
during the transmission of Packet 3.

• For MLSR instead, Packet 3 is transmitted first on Channel 1. As
Packet 4 arrives, it must wait for the ongoing transmission to be
completed. Channel 2 then becomes available first and is used for
Packet 4. Note that MLSR transmits Packet 4 more slowly than
MLMR, but faster than SL.

III. EVALUATION METHODOLOGY

To carefully evaluate the performance of MLO as well as its coex-
istence with legacy SL, we consider the three representative scenarios
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Fig. 2: Deployment scenarios considered in this paper: (a) a single MLO
BSS, (b) two contending MLO BSSs, and (c) one MLO BSS coexisting
with two legacy SL BSSs.

depicted in Fig. 2. In particular:
• Scenario I is used to asses the performance gains experienced by

a single and isolated BSS (BSS A) as it gets upgraded from SL to
MLO.

• Scenario II models the mutual interaction between two MLO BSSs
(BSSs A and B) to study its effect on both.

• Scenario III features a single MLO BSS (BSS B) and two indepen-
dent SL BSSs (BSSs A and C), serving the all-important purpose
of evaluating the coexistence of 802.11be MLO with legacy SL
devices.

All three scenarios share the following features: i) All BSSs are
within each other’s coverage area and therefore neither hidden terminal
issues or deployment asymmetries arise; ii) Only downlink traffic is
considered, i.e., from the AP to an associated single station; iii) Traffic
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arrival follows a Poisson process and all arriving packets have a constant
size of L = 12000 bits; iv) APs have a transmission buffer size of
1000 packets; v) A fixed modulation and coding scheme is employed,
based on 256-QAM with rate 3/4 and 2 spatial streams2; vi) A-MPDU
packet aggregation is enabled for up to 64 packets, and the instantaneous
number of aggregated MPDUs is chosen at the start of each transmission;
vii) The transmission duration depends on the A-MPDU size, thus
ranging from 0.25 ms to 3.4 ms; viii) The Request-to-Send/Clear-to-
Send (RTS/CTS) mechanism is used to reserve the channel and, in the
case of MLSR, to indicate which link will be used in the upcoming
data transmission. The main system model parameters are summarized
in Table I. In order to isolate the gains of MLO and its effect of legacy
devices, the main system parameters are intentionally chosen according
to 802.11be’s predecessor and current standard, 802.11ax [18].

The MLO BSSs considered in the different scenarios are equipped
with up to 3 radio interfaces, each one operating on a different 80 MHz
radio channel. The channel mapping strategy implemented by each BSS
is depicted in Fig. 2, where the colored boxes denote the corresponding
links/channels in use. In particular:

• In Scenario I, BSS A uses Channels 1, 2, and 3.
• In Scenario II, both MLO BSSs use Channels 1, 2, and 3 simulta-

neously, thus modeling contention.
• In Scenario III, the two SL BSSs A and C employ orthogonal

channels: Channel 1 and Channel 2, respectively. The MLO BSS
B, employing both channels, thus contends with BSS A to access
Channel 1 and with BSS C to access Channel 2.

In all three scenarios, MLO BSSs operate according to either the MLSR
or MLMR strategies presented in Section II. These new MLO features
are implemented atop a Wi-Fi state machine originally developed to
study channel bonding and spatial reuse under SL, thus bringing to
the next level our previous work that only focused on IEEE 802.11ax

2We set the transmission rate according to a link distance of 7 m, a transmit power of 20 dBm,
and the 802.11 TGax path loss model for residential scenarios [18], resulting in a path loss of
72.51 dB and a received power of -58.51 dBm. No other channel impairments are considered,
in order to isolate the effects of the three channel access schemes under consideration.
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TABLE I: Wi-Fi state machine parameters for our studies.

PHY
Channel width 80 MHz
Modulation 256 QAM 3/4
Transmission power 20 dBm
Legacy (HE single-user) preamble 20 µs (52 µs)
OFDM (legacy) symbol duration 16 µs (4 µs)
Number of spatial streams 2

MAC
Short (DCF) InterFrame Space 16 µs (34 µs)
Service field 32 bits
MAC header 272 bits
Tail (delimiter) bits 6 bits (32 bits)
ACK (block ACK) bits 112 bits (256 bits)
RTS (CTS) 160 bits (112 bits)
Frame size 12000 bits
A-MPDU size 1–1024 packets
Backoff (Best effort Access Category) CWmin=15
AP buffer size 4096 packets

networks [19], [20]. We carry out long-run simulations of 100 s, gath-
ering traces with more than 150000 entries to guarantee an accurate
characterization of both throughput and delay. 3

IV. PERFORMANCE AND COEXISTENCE OF MLO

In this section, we consider the three scenarios described in Fig. 2
and evaluate the performance of a MLO BSS as well as its coexistence
with other MLO and legacy BSSs.4

3While not reported for space constraints, the accuracy of our simulator was thoroughly
validated using an extended version of the Markovian analytical models in [19], showing an
excellent match.

4The values of throughput and delay ensue from the specific system model assumed. While
the absolute values may differ from the performance limits of actual Wi-Fi 7 networks,
their qualitative trends help understand the interplay and relative performance of the different
approaches.
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Fig. 3: Scenario I: Throughput of a single BSS using Single-Link (SL)
and Multi-Link (MLSR or MLMR) modes.

A. Scenario I: Single MLO BSS

We begin by evaluating performance gains provided by MLO in an
isolated BSS setting, i.e., devoid of channel contention, as described in
Scenario I. To this end, we compare the throughput and delay expe-
rienced by a MLO BSS to the one of a legacy SL BSS. We assume
the latter to operate on a single radio interface, e.g., on Channel 1, and
the former to jointly operate two or three radio interfaces, each on a
different channel.

Fig. 3 shows the throughput achieved by each transmission method as
a function of the number of radio interfaces. For MLSR, the throughput
is almost identical to that of SL regardless of the number of available
interfaces. Instead, the MLMR throughput increases linearly with the
number of interfaces, i.e., two- and three-fold with two and three links,
respectively. Indeed, the latter is due to a lack of channel contention,
allowing MLMR to transmit proportionally more data as the number of
interfaces grows.
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Fig. 4: Scenario I: Delay of a single BSS using Single-Link (SL) and
Multi-Link (MLSR or MLMR) modes.

Fig. 4 presents the associated average, 99%-tile, and 1%-tile delay,
the last two serving as a proxy for worst- and best-case performance,
respectively. The traffic load indicated is normalized to the SL through-
put, i.e., 670 Mbps as per Fig. 3. For instance, 10% and 30% correspond
to loads of 67 and 201 Mbps, respectively.

As MLSR can only transmit through one radio interface at a time, its
slightly reduced delay over SL is simply due to running simultaneous
backoff counters and accessing the interface whose counter expires first.
In the absence of channel contention, merely reducing the backoff time
yields anecdotal delay reductions, as this is negligible with respect to
the transmission time.

Unlike MLSR, MLMR does significantly decrease the delay since
transmitting over multiple radio interfaces allows data packets to be
received faster. MLMR is particularly effective at high loads, where
availing of a second interface curbs the 99%-tile delay at least by a
factor of four. Note that, for the traffic loads considered, adding a third
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interface provides diminishing returns in delay reduction.

B. Scenario II: Two Contending MLO BSSs
We now study the coexistence of two MLO BSSs contending for

channel access, as described in Scenario II. The MLO BSSs are equipped
with two or three radio interfaces each and can be operated either in
MLSR or MLMR mode. Fig. 5 shows the delay vs. traffic load under
this setup as compared to the one experienced by two SL BSSs operating
on orthogonal channels (and thus not contending for access).5

On the one hand, contending MLSR BSSs—with either two or three
interfaces each—retain the same delay as contention-free SL BSSs. The
opportunistic use of a single radio allows MLSR to react to the evolving
contention levels over different channels. Additionally, since MLSR with
two interfaces always leaves at least one channel idle to the contending
BSS, it results in a fairer share of the spectrum. In the case of MLSR
with three interfaces, an extra backoff instance can be allocated to each
MLO BSS, further reducing the channel access delay.

On the other hand—and despite its higher complexity—MLMR with
two interfaces somewhat surprisingly incurs higher 99%-tile delays than
those of SL and MLSR, even at loads as low as 30%. Since MLMR BSSs
can transmit through multiple interfaces at once, they can sometimes
starve one another. As a result of this greedy policy, the best-case delays
(e.g., 1%-tile) are reduced but the worst-case ones (e.g., 99%-tile) are
increased. A workaround to this shortcoming is to add an extra interface
to each MLO BSS. Although the channel used by the extra interface
is to be shared between the two MLO BSSs, its presence significantly
increases the likelihood of finding an idle interface. Indeed, the 99%-tile
delay with a third interface drops to around half that of SL.

C. Scenario III: Contending MLO and SL BSSs
We conclude by assessing the coexistence between a MLO BSS and

two independent legacy SL BSSs, as in Scenario III. Specifically, we

5While not shown for brevity, SL, MLSR, and MLMR all attain the same throughput as they
handle the same incoming traffic load which is all successfully delivered.
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Fig. 5: Scenario II: Delay performance for each transmission method as
traffic load increases. Traffic load values refer to the fraction of the SL
full-buffer throughput in Section IV-A.

assume two radio interfaces and a constant traffic load for the MLO
BSS (BSS B), and consider two different traffic loads for the SL BSSs
(BSS A and BSS C), namely symmetric and asymmetric. Our aim is to
shed light on how MLSR/MLMR affect the performance of neighboring
legacy BSSs and how MLO BSSs handle symmetric and asymmetric
activity in their operating channels. Fig. 6 shows the full-buffer through-
put achieved by all three BSSs when BSS B employs either MLSR
or MLMR. When operating in MLSR mode, BSS B achieves almost
identical throughput as SL BSSs A and C. However, when employing
MLMR, BSS B boosts its own throughput at the expense of a nearly
equivalent reduction for the two coexisting SL BSSs A and C. Fig. 7a
and Fig. 7b show the delay for each BSS when BSS B employs MLSR
and MLMR, respectively. We consider several combinations for the
traffic load fed to each BSS, indicated again as a fraction of the full-
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Fig. 6: Scenario III: individual BSS throughput when BSS B employs
MLSR (left) and MLMR (right). BSSs A and C are assume to employ
a single link.

buffer throughput achieved by a SL BSS in Scenario I (670 Mbps as per
Fig. 3). Specifically, the load on BSS B is set to 70% while the loads
on BSSs A and C are varied to model symmetric scenarios (with BSSs
A and C experiencing the same load) and asymmetric scenarios (with
BSS C increasingly less loaded than BSS A).

Both Fig. 7a and Fig. 7b show that MLSR/MLMR can opportunis-
tically leverage the availability of an emptier channel. For instance, by
comparing case {50%–70%–50%} to case {90%–70%–10%} with same
aggregated contending traffic from BSSs A + C, we note that the latter
results in a lower delay for MLSR/MLMR. In all traffic configurations
considered, employing MLMR is only slightly more beneficial than
MLSR for BSS B. As for the coexistence between the multi-link BSS B
and the SL BSSs A and C, MLMR allows its SL neighbors to achieve
lower delays than MLSR does in most cases. However when a SL BSS
is highly loaded (i.e., 90%), MLMR can occasionally cause it to starve
and thus experience higher delays.
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Fig. 7: Delay in unbalanced scenarios. MLSR has a low impact on
nearby BSSs, while MLMR has a severe impact on highly loaded
channels, saturating BSS A. Traffic load values refer to the fraction
of the SL full-buffer throughput obtained in Section IV-A.
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V. CONCLUSION

This work is devoted to the understanding of the performance of two
specific MLO implementations, the interplay between multiple devices
implementing them, and their coexistence with legacy single-link chan-
nel access schemes. Through our extensive study—which compared i)
traditional single-link operations, ii) multi-link single radio (MLSR),
and iii) multi-link multi radio (MLMR)—, we were able to draw the
following key insights:

• In an isolated BSS setting devoid of channel contention, MLMR
with two interfaces can reduce the worst delays by a factor of five,
whereas adding a third interface provides immaterial extra gains.

• Two contending MLSR BSSs experience same delay as SL does
in a contention-free setup. Surprisingly, and despite its increased
complexity, MLMR BSSs may instead incur higher delays by occa-
sionally preventing one another from timely accessing the channel.

• When surrounded by legacy SL BSSs, a MLMR BSS boosts its own
throughput at the expense of its SL neighbors’, but also allows them
to achieve lower delays for low-to-medium traffic loads.

The present work is, to the best of our knowledge, the first providing
a well-grounded performance comparison of the two most relevant im-
plementations of MLO and addressing the critical aspect of backward-
compatibility with legacy SL devices. Extensions are underway from
different standpoints:

Non-Poisson traffic: By considering non-Poisson traffic with batch
arrivals—a key feature, being MLO capable of transmitting multiple
packets in the same batch at once.

Reproducibility: By capturing the behavior of various MLO modes
analytically [21], thus allowing a more generalized comparison and wide
reproducibility of the results.

Interplay: By studying the performance gains of MLO when paired
with other new features being introduced in IEEE 802.11be and beyond,
e.g., advanced AP coordination [5].
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Abstract

In this article, we investigate the real-world capability of the multi-link
operation (MLO) framework—one of the key MAC-layer features included
in the IEEE 802.11be amendment—by using a large dataset containing 5
GHz spectrum occupancy measurements on multiple channels. Our results
show that when both available links are often busy, as is the case in
ultra-dense and crowded scenarios, MLO attains the highest throughput
gains over single-link operation (SLO) since it is able to leverage multiple
intermittent transmission opportunities. As for latency, if the two links
exhibit statistically the same level of occupancy, MLO can outperform
SLO by one order of magnitude. In contrast, in asymmetrically occupied
links, MLO can sometimes be detrimental and even increase latency. We
study this somewhat unexpected phenomenon, and find its origins to be
packets suboptimally mapped to either link before carrying out the backoff,
with the latter likely to be interrupted on the busier link. We cross validate
our study with real-time traffic generated by a cloud gaming application
and quantify MLO’s benefits for latency-sensitive applications.
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I. INTRODUCTION

Achieving consistent low delay in Wi-Fi networks is a challenge
that has attracted growing interest, motivated by new applications with
stringent latency constraints, such as gaming, augmented and virtual
reality, industrial automation, and remote healthcare—some requiring
response times as low as 1 ms [2]. Moreover, Wi-Fi access links have
the potential to be the bottleneck in terms of network delay, accounting
for more than 60% of the Round Trip Time in connections to domestic
servers [3]. Indeed, operating in license-exempt bands brings about the
need to coexist with other wireless networks, along with the inherent
uncertainty as to how many transmission opportunities will be available,
and when. One way to mitigate such uncertainty is by employing mul-
tiple radio interfaces for packet transmission. At the time of writing,
this approach—termed multi-link operation (MLO)—is one of the main
features being proposed and developed for IEEE 802.11be [4], [5], the
new amendment that is foreseen to be certified as Wi-Fi 7 [6]–[9].

A. Motivation
Through MLO, IEEE 802.11be will target efficient operations in all

the available bands, i.e., 2.4, 5, and 6 GHz, for load balancing, multi-
band aggregation, and simultaneous downlink/uplink transmission [10].
In 802.11be, a multi-link device is defined as one with multiple affiliated
access points (APs) or stations (STAs), and a single MAC service access
point to the above logical link control layer [6]. Multi-link devices could
thus transmit and receive packets at the same time, separate the control
and data planes, or transmit delay-sensitive traffic through multiple links
to ensure its timely reception [2], [11]. Lastly, while MLO is fully
transparent to the upper TCP/IP protocols, they will benefit from the
faster and more reliable data communication it enables [4].

As consensus has not yet been reached on the specific implemen-
tation details of MLO, recent works have compared the performance
of different variants [12], [13], studied the feasibility of simultaneous
transmission and reception [14], and undertaken the optimization of
traffic and resource allocation in MLO [15]–[17]. Besides throughput
augmentation, latency reduction has been identified as one of the main
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endeavors of MLO, with its delay performance being the object of
several recent studies [16]–[21]. These works—and others—have shown
that, in many cases, MLO is capable of enabling new applications whose
requirements cannot reliably be supported by conventional single-link
operation (SLO).

Notwithstanding the insights provided by these works, the literature
currently lacks experimental evidence on what performance gains MLO
can attain over SLO, in what practical scenarios, and under which chan-
nel access methods. This gap prompts us to study, for the first time, the
performance of MLO by using spectrum occupancy measurements and
real application traces.

B. Contribution and Summary of Results

In this paper, we utilize our over-the-air measurements of spectrum
occupancy for the entire 5 GHz band [22], [23]1 and investigate the
throughput and latency performance of MLO when operating on two
links. Atop these traces, which include scenarios with high AP density
and crowded environments and span multiple hours, we develop an
emulation tool that fuses a Wi-Fi MLO state machine with the high-
resolution spectrum measurements. We feed our MLO state machine
with Poisson traffic first, and then validate selected experiments with
real-time traffic generated by a cloud gaming application. Besides legacy
Wi-Fi SLO, we study two MLO channel access modes defined as fol-
lows: (i) MLO with Simultaneous Transmit and Receive (MLO-STR),
in which both interfaces are available and work independently, and
(ii) MLO with Non-Simultaneous Transmit and Receive (MLO-NSTR),
where both interfaces are available but access to the secondary link is
conditioned on the primary also being unoccupied. While our results
confirm the potential latency gains of MLO seen in previous works, the
use of real spectrum measurements as well as real traffic traces offers
new and otherwise inaccessible insights on MLO.

Our main findings can be summarized as follows:

1Freely available in the open source WACA dataset: https://github.com/sergiobarra/WACA
WiFiAnalyzer.
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• We show that an MLO AP with two radio interfaces achieves
throughput higher than the maximum SLO throughput in 53% and
28.5% of the cases by using MLO-STR and MLO-NSTR, respec-
tively. When both links are almost always busy, which may cor-
respond to ultra-dense and crowded scenarios, MLO-STR achieves
the highest throughput gains as it is able to leverage the intermittent
transmission opportunities over multiple links.

• We find that when primary and secondary links have statistically
symmetrical occupancy, MLO-STR yields order-of-magnitude 95th
percentile latency benefits over SLO, even in the challenging regime
of increasing occupancies and traffic. This is because MLO-STR
can utilize either available link, and reduce packet waiting time
even when it cannot simultaneously utilize both links.

• In contrast, we surprisingly discover that when using two links with
asymmetrical occupancy, MLO-STR can sometimes underperform
SLO by up to 112% in terms of 95th percentile latency. This is
owed to packets being suboptimally assigned to an interface before
carrying out the backoff, with the latter likely to be interrupted on
the busier link. This phenomenon is exacerbated when the asym-
metry in channel occupancy increases.

• To overcome the aforementioned phenomenon, we define a third
MLO channel access approach, denoted MLO-STR+, that employs
parallel backoff instances for each interface and allocates packets
to the interface whose backoff expires first. While MLO-STR+ is
a minor variation on MLO-STR, we study it to better understand
the design space and ultimate capabilities of MLO.

• We further validate our results by using, in addition to real-world
channel occupancy measurements, real-time traffic generated by a
cloud gaming application. This final set of experiments confirm
our previous findings, and further demonstrate MLO’s capabilities
to enable latency-sensitive applications whose traffic load cannot
otherwise be delivered in a timely manner through SLO.

• Using channel bonding, we show that splitting the channel band-
width (80 MHz) between two independent MLO links (2x40 MHz)
leads to lower delays than using the entire bandwidth for a single
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link. Further, we show that by using wider links, we have another
degree of freedom in the primary channel used, and correct selection
can lead to an 89.5% delay reduction for MLO-STR+.

The rest of the document is organized as follows. Section II details
the experimental setup, including the dataset and methodologies used.
Section III studies the achievable MLO throughput based on the links
occupancy. Section IV analyses the MLO delay in symmetrically and
asymmetrically occupied links. Section V introduces MLO-STR+ as
a way to improve the observed drawbacks of MLO-STR operation.
In Section VI, real traffic traces are used to validate previous results
obtained using Poisson traffic. Section VII studies the use of channel
bonding coupled with MLO. Section VIII includes the related work, and
finally, Section IX concludes the paper.

II. MLO PROTOCOL AND EXPERIMENTAL SETUP

We consider a scenario consisting of multiple Basic Service Sets
(BSS) and STAs accessing multiple channels in the 5 GHz band. We use
a dataset containing real spectrum information from a crowded stadium.
Since the dataset contains the aggregate signal strength received at the
endpoint, we cannot identify individual devices and we focus on a single
AP and STA pair equipped with two MLO-capable interfaces each,
denoted the MLO-BSS. We do not add extra model/simulation-driven
sources of contention so as to make all our findings only dependent on
the real traces.

The MLO interfaces operate in the 5 GHz band on 20 MHz-wide
channels, respectively on channel 36 (low 5 GHz) and channel 100
(high 5 GHz), which we denote as primary and secondary, respectively.
On both channels, the MLO-BSS observes the environment activity,
i.e., the transmissions generated by the Orthogonal Basic Service Sets
(OBSS). The MLO-BSS and OBSS under consideration are illustrated
in Figure 1 in blue and red, respectively. The environment activity from
the OBSS is characterized by the WACA dataset (Section II-B). For the
MLO-BSS, we only consider downlink traffic, i.e., from the AP to the
STA. We initially assume packet arrivals to follow a Poisson process,
and transmitted packets to have a constant size of L = 12000 bits. In
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Ch. 36

Ch. 100

BSS 

OBSS

Environment
activity

Fig. 1: Scenario considered. The WACA dataset is used to characterize
the environment activity (red) observed by the target BSS (blue) on
channels 36 and 100 in the 5 GHz band.

Section VI, we consider real-time data traffic instead. Since we do not
have client-AP SNR traces, any MCS variation would need to be purely
model driven. We therefore employ a fixed MCS (256-QAM, 5/6) in all
links.

Next, we detail the channel access schemes considered, the measurement-
based channel occupancy model, and the performance evaluation method-
ology.

A. Multi-link Channel Access Policies

We study three channel access policies for the MLO-BSS, namely:
• Conventional single-link operation (SLO), where only the primary

interface is available.
• Multi-link operation with Simultaneous Transmit and Receive (MLO-

STR), where both interfaces are available and work independently.
• Multi-link operation with Non-Simultaneous Transmit and Receive

(MLO-NSTR), where both interfaces are available but access to the
secondary is subjected to the state of the primary link.
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In particular, the two MLO channel access schemes operate as follows:
1) MLO with Simultaneous Transmit and Receive (MLO-STR): The

two radio interfaces operate independently and asynchronously. The first
packet waiting for transmission in the buffer is allocated to the first radio
interface that becomes available. If both radio interfaces are available,
the packet is randomly allocated to either. Once a packet is allocated
to an interface, it starts the channel access procedure by initializing a
backoff instance.

2) MLO with Non-Simultaneous Transmit and Receive (MLO-NSTR):
One radio interface always acts as primary, and the other always as
secondary. When there are packets waiting for transmission, the primary
interface undergoes contention to access the channel. Once the backoff
counter reaches zero, packets are sent through the two interfaces if the
secondary one has been idle for at least a PIFS interval before the backoff
expiration. Otherwise, only a single packet is transmitted through the
primary link.

Figure 2 exemplifies SLO, MLO-STR, and MLO-NSTR operation.
SLO follows default Wi-Fi access, where packets are sequentially trans-
mitted over a single link, with packet 1 being the first to be transmitted
in the timeline before starting backoff for packet 2, and so on. In the
case of MLO-STR, arriving packets are allocated to whichever interface
becomes available first. This results in a significant delay reduction for
packets #1, #2, and #4. In the case of MLO-NSTR, the secondary link’s
dependence on the primary sometimes prevents using the two radio
interfaces efficiently. As a result, and unlike MLO-STR, the delay for
packets #1 and #4 cannot be reduced with respect to SLO.

In order to evaluate the above MLO schemes, we extended the IEEE
802.11 state machine originally developed in [23] by adding function-
alities to accurately reproduce the temporal system dynamics under
finite traffic loads (i.e., non-full buffer conditions). In order to isolate
the combined effect of the access scheme and channel occupancy, we
assume a fixed modulation and coding scheme on both interfaces -
a 256-QAM with coding rate 5/6 and 2 spatial streams- yielding a
transmission time of 0.172 ms (DATA+SIFS+ACK). Since our FCB-
WACA dataset (described next) contains measurements taken with a
periodicity of 10 µs, we have rounded the duration of IEEE 802.11
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Fig. 2: Illustration of SLO, MLO-STR, and MLO-NSTR operations.
Grey, yellow, and white bars respectively indicate occupied channels,
random backoffs, and packet transmissions. Packet transmissions include
both the data part and the corresponding ACK, as well as DIFS and SIFS.

timings to integer multiples of 10 µs, setting the duration of a backoff
empty slot, SIFS, and DIFS to 10 µs, 10 µs, and 30 µs, respectively.
Such small approximation implies no loss of generality, as discussed
in [23]. The value of the CWmin used in all cases is 15.

B. Measurement-based Channel Occupancy Dataset

To investigate the performance of the MLO-BSS in a real-world setting—
i.e., while considering OBSS activity—we employ the WACA dataset,
containing over-the-air measurements of the 5 GHz band occupancy that
we have recently collected and made publicly available [22], [23]. This
dataset was obtained by conducting extensive measurement campaigns
on different days and in multiple locations, including a sold-out football
stadium (F. C. Barcelona’s Camp Nou). In this paper, we focus only on
the football stadium measurements since they range from completely idle
to fully occupied channels. We will refer to such subset of measurements
as the FCB-WACA dataset.

The FCB-WACA dataset spans 5 hours and contains 2000 samples of
the Received Signal Strength Indicator (RSSI) for each of the 24 20-MHz
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Fig. 3: Average channel occupancy in the FCB-WACA dataset. Channels
36 and 100, used in our experiments, are highlighted horizontally. Time
intervals corresponding to the first- and second-half of the football game
are highlighted vertically.

channels in the 5 GHz band.2 Each sample lasts one second and consists
of 1000 consecutive 10 µs measurements containing the aggregate signal
strength of all nodes in the area. In Figure 3, the spectrum occupancy
in the FCB-WACA dataset is displayed as the average number of busy
slots in each one-second sample, with a slot considered busy if its RSSI
is above -83.5 dBm. We note from Figure 3 that the channel occupancy
varies across the measurement campaign, exhibiting: (i) predominantly
empty channels prior to the football game, (ii) increasing occupancy up
until the game starts and during half-time recess, (iii) lower occupancy
during the first- and second-half, and (iv) a rapidly decreasing occupancy
from the end of the game onwards.

2The F. C. Barcelona Camp Nou’s network only supports 20 MHz channels without channel
bonding.
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Fig. 4: Distribution of the difference in occupancy between channels 36
and 100.

While the temporal evolution of channels 36 and 100 appears similar
from Figure 3 at the macroscopic level, the same does not necessarily
hold when observing concurrent one-second samples from the two chan-
nels and comparing their average occupancy. To quantify the occupancy
disparity, Figure 4 shows the distribution of the absolute value of the
difference in occupancy between the two channels. Although such differ-
ence is lower than 10% (resp. 20%) in 75% (resp. 57%) of the samples,
there is also a non-negligible number of cases with high occupancy
disparity. The latter prompts us to evaluate the performance of MLO
channel access schemes both under symmetric and asymmetric channel
occupancy, as discussed in the remainder of the paper.

In what follows, we employ the FCB-WACA dataset to investigate
how different combinations of primary and secondary channel occupan-
cies affect the MLO-BSS performance. In particular, we assume that the
MLO-BSS perceives the same spectrum activity as the one captured in
the FCB-WACA dataset, and it contends for channel access accordingly.
To address the interaction between the simulated node and the traces,
we implement the same “hinder” interaction model as in [23]. Using the
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Fig. 5: Wi-Fi state machine (per interface) using WACA dataset to
determine channel state.

hinder model, once the MLO-BSS starts a transmission, we assume that
the OBSS devices are able to sense the on-going transmission and defer
accordingly, allowing the MLO-BSS transmission to finish successfully,
thus avoiding collisions. As it is shown in [23], the hinder interaction
model keeps the same implicit channel access fairness as in CSMA.

C. Trace-based Simulation Methodology
Figure 5 illustrates how the WACA dataset is used by the Wi-Fi state

machine in each of its interfaces. As previously stated, we accurately
follow the WACA dataset occupancy measurements to determine the
MLO-BSS channel access dynamics.

In order to study the effect of channel occupancy on latency, we treat
both channels as independent and partition the available traces in our
dataset into different average channel occupancy regimes: {10%, 20%,
. . . , 90%}, as illustrated in Figure 6.

We perform 20 experiments for each combination of channel occu-
pancy and traffic load, with each experiment considering a pair of one-
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Fig. 6: Partitioning the available traces in the dataset into different
average channel occupancy regimes.

second spectrum samples. Samples from channel 36 are assigned to the
primary MLO link, and channel 100 to the secondary link.

Each experiment is carried out as follows: (i) We select the occupancy
regime of interest for the primary and secondary links, e.g., 10% and
40%, respectively. (ii) We combine uniformly at random one spectrum
sample each for the primary and secondary links from the dataset. (iii)
For each spectrum sample pair and given a particular traffic load of
interest, we compute the packet arrival times at the AP. (iv) We execute
the Wi-Fi state machine for SLO, MLO-STR, and MLO-NSTR access
policies. The same packet arrival times are considered in all cases to
allow a direct comparison. (v) We store the individual delay experienced
by each packet in each experiment.

We then combine the per-packet results (i.e., the individual packet
delays) from all runs to obtain the average and the 95th percentile delay.
We guarantee that all results are obtained under stability conditions (i.e.,
the AP does not become backlogged) and thus we discard any experi-
ment where less than 95% of all the transmitted packets are received.
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III. ORIGINS OF THROUGHPUT GAINS

Owing to the availability of an extra radio interface at the AP, MLO
is guaranteed to increase the BSS throughput with respect to single-link
operation. However, the effectiveness of MLO in practice, including
challenging scenarios such as crowded and rapidly changing environ-
ments, is tied to the instantaneous occupancy patterns of the links in
use. In this section, we study this aspect by analyzing the effectiveness
of each MLO policy in terms of the throughput gains attainable over
a SLO baseline. Aiming for a general understanding, we consider all
possible combinations for the statistical occupancy of the two available
links, and study how the latter affects the attainable gains. In this section
we consider that the AP is fully backlogged.

A. Throughput Distribution

MLO-STR operates interfaces independently, thus aggregating the
available airtime from different links. MLO-NSTR however, synchro-
nizes its secondary interface to the primary. One can thus expect MLO-
NSTR to require links with similar activity patterns to achieve additive
capacity. However, activity patterns on different links are likely to be
completely independent due to the number of contenders, their traffic
loads, and random access mechanisms.

Figure 7a shows the empirical CDF of the throughput achieved with
each channel access mode across all channel occupancy combinations
for our trace-based simulation. The SLO throughput increases propor-
tionally to the airtime available, with the lowest value of 0.672 Mbps
corresponding to the highest occupancy of 0.8, and the highest value
of 38.1 Mbps to the lowest occupancy of 0.1. MLO-STR and MLO-
NSTR have a different throughput distribution as a result of using two
links, yet they function similarly. MLO-STR leverages the secondary
link independently from the primary and thus offers a throughput im-
provement over SLO across the whole CDF, showing a remarkable 5×
gain in terms of 1%-worst throughput. MLO-NSTR behaves similarly
to SLO in the lower tail, when it struggles to find simultaneous trans-
mission opportunities on both links, and similarly to MLO-STR in the
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Fig. 7: Throughput statistics for each of the three channel access methods
considered.

upper tail, when the low occupancy of the primary link allows frequent
simultaneous transmissions.

We next evaluate the impact of time and channel statistical depen-
dence on throughput achievable by the two MLO policies. To do so, we
compare the throughput values obtained from the original traces against
the those provided by a simple baseline model, the latter built under the
assumption that the temporal activity of each channel is independent
and identically distributed (i.i.d.), with an average occupancy value ρ
matched from data.

Under such a baseline model, the mean throughput for the three access
modes can be approximated as follows:

• SLO throughput is given by ThSLO = (1−ρ1)L/T , where ρ1 is the
occupancy of the primary link, L is the packet size (12,000 bits)
and T (0.277 ms) is the packet transmission time (0.172 ms) plus
a single DIFS and an average backoff duration assuming the link
is sensed free all time (DIFS+CWmin

2
10 µs+DATA+SIFS+ACK).
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• MLO-STR throughput is computed as ThMLO−STR = (2 − ρ1 −
ρ2)L/T ,
where ρ2 is the occupancy of the secondary link.

• MLO-NSTR throughput is computed as ThMLO−STR = (1−ρ1)(2−
ρ2)L/T ,

Figure 7b shows the throughput achieved by both our trace-based
simulation and our i.i.d. model in terms of 10%, 50% and 90%-tile.
For the 90%-tile, our baseline model matches the results closely, while
for the 50% and 10%-tile the model predicts higher throughput. These
differences for the 50% and 10%-tiles are explained by the frequent
backoff interruptions that appear in our trace-based simulation when
the links occupancy increases, an aspect not captured by the simple
model. In the case of MLO-NSTR, in addition to the previous effect,
the observed differences show that the model is also optimistic regarding
the probability to find the two links idle since it does not either capture
the existing temporal correlation —even if low— between links.

Findings: While MLO-STR is able to leverage the independent occu-
pancy of multiple links to achieve better than additive capacity, MLO-
NSTR only reaches near-additive capacity when the two links are almost
completely idle, making it less suitable for crowded scenarios.

B. Throughput Gains and Spectrum Occupancy
The benefits of MLO compared to SLO are strongly affected by

spectrum occupancy. Importantly, the occupancy of the primary and sec-
ondary link affect the MLO state machine quite differently as described
in Section II. In light of the above, we conduct separate experiments
according to the average per-link occupancy observed on each 1-second
sample (as described in Section II-C).

Figure 8 shows the throughput of the two MLO modes normalized
to the one attained by SLO, depicted as both numerical values and a
heat map. First, we consider Figure 8a and MLO-STR opportunistic and
asynchronous access. On the diagonal, both links have nearly identical
occupancy and the gain compared to SLO is close to twofold, as ex-
pected since the two links are accessed independently. In contrast, when
the secondary link has lower occupancy than the primary (bottom right
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Fig. 8: Average MLO throughput normalized to SLO. The upper bound
of the colorbar is set to 2 to highlight ratios between 1 and 2.

of Figure 8a) the throughput gain of MLO-STR vs. SLO is highest,
with a maximum factor of 14.7 when the primary and secondary links
are busy 80% and 10% of the time, respectively. While the absolute
throughput values are omitted from the figure, for this particular case
MLO-STR achieves 40.5 Mbps, while SLO achieves only 2.76 Mbps.

Figure 8b depicts the results obtained for MLO-NSTR. Compared to
MLO-STR, the gains are dramatically reduced and have a maximum
of 1.8, due to the requirement that the primary link be unoccupied. In
terms of absolute throughput values, when the primary and secondary
links are respectively occupied 10% and 80% of the time, MLO-NSTR
achieves a mean throughput of 39 Mbps. This value however plummets
to a mere 5 Mbps if the primary/secondary link occupancy is reversed.
That is, a busy primary link prevents MLO-NSTR from achieving high
throughput, even when availing of an idle secondary link.

Findings: MLO-STR’s independent link access can yield over 14×
throughput gains compared to SLO by overcoming a densely occupied
link and taking advantage of a secondary sparse link. Conversely, the
performance of MLO-NSTR is tied to the occupancy of the primary link,
as the second link can only be accessed when the primary is available
too. As a result, its throughput gain over SLO is at most twofold.
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IV. DELAY EXPERIMENTS

A key performance objective of MLO is to improve delay perfor-
mance, including both average and tail performance such as the de-
lay distribution’s 95th percentile. As the above throughput experiments
demonstrated the critical role of link occupancy, we partition the study
into two cases. First, we study the delay under the assumption that the
two links used have similar occupancy, showing how both MLO access
modes deal with a symmetrical increase in the occupancy of the two
links and diminishing transmission opportunities. Then, we consider a
secondary link statistically more occupied than the primary, and study
how each MLO mode adapts to a reduced availability of its secondary
link.

A. Symmetrically Occupied links
We begin by studying the case of symmetric link occupancy, in which

both MLO links have channels with similar occupancy levels. In par-
ticular, we study epochs when both links have occupancy of about
10%, 40%, and 70%, which we denote as symmetric low, medium, and
high occupancy. For SLO, the average throughput with fully backlogged
traffic on the single link is 37 Mbps, 22 Mbps, and 6.8 Mbps, respec-
tively. For MLO, we study the delay performance in the three spectrum
occupancy cases as the traffic load increases. We consider four traffic
loads of {0.2, 0.4, 0.6, 0.8} times the SLO throughput, so that all access
modes operate in a non-saturated regime, hence allowing to study their
delay in comparable conditions.

Figure 9 shows the average and 95th percentile delay for all channel
access modes and the different link occupancies. First, observe that
when both links have 10% occupancy (Figure 9a), MLO has strikingly
improved latency scaling with increasing traffic load compared to SLO.
For example, at 20% traffic load, MLO-STR and MLO-NSTR offer a
modest decrease in average delay compared to SLO of 17% and 9%
respectively. In contrast, when the traffic load is 80%, MLO-STR and
MLO-NSTR reduce the average delay by 69% and 62%. This scaling
is even more pronounced when analyzing the 95th percentile of delay,
in which MLO achieves up to a 78% delay reduction. Thus, for both
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Fig. 9: Latency for symmetrically occupied links vs. normalized traffic
load.

average and 95th percentile delay, the benefits of MLO are increasingly
pronounced under higher traffic load. Indeed, in this case there are
often multiple packets in the buffer such that both interfaces can be
used. Moreover, with a relatively low link occupancy of 10%, both
links are often available. Next, consider the case that both links have
symmetrical medium (40%) occupancy (Figure 9b) and note the change
in y-axis scale. Here, SLO’s average delay increases by nearly an order
of magnitude with increasing traffic (i.e., from 2 to 18 ms), whereas the
95th percentile delay increases much more rapidly, exceeding 100 ms. In
contrast, MLO-STR can yield a striking order of magnitude reduction in
95th percentile delay compared to SLO. The reason is that with access
to either or both links, MLO-STR realizes delay benefits unless both
links are occupied.

Unfortunately, unlike MLO-STR, the benefits of MLO-NSTR over
SLO are limited and mostly confined to how the average delay scales
with traffic load. Indeed, MLO-NSTR can only gain access to the sec-
ondary link if the primary link is also idle, implying that the average
delay is guaranteed to be lower than the average delay under SLO. How-
ever, the 95th percentile delays are triggered by long periods of occu-
pancy of the primary link, thus making any availability of the secondary
link during this time irrelevant. As a result, the 95th percentile delay un-
der MLO-NSTR rapidly grows as the normalized traffic load increases.
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Lastly, when both links have high (70%) occupancy (Figure 9c),
MLO-STR again has the most favorable 95th percentile delay scaling
with traffic load, providing substantial reductions as compared to both
SLO and MLO-NSTR. Nonetheless, at such high link occupancies, even
MLO-STR has difficulty finding transmission opportunities on either
link, so both mean and 95th percentile delays are increasing. Addi-
tionally, MLO-NSTR provides negligible benefits in both average and
95th percentile delay compared to SLO.

Findings: When both links have symmetric medium to high occu-
pancy, MLO-NSTR fails to provide significant 95th percentile delay ben-
efits compared to SLO. The key reason is that MLO-NSTR is only able
to realize a benefit compared to SLO if both links are simultaneously
unoccupied, an increasingly unlikely occurrence in this scenario. For-
tunately, MLO-STR yields significant 95th percentile latency benefits
(compared to both SLO and MLO-NSTR) even in the challenging regime
of increasing occupancies and traffic. This is because MLO-STR can
reduce packet waiting time even when it cannot simultaneously utilize
both available links.

B. Asymmetrically Occupied links

We continue by employing the same normalized traffic loads as in
the previous section, but consider epochs of asymmetric link occupancy.
Between the two links, we present the case that the primary is the less
occupied one, and gauge to what extent each MLO mode can exploit an
extra (albeit busier) link to reduce the delay. We note that the opposite
case—i.e., when the secondary link is on average less busy than the
primary—favors both MLO modes, since SLO would always incur a
high delay and both MLO modes would take advantage of a more idle
secondary link.

Figure 10a depicts the case of a low (10%) primary and medium
(40%) secondary link occupancy. As expected, MLO-NSTR always of-
fers lower delay than SLO, with the highest benefits occurring under
higher traffic loads. However, MLO-STR surprisingly incurs a higher
average and 95th percentile delay than SLO for the lowest normalized
traffic load of 0.2. Indeed, MLO-STR starts contention by initializing the
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Fig. 10: Latency for asymmetrically occupied links (indicated as
{primary, secondary}) vs. normalized traffic load.

backoff counter as soon as a link is detected to be idle. Unfortunately,
such a link may be occupied before the backoff timer expires, thus
pausing the backoff counter. If the backoff is paused too often (or for
long intervals), the packet could incur even higher delays than it would
have if the other link—initially busy—had been selected.

In Figure 10b, this effect is exacerbated due to the even higher occu-
pancy of the secondary link, as selecting an idle secondary link incurs
the risk of the latter being occupied before the backoff counter expires.
When this occurs, the 95th percentile delay can be twice as high as
that with SLO, albeit still confined to below 10 ms. Nonetheless, MLO-
STR average and 95th percentile delays grow at a lower rate than those
of SLO as the traffic load increases. Indeed, MLO-STR can still take
advantage of a secondary link (even when highly occupied) to reduce
congestion and curb the latency when it is caused not only by the link
occupancy patterns but also by the amount of traffic.

Finally, Figure 10c depicts primary and secondary link occupancy
of 40% and 70%, respectively (note the different y-axis scale due to
higher load). Similar to the symmetric cases of Figures 9b and 9c,
MLO-STR scales well with increasing traffic load, keeping the average
delay below that of SLO and decreasing the 95th percentile by up to a
half. Compared to Figure 10b, because the primary link occupancy has
increased, SLO delay increases more sharply with traffic load, whereas
MLO-STR achieves the lowest delays for the same reasons as in the
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symmetric case.
Findings: Asymmetric primary vs. secondary link occupancy radically

transforms MLO performance. For MLO-STR, despite its uniformly
superior performance in symmetrically occupied links, a secondary link
that is much busier than the primary can lead to even higher delays
than using SLO. This is owed to packets being suboptimally assigned
to an interface before carrying out the backoff, with the latter likely to
be interrupted on the busier link. This effect is exacerbated when the
difference between link occupancies increases.

V. MLO-STR LATENCY DECOMPOSITION AND REDUCTION

Given MLO-STR’s superior throughput performance and delay per-
formance under symmetrically occupied links, we proceed to study the
origins of the surprisingly worse delay than SLO under asymmetric
links. Moreover, we demonstrate how to overcome this limitation with
a modification to MLO-STR.

A. Access and Queueing Delay
To study MLO-STR’s latency performance, we decompose the total

MAC delay into (i) the queueing delay, referring to the time elapsed
since a packet arrives to the AP until it is allocated to an interface and
(ii) the access delay, that spans the time between a packet being assigned
to an interface and the beginning of its transmission, i.e., the contention
time.

Figures 11a and 11b compare the delay under SLO and MLO-STR
when using links with symmetric occupancy of 10%. Here, access delay
remains largely unchanged between the two schemes across all traffic
loads. Yet, the same does not hold for queueing delay, which remains
low under MLO-STR for increasing load, whereas it rapidly grows for
SLO, exceeding the access delay. Specifically, while for SLO the 95th
percentile queueing delay can reach up to 9× the access delay, MLO-
STR curbs the waiting time and thus the total delay.

Figures 11c and 11d keep the primary link occupancy to 10% but
now consider an asymmetric secondary occupancy of 70%. Although
MLO-STR reduces the queueing delay with respect to SLO by availing
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Fig. 11: Access and queueing delay for SLO and MLO-STR.

of two interfaces, its access delay is higher than SLO, owing to a subset
of packets being transmitted through the secondary link, which incurs a
higher average occupancy. This latter effect may outweigh the former,
resulting in higher total delay under MLO-STR than under SLO. It
can also be observed that MLO-STR access delay decreases as traffic
load increases. This is a side effect of the packet allocation process,
explainable as follows. When a packet is assigned to the busier—but
occasionally idle—secondary interface, it forces multiple subsequent
packets through the primary interface as the only option. The latter
creates an inherent trade-off in that for every packet assigned to the
busier interface, multiple others are assigned to the interface having
lower occupancy. As the traffic load increases, this phenomenon be-
comes more pronounced, leading to more packets being assigned to
the lesser-occupied primary link, thus reducing the average and the
95th percentile access delay.

Findings: MLO-STR significantly reduces the time that packets spend
waiting in the queue when compared to SLO, for both symmetrically
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and asymmetrically occupied links. However, while the access delay is
similar when the two links are symmetrically occupied, it can increase
for MLO-STR when the secondary link is busier than the primary,
sometimes outweighing the benefits of a reduced waiting time. These
events of high access delay are the result of assigning the packet to an
interface before the backoff starts. Indeed, a packet may be assigned to
an interface just before a long link occupancy phase, pausing the backoff
counter repeatedly and significantly delaying the packet transmission.

B. MLO-STR with Deferred Decision

We have shown that—and explained why—MLO-STR can lead to
even higher delays than SLO in the case of links with different occu-
pancies. To better understand the design space of MLO channel access,
we define a minor variation—denoted MLO-STR with Deferred Decision
(MLO-STR+)—which overcomes this limitation of MLO-STR by defer-
ring the decision about which link to use until the end of the backoff
countdown.

Fig. 12: Illustration of MLO-STR vs MLO-STR+. MLO-STR+ reduces
the delay incurred by packet #1 at the expense of that incurred by packet
#2.

143



0.2 0.4 0.6 0.8

Normalized traffic load

0

0.5

1

1.5

2

2.5

3

3.5
L
a
te

n
c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-STR+

Average

(a) Link occupancy of
{10%, 40%}.

0.2 0.4 0.6 0.8

Normalized traffic load

0

0.5

1

1.5

2

2.5

3

3.5

L
a

te
n

c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-STR+

Average

(b) Link occupancy of
{10%, 70%}.

0.2 0.4 0.6 0.8

Normalized traffic load

0

20

40

60

80

100

L
a

te
n

c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-STR+

Average

(c) Link occupancy of
{40%, 70%}.

Fig. 13: Delay for asymmetric links vs. variable normalized traffic load
under SLO, MLO-STR, and MLO-STR+.

The main features of MLO-STR+ are (i) running as many backoff
instances as radio interfaces while there are packets waiting for trans-
mission, and (ii) allocating the first packet waiting to the interface with
the backoff counter that expires first. This differs from MLO-STR,
in which we allocate packets once links are idle, before running the
backoff. Implementing MLO-STR+ requires only minor changes to the
Wi-Fi MLO state machine: the ability to control when an interface can
initiate, pause, and complete the backoff countdown without actually
being allocated a packet. A comparison between MLO-STR and MLO-
STR+ operations is illustrated in Figure 12, where it can be observed
that the delay experienced by the first packet (the one exhibiting the
worst-case delay in MLO-STR), is notably reduced with MLO-STR+
albeit at the expense of increasing the delay of the second packet.

Figure 13 shows the resulting average and 95th percentile delay for
MLO-STR+, MLO-STR, and SLO. Observe that MLO-STR+ consis-
tently outperforms both MLO-STR and SLO for both average and 95th
percentile delay for all traffic loads and link occupancy combinations.
Figure 14 depicts the breakdown of the waiting and access delay of
MLO-STR+, showing that MLO-STR+ reduces the average and worst-
case access delays while maintaining similar queueing delays than those
in Figure 11c. Namely, the 95th percentile of both the access delay and
the total delay are reduced by up to 60% when employing MLO-STR+
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Fig. 14: Delay for MLO-STR+ with {10%, 70%} occupancy.

instead of MLO-STR.
Findings: MLO-STR+ improves MLO-STR by delaying the link al-

location of the packet at the head of the queue until one of the back-
off counters expires, thereby leveraging up-to-date information on the
link state, and ultimately improving the link allocation decision. The
performance of MLO-STR+ also shows how MLO channel access can
be improved by jointly controlling the operation of the multiple radio
interfaces.

C. Packet jitter
Variance in the delay is an important metric to consider for next-

generation networks. We have shown that MLO can be used to reduce
network delay, and expect that it can also reduce the variability with
which transmissions reach their target.

We analyse the packet jitter for the same cases shown in Figures 10b
and 13b, by studying the standard deviation of the delay. Figure 15 shows
the jitter for each access method. The jitter increases with traffic load for
all access methods, except for MLO-STR, where decreases steadily. The
reason for such a behavior in the case of MLO-STR is the high delays
some packets suffer when transmitted through the secondary link, which
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at low traffic loads significantly differ from the low delay of the packets
transmitted through the primary link. For a traffic load of 0.8, the only
point in which SLO has a higher delay than MLO-STR (see Fig. 13b),
MLO-STR still shows a jitter that is twice as high as the one for SLO.
This high variability in MLO-STR delay further showcases its limitations
in assigning packets to interfaces, and the negative effect of allocating
packets to a busy secondary link. Similar as in the delay, MLO-STR+
is able to circumvent such a situation by deferring the decision about
which link to use at the end of the backoff countdown.

Findings: MLO-STR incurs a high variability in its delay due to the
blind allocation of packets to high occupied links, having jitter an order
of magnitude higher than any other method at worst. MLO-STR+ and
MLO-NSTR keep their jitter below that of SLO, thus offering more
consistency in their operation.

VI. DELAY EXPERIMENTS WITH REAL TRAFFIC

The experiments presented so far have used over-the-air channel traces
coupled with artificial traffic generated by a Poisson Process with fixed
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Fig. 16: Delay vs. video resolution using Google Stadia traffic for (a)
symmetric and (b) asymmetric link occupancy.

packet size and variable rate.
Here, we consider actual application traffic traces in order to jointly

account for real traffic and real channels. In particular, we employ
Google Stadia [24], a latency-sensitive cloud gaming application that
streams videogames from Google’s servers directly to a user’s browser,
and use it to generate packet size and arrival times. We consider a
single gamer and collect traces corresponding to two different screen
resolutions, namely 720p and 1080p, leading to average traffic loads
of 10.4 Mbps and 22.1 Mbps, respectively. We use the same previous
experimental methodology, generating the traffic (packet arrival time and
size) according to the values extracted from the captured Google Stadia’s
traces. The main difference between Poisson traffic and Google Stadia’s
traffic is that, in the latter, packets arrive in periodic batches every
1/60 sec following the video frame rate, thus creating short congestion
periods. More details about Stadia’s traffic properties can be found in
[24]–[26] where they have been also employed to generate traffic as
done in this paper.

Figure 16a shows the delay performance for the same scenario as
in Figure 9b, i.e., the one with symmetric link occupancy of 40%. To
facilitate a comparison between Figures 16a and 9b, we note that a

147



normalized traffic load of 0.6 and 0.8 from Figure 9b is the closest
to the traffic load of Stadia’s 720p and 1080p resolutions respectively.
For video at 720p, MLO-STR achieves a staggering order-of-magnitude
reduction in the 95th percentile delay compared to SLO, keeping it well
below 10 ms. The delay with MLO-NSTR is also consistently below that
of SLO, although significantly underperforming MLO-STR. A resolution
of 1080p can only be supported through MLO, with MLO-STR still
guaranteeing a delay below 10 ms. Similar results were obtained with
Poisson traffic, confirming the ability of MLO-STR to reduce the latency
when the two links are symmetrically occupied regardless the traffic
characteristics.

Figure 16b shows the delay performance for the asymmetric scenario
considered in Figures 10b and 13b, i.e., that with primary and secondary
link occupancy of 10% and 70%, respectively. The experimental results
obtained using Stadia’s traffic at 720p exhibit similar qualitative trends as
those employing Poisson traffic. Indeed, MLO-STR increases the delay
over SLO by 85.5%, a performance degradation even worse than the
68.6% delay increase observed under Poisson traffic.

Findings: Experiments using real application traces coupled with real
channel occupancy traces confirmed our main findings originally ob-
tained under Poisson traffic, namely: (i) MLO achieves significant delay
reduction over SLO, and may enable new applications whose traffic
load cannot otherwise be delivered in a timely manner; (ii) MLO-STR
can suboptimally allocate packets to a secondary interface that is busier
than the primary, occasionally yielding even higher delays than SLO;
For MLO-STR, such an effect can be further exacerbated under the
real-world traffic considered due to batch packet arrivals; and (iii) By
deferring the decision on which interface to allocate a packet to, MLO-
STR+ yields the lowest delay in all scenarios considered.

VII. CHANNEL BONDING

In previous sections, MLO was using twice the bandwidth of SLO,
which certainly contributes to the observed gains. In this section, we
use channel bonding to equalize the amount of spectrum bandwidth
used by SLO and MLO, so as to better study the MLO performance
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gains stemming from contending over multiple narrow links vs. using a
single wide one.

Channel bonding with preamble puncturing allows the use of multiple
non contiguous 20 MHz channels. Each link uses an 80 MHz channel,
containing four 20 MHz channels. From these, one is assigned as the
primary, where backoff is performed, and all others are considered sec-
ondary. Prior to the backoff expiring, all secondary channels are checked,
and all available channels are used for transmission (e.g., if three 20
MHz channels are open, transmission happens over 60 MHz). The same
implementation of channel bonding with preamble puncturing used in
[23] is considered, supporting also allocating multiple resource units to
a single user as defined by IEEE 802.11be [7].

We employ the same channels previously used, 36 and 100, as the
primary channels of each link, and the subsequent channels as the sec-
ondary channels. For SLO, we use 40 MHz links (channels 36 and 40),
and 80 MHz (36, 40, 44, and 48) links, while for MLO, we use 20 MHz
(36 and 100) and 40 MHz (36-40 and 100-104) links, respectively. We
use the same traffic loads as in the previous sections.

A. Same bandwidth for SLO and MLO

Previously, we used two 20 MHz links for MLO, thus doubling the
bandwidth of the SLO link. In this section we study if SLO can achieve
similar gains as MLO by just doubling its channel bandwidth, and thus
both schemes use the same amount of spectrum.

We focus on the asymmetric link case only, under the same condi-
tions as in previous sections. To generate the wider links, we consider
the adjacent channels from the same dataset sample used in previous
experiments so as to keep the existing temporal correlation between
them.

Figure 17 shows the average and 95th percentile delay for an increas-
ing traffic load with different link bandwidths. As expected, using a link
bandwidth of only 20 MHz leads to the highest delays for all schemes.
Then, increasing the link bandwidth to 40 MHz leads to a delay decrease
of up to 25% in SLO, and 17.8% in MLO-STR+. Comparing SLO
performance at 40 MHz with MLO-STR+ using 2 links of 20 MHz
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Fig. 17: Latency for asymmetric links vs. variable normalized traffic
load under different channel bandwidth.

each, we can observe that MLO-STR+ continues to outperform SLO.
The same is observed for SLO 80 MHz and MLO-STR+ using 2 links
of 40 MHz each. Moreover, we can observe that in Figures 17a and
17c MLO-STR+ with 20 MHz links achieves lower delays than SLO
using a 80 MHz channel, i.e., MLO-STR+ improves SLO performance
using half of the SLO bandwidth in total when the occupancy of the
two links does not differ excessively. Otherwise, as shown in Figure
17b, this does not hold in the 10%-70% case since the secondary link
is too busy, requiring to use the same bandwidth, i.e., two links of 40
MHz each, to outperform SLO.

Finding: The use of higher bandwidth links leads to a decrease in
the delay for both SLO and MLO. However, using two links of lower
bandwidth, each with its own backoff, still leads to better results than
a single link with higher bandwidth, showing that MLO-STR+ achieves
its performance mainly due to running multiple backoff counters instead
of one.

B. Primary Channel Selection

Channel bonding performance can vary depending on the primary
channel used [23]. By allowing SLO to use wider channels than MLO
to keep the same total bandwidth, SLO has more opportunities to find
an emptier primary channel that could lead to lower delays than MLO.
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Fig. 18: Latency for occupancy of {40%, 70%} with dynamic primary
channel selection

We use the same setup as in the previous section, considering 40 and
80 MHz links, but each link is now free to select the less occupied 20
MHz channel as its primary channel in every spectrum sample.

Fig. 18 shows the delay for different channel widths when the less
occupied channel of each link is selected as primary channel. Comparing
the results with Fig. 17c, where the primary channel was fixed for each
link, we can observe a significant delay reduction. For SLO, the delay
for 40 and 80 MHz is reduced by a factor 3.8 and 6.1, respectively,
compared to the case where the primary channel is fixed. Similarly, for
MLO, for a 40 MHz link, the delay is reduced by a factor 9.5. Overall,
a significant gain in delay is observed for both SLO and MLO-STR+ in
Fig. 18 by allowing dynamic primary channel selection. It is specially
remarkable that SLO 40 MHz results in lower latency than MLO-STR
2x20 MHz. The reason is that SLO is able to leverage the existence of
channel 40, with an occupancy lower than the one of channel 36.

Findings: Channel bonding and MLO operation both require careful
selection of the channels used. A dynamic choice in the primary channel
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Fig. 19: Latency for occupancy of {40%, 70%} with dynamic primary
channel selection

shows up to 6.1× and 9.5× lower delays in SLO (80 MHz) and MLO-
STR+ (2x40 MHz) respectively. Remarkably, there are cases where SLO
can outperform MLO-STR+ when the extra available choices to set the
primary channel allow it to find a much emptier channel than the ones
used by MLO-STR+. Moreover, and focusing only on MLO, allowing to
dynamically select the best primary channel in each link multiplies the
latency improvements obtained by contending over multiple independent
links, yielding almost an order of magnitude decrease compared to a
static choice.

C. Channel bonding and MLO-NSTR

We now focus on MLO-NSTR, and study its performance using chan-
nel bonding with primary channel selection in the same conditions as
MLO-STR+ in previous section. As MLO-NSTR’s behavior is very
similar to channel bonding (both using primary and secondary hier-
archies), we would expect NSTR and SLO behavior to be similar if the
bandwidths used are equal. Figure 19 shows the MLO-NSTR delay when
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the lowest occupancy primary 20 MHz channel is selected for each link.
Much like Figure 18 for MLO-STR+, MLO-NSTR can greatly benefit
from channel bonding, with its delay being reduced by a factor of up to
5.8× when switching from 20 MHz to 40 MHz links. However, SLO
with a bandwidth of 80 MHz results in lower delays than 2 links of 40
MHz with MLO-NSTR, while MLO-STR+ still outperforms SLO. The
reason is that SLO with an 80 MHz bandwidth uses 4 channels of 40%
occupancy, while MLO-NSTR has a secondary link using channels with
70% occupancy, limiting the amount of times MLO-NSTR can transmit
simultaneously, and the total effective bandwidth used.

Findings: The use of a single backoff counter in its primary link
prevents MLO-NSTR to benefit from parallel transmissions on both
links, thus achieving a similar delay reduction as SLO in the best case.

VIII. RELATED WORK

Multiple Radios: The use of multiple radios or links has been studied
for a variety of technologies and protocols. 5G Multi-Connectivity of
a single device to multiple other technologies such as LTE and Wi-Fi
has been investigated as a way to achieve higher capacity and meet
ultra-reliability constraints [27]–[29]. In [30], the importance of link
homogeneity is studied, showing that using links that are too far apart in
terms of latency will result in no gains over single link communication.
Multi-Path TCP has also been considered as a way to enable the use
of TCP over multiple connections of Wi-Fi, 3G and LTE [31]–[34]. In
[35], a framework for Multi-Path with multi-connectivity across different
networks is presented, which also shows a decrease in bitrate when links
have differences in their latencies. In [36], a Multi-Path implementation
for QUIC is presented, also discussing the impact of heterogeneous
links, and how adding high latency secondary paths can lead to worse
performance.

The use of multiple radios focusing only on Wi-Fi deployments has
been studied as well, seeking to improve reliability [20] and reduce
latency [21] through cooperative links. Handoff delays can also be re-
duced by dedicating one radio to data exchange while another one serves
management frames [37]–[39]. Insights learned through such works have
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provided the basis for the current Wi-Fi standardization efforts to support
multiple radios and Multi-link Operation in IEEE 802.11be.

Multi-Link Operation: Multi-Link Operation —as the key feature of
IEEE 802.11be— has already received significant attention from the Wi-
Fi community. The feasibility of the Simultaneous Transmission and
Reception mode depending on the amount of cross-link interference
is studied in [14], assessing the minimum spectral distance required
between links, and showing that 100 MHz is enough to ensure proper
packet reception, validating the 200 MHz separation between channels
considered in our work. The evaluation of the impact that multi-link
transmission has on the worst case latency for real time applications
is shown in [18], showing that only using two links already leads to
an order of magnitude delay reduction in the 90th percentile delay in
some cases, which is confirmed by our results. STR delay for industrial
and latency-bound settings is also investigated in [19], showing that a
secondary link leads to halving the average delay and almost halving
the worst case delay.

Coexistence and Traffic Differentiation: The interplay between SLO
and MLO devices and its impact on latency is studied in [40] and [41].
NSTR coexistence with legacy devices is also studied in [42], [43].
The interplay between multiple STR nodes is studied in [44] Different
implementations of Multi-Link Operation are studied in [12], [13], [45],
analysing the impact that each of them has on the WLAN throughput,
the latter finding a throughput increase of 200% and 80% for STR and
NSTR over SLO, respectively, which aligns with our findings of MLO-
STR with symmetrical occupancy, and MLO-NSTR for a primary of
10% occupancy . Finally, traffic allocation policies using multiple links
are considered in [15], and an adaptation of EDCA with MLO NSTR
devices can be found in [16] and in [46]. Real time application traffic
is also discussed in [17], where different frequency resource allocation
schemes for MLO are proposed.

Performance Analysis: Most of the cited references have studied
MLO performance through simulations, although there are also some
cases in which new analytical models are derived to study MLO per-
formance. With the exception of [26] where the focus is placed on the
delay analysis under finite load conditions, all other papers [12], [13],
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[45]–[47] focus on the MLO efficiency under saturation (full-buffer)
throughput conditions.

To the best of our knowledge, this paper is the first work studying
the performance of Multi-Link Operation using real spectrum occupancy
measurements. While our results confirm the potential latency gains of
MLO seen in the state of the art, the use of real spectrum measurements
offers new and unique insights on MLO performance otherwise not
possible.

IX. CONCLUSIONS

To the best of our knowledge, this paper is the first experimental
study of throughput and latency for MLO. Using a dataset containing
real-world channel occupancy measurements in the 5 GHz spectrum,
we studied throughput and latency performance of two MLO channel
access modes, MLO-STR and MLO-NSTR. We demonstrated that MLO
can enable new latency-sensitive applications, whose traffic load cannot
otherwise be delivered in a timely manner through SLO. We showed
that when both links are similarly occupied, both MLO modes can
reduce the 95th percentile latency by nearly one order of magnitude.
In contrast, with asymmetrically occupied links, we surprisingly found
that MLO-STR, the mode with superior throughput performance, can
sometimes yield higher worst-case latency than SLO. We proposed a
deferred decision enhancement to MLO-STR that overcomes this lim-
itation. We studied performance on traffic from a real delay-sensitive
gaming application to couple real channel experiments with real appli-
cation experiments. Finally, we showed how the gains attained by MLO
can further grow when using channel bonding.

An important extension of this work would attempt at capturing the
behavior of various MLO modes analytically, rather than via simulations,
thereby allowing a more generalized comparison and wide reproducibil-
ity of the results. We refer the reader to [26] for a first attempt at the
latter, and to [44], [45] for fresh summaries of the MLO standardiza-
tion process. With Wi-Fi 7 defined and MLO up and running, beyond-
802.11be technologies are expected to operate in new frequency bands
[48] and/or augment the spatial reuse of the old ones through advanced
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AP coordination [6]. Looking ahead, any new features being introduced
in Wi-Fi 8 [49] should be conceived atop MLO, and their performance
studied when paired with the latter.
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Abstract

Will Multi-Link Operation (MLO) be able to improve the latency of
Wi-Fi networks? MLO is one of the most disruptive MAC-layer techniques
included in the IEEE 802.11be amendment. It allows a device to use
multiple radios simultaneously and in a coordinated way, providing a new
framework to improve the WLAN throughput and latency. In this paper, we
investigate the potential latency benefits of MLO by using a large dataset
containing 5 GHz spectrum occupancy measurements. Experimental re-
sults show that when the channels are symmetrically occupied, MLO can
improve latency by one order of magnitude. In contrast, in asymmetri-
cally occupied channels, MLO can sometimes be detrimental and increase
latency. This is a result of packets being assigned to an interface before
carrying out the backoff, which is more likely to be interrupted on the
busier link. We overcome this issue by allowing multiple backoffs to run
in parallel, assigning the packet to the particular interface where the backoff
expires first, which also achieves lower latency overall.
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I. INTRODUCTION

The importance of wireless connectivity in a globalized society is un-
questionable, and forced lockdowns reminded us how dependable Wi-Fi
is. We resorted to Wi-Fi to be in touch with our loved ones, to make
online purchases, and to get work done and keep the economy afloat. In a
post-pandemic world, Wi-Fi technologies will be vital for accessing fair
and remote-friendly education, medical care, and business opportunities
in the unlicensed spectrum. There will be nearly 628 million public Wi-
Fi hotspots by 2023 [1], one out of ten equipped with Wi-Fi 6 based on
the IEEE 802.11ax amendment [2].

As the popularity of Wi-Fi grows, so does the demand for augmented
data rates, higher reliability, and lower latency, driving the development
of a new Wi-Fi 7 generation based on the IEEE 802.11be Extremely
High Throughput (EHT) specification [3]–[7]. Despite its name, Wi-Fi
7 will be chasing much more than peak throughput. Indeed, the 802.11be
Task Group acknowledges the need for lower delays to enable delay-
sensitive networking use cases, including augmented and virtual real-
ity, cloud computing, and cross-factory floor communications in next-
generation enterprises [8]–[12].

In a quest for lower delays, one of the most disruptive features being
proposed for 802.11be is Multi-Link Operation (MLO) [13]–[16]. In
MLO, devices can make simultaneous use of different channels or bands,
potentially allowing delay-sensitive traffic to be transmitted through mul-
tiple links to ensure its timely reception. With its standardization pro-
cess being consolidated, and prompted by the increasing interest from
the research community [17]–[20], a fundamental question arises as to
whether and to what extent MLO can reduce Wi-Fi latency in real-world
scenarios.

In this paper, capitalizing on over-the-air measurements of spectrum
occupancy for the entire 5 GHz band recently collected [21], [22] and
freely available in open source1, we experimentally investigate the la-

1WACA dataset: https://github.com/sergiobarra/WACA WiFiAnalyzer.
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tency2 performance of 802.11be MLO. Atop these traces, which include
scenarios with high Access Point (AP) density and crowded environ-
ments and span multiple hours, we develop an emulation tool that fuses
a Wi-Fi MLO state machine with the high-resolution spectrum measure-
ments. Besides legacy Wi-Fi Single-Link Operation (SLO), we study
the two MLO channel access modes currently under consideration by
the IEEE 802.11be Task Group [3], [16]: (i) MLO-STR, where two
radio interfaces are operated independently, and (ii) MLO-NSTR, where
one interface acts as primary and the other as secondary. Our main
contributions can be summarized as follows:

• We show that when using two links with statistically symmetrical
occupancy, MLO reduces 95th percentile latency by up to an order
of magnitude with respect to SLO by availing of a second radio
interface.

• In contrast, we surprisingly discover that when using two links with
asymmetrical occupancy, MLO-STR can sometimes worsen the la-
tency performance with respect to SLO. In the worst case, we ob-
serve an increase of up to 112% in terms of 95th percentile latency.

• To overcome the aforementioned issue, we consider a minor vari-
ation of STR, denoted MLO-STR+, that allows to run in parallel
as many backoff instances as interfaces. Then, MLO-STR+ simply
allocates the first packet waiting for transmission to the interface
whose backoff expires first. This way, STR+ guarantees same delay
as or lower than SLO, with reductions of up to 70% in the best
observed case.

II. MULTI-RADIO MULTI-LINK OPERATION

IEEE 802.11be considers two main channel access methods to support
Multi-link Operation: Simultaneous Transmit and Receive (MLO-STR),
and Non-simultaneous Transmit and Receive (MLO-NSTR) [3], [16].
We introduce them in the following, from the perspective of an AP
equipped with two radio interfaces and thus able to operate on two
different channels simultaneously:

2The terms latency and delay are used interchangeably throughout the paper.
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Fig. 1: Illustration of SLO, MLO-STR, and MLO-NSTR operations.
Grey, yellow, and white bars respectively indicate occupied channels,
random backoffs, and packet transmissions. Packet transmissions include
both the data part and the corresponding ACK, as well as DIFS and SIFS
inter-frame spaces.

• MLO-STR: The two radio interfaces operate independently and
asynchronously, and a packet waiting for transmission is allocated
to a radio interface as soon as the latter becomes available. If both
radio interfaces are available, the packet is randomly allocated to
either. Once an interface is allocated a packet, it starts channel
contention by initializing a backoff instance.

• MLO-NSTR: One interface acts as primary, and the other as sec-
ondary. When there are packets waiting for transmission, the pri-
mary interface undergoes contention to access the channel through
a backoff counter. Once the backoff counter reaches zero, packets
are sent through both interfaces if the secondary one has been idle
for at least a PIFS interval. Otherwise, only the primary interface
is used to transmit.

Besides the MLO modes, IEEE 802.11be also considers the conventional
Single-link Operation, where an AP is equipped with only one radio
interface.

164



AP STA

Ch. 36

Ch. 100

BSS 

OBSS

Environment
activity

Fig. 2: Scenario considered. The WACA dataset is used to characterize
the environment activity (red) observed by the target BSS (blue) on
channels 36 and 100 in the 5 GHz band.

Figure 1 exemplifies SLO, MLO-STR, and MLO-NSTR operations.
SLO follows default Wi-Fi operations, where packets are sequentially
transmitted. In the case of MLO-STR, arriving packets are allocated to
whichever interface becomes available first. This results in a significant
delay reduction for packets #1, #2 and #4. In the case of MLO-NSTR,
the secondary channel’s dependence on the primary sometimes prevents
efficiently using the two radio interfaces. As a result, and unlike MLO-
STR, the delay for packets #1 and #4 cannot be reduced with respect
to SLO.

III. EXPERIMENTAL SETUP

In this work, we consider a target WLAN Basic Service Set (BSS)
consisting of one AP and one station (STA), both equipped with two
Wi-Fi interfaces each operating in the 5 GHz band on channels 36 and
100, respectively denoted primary and secondary. We refer to this BSS
as MLO-BSS. On these channels, the target MLO-BSS observes the en-
vironment activity, i.e., the transmissions generated by Orthogonal Basic
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Service Sets (OBSS). The MLO-BSS and OBSS under consideration are
illustrated in Figure 2 in blue and red, respectively. For this setup, we
consider the three modes of operation described in Section II, namely: (i)
SLO, where only the primary channel interface is available; (ii) MLO-
STR, where both interfaces are available and work independently; and
(iii) MLO-NSTR, where both interfaces are available but usage of the
secondary channel is conditioned on the primary also being unoccupied.
For the above scenario, we consider downlink traffic, i.e., from the AP

Name Variable Value
Legacy preamble TPHY-legacy 20 µs
HE single-user preamble TPHY-HE-SU 52 µs
OFDM symbol duration σ 16 µs
OFDM legacy symbol dur. σLegacy 4 µs
Short InterFrame Space SIFS 16 µs
DCF InterFrame Space DIFS 30 µs
Slot time T0 10 µs
Service field LSF 32 bits
MAC header LMH 272 bits
Tail bits LTB 6 bits
ACK bits LACK 112 bits
Frame size L 12000 bits

TABLE I: Notation and Wi-Fi state machine parameters.

to the STA. We assume packet arrivals to follow a Poisson process, and
transmitted packets to have a constant size of L = 12000 bits. Table I
summarizes the main parameters used in the Wi-Fi state machine.

A. WACA Dataset

In order to evaluate the latency of 802.11be MLO in a real-world setting,
we employ the WACA dataset, containing over-the-air measurements of
the 5 GHz band occupancy that we have recently collected and made
publicly available. This dataset was obtained by conducting extensive
measurement campaigns on different days and in multiple locations,
including a sold-out football stadium (F. C. Barcelona’s Camp Nou).
In this paper, we employ the football stadium measurements since they
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range from completely idle to fully occupied channels. In the dataset,
spectrum samples consist of 1 s of consecutive, 10 µs receive signal
strength indicator (RSSI) measurements. We refer the reader to [21],
[22] for further details on the dataset. Compared to [21], [22], in this
work we have implemented a new Wi-Fi state machine, capable of (i)
fully characterizing the temporal dynamics of the system under finite
traffic loads, i.e., non-full buffer conditions, and (ii) supporting multiple
Wi-Fi interfaces and packet buffers.

In what follows, we employ the FCB-WACA dataset to investigate how
different combinations of primary and secondary channel occupancies
affect the MLO-BSS performance. In particular, we assume that the
MLO-BSS perceives the same spectrum activity as the one captured in
the WACA dataset, and it contends for channel access accordingly. As
for the OBSS, we adopt the same hinder interaction model as in [22],
assuming that the OBSS sense the MLO-BSS channel access whenever
this takes place and therefore defer their transmissions.

B. Trace-based Simulations Methodology

In order to study the effect of channel occupancy on latency, we parti-
tion the available traces in our dataset for both primary and secondary
channels into different average channel occupancy regimes: {10%, 20%,
. . . , 90%}. Then, we run each simulation as follows:

1) We select the occupancy regime of interest for the primary and
secondary channels, e.g., 10% and 40%, respectively;

2) We combine uniformly at random one spectrum sample each for
the primary and secondary channels;

3) For each spectrum sample pair and given a particular traffic load
of interest, we compute the packet arrival times at the AP;

4) We execute the Wi-Fi state machine for SLO, MLO-STR, and
MLO-NSTR access policies. The same packet arrival times are
considered in all cases to allow a direct comparison.

5) We store the individual delay experienced by each packet over all
spectrum samples.
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For a fair comparison between SLO and MLO, we guarantee that all
results are obtained in non-saturation conditions and thus we discard
any simulations where less than 95% of all the transmitted packets are
received.

IV. DELAY PERFORMANCE

This section investigates the delay performance of both SLO and MLO
modes for different combinations of channel occupancies and traffic
loads.

To evaluate the gains of MLO in terms of delay, we consider the same
traffic load for both SLO and MLO modes. In addition, the primary
channel considered in the MLO mode is the same channel used in SLO.
Therefore, we could expect that adding another channel in MLO mode,
regardless of its occupancy, should yield lower delays.

A. Symmetrically Occupied Channels

Here we study the case of symmetric channel occupancies in which
both MLO interfaces have channels with similar occupancy levels. In
particular, we study the delay performance with pairs of channels in the
ranges of 10%, 40%, and 70% occupancy. In those cases, the average
full-buffer throughput under SLO is 37, 22, and 6.8 Mbps, respectively.
For these three scenarios (symmetric low, medium, and high occupancy),
we feed the Wi-Fi state machine with Poisson traffic and vary the
intensity as a fraction of this SLO average full-buffer throughput, namely
0.2, 0.4, 0.6, 0.8. Figure 3 shows the average and 95th percentile delay
for all channel access modes and the different channel occupancies.
First, we observe that when both channels have 10% occupancy (Figure
3a), the three schemes have strikingly different scaling with increasing
traffic load as MLO delay does not increase at the same rate as SLO
delay. For example, at 20% traffic load, STR and NSTR offer a modest
decrease in average delay compared to Single Link Operation of 17%
and 9% respectively. In contrast, when the traffic load is 80%, STR and
NSTR reduce the average delay by 69% and 62%. This scaling is even
more pronounced analyzing the 95th percentile of delay, in which MLO

168



0.2 0.4 0.6 0.8

Normalized traffic load

0

0.5

1

1.5

2

2.5

3

3.5

L
a

te
n

c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-NSTR

Average

(a) 10% occupancy on both
channels

0.2 0.4 0.6 0.8

Normalized traffic load

0

20

40

60

80

100

120

L
a
te

n
c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-NSTR

Average

(b) 40% occupancy on both
channels

0.2 0.4 0.6 0.8

Normalized traffic load

0

50

100

150

200

250

L
a

te
n

c
y
 (

m
s
)

95%-tile SLO

95%-tile MLO-STR

95%-tile MLO-NSTR

Average

(c) 70% occupancy on both
channels

Fig. 3: Latency for symmetrically occupied channels vs. variable nor-
malized traffic load.

achieves up to a 78% delay reduction. Thus, for both average and 95th
percentile delay, the benefits of MLO are increasingly pronounced under
higher traffic load as in this case, there are often multiple packets in the
buffer such that both interfaces can be used. Moreover, with a relatively
low channel occupancy of 10%, both channels are often available.

Next, we consider the case that both channels have symmetrical medium
(40%) occupancy (Figure 3b). Here, while SLO’s average delay in-
creases only modestly with traffic (i.e., from 2 to 18 ms), the 95th
percentile delay delay increases much more rapidly, exceeding 100 ms.
In contrast, STR can yield a staggering order of magnitude reduction in
95th percentile delay compared to SLO. The reason is that STR avails
usage of two channels and can access either or both of them. STR,
therefore, realizes delay benefits compared to SLO unless both channels
are occupied.

Unfortunately, unlike STR, the benefits of NSTR over SLO are lim-
ited and mostly confined to how the average delay scales with traffic
load. Indeed, NSTR can only gain access to the secondary channel if
the primary channel is also idle, implying that the average delay is
guaranteed to be lower than the average delay under SLO. However, the
95th percentile delays are triggered by long periods of occupancy of the
primary channel, thus making any availability of the secondary channel
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during this time irrelevant. As a result, the 95th percentile delay under
NSTR rapidly grows as the normalized traffic load increases.

Lastly, when both channels have high (70%) occupancy (Figure 3c), STR
again has the most favorable 95th percentile delay scaling with traffic
load, providing substantial reductions as compared to both SLO and
NSTR. Nonetheless, at such high channel occupancies, even STR has
difficulty finding transmission opportunities on either channel, so both
mean and 95th percentile delays are increasing. Additionally, NSTR pro-
vides negligible benefits in both average and 95th percentile delay com-
pared to SLO.

Findings: When both channel occupancies are symmetrically medium
to high load, NSTR fails to provide significant 95th percentile delay
benefits compared to SLO. The key reason is that NSTR is only able to
realize a benefit compared to SLO if both channels are simultaneously
unoccupied, an increasingly unlikely occurrence in this scenario. Fortu-
nately, STR yields significant 95th percentile latency benefits (compared
to both SLO and NSTR) even in the challenging regime of increasing
occupancies and traffic. This is because STR can utilize either available
channel, and reduce the packets waiting time even if it cannot simulta-
neously utilize both available channels.

B. Asymmetrically Occupied Channels

Here, we employ the same normalized traffic loads from the previous
section, but change the channel occupancy of our interfaces so that they
lie in different ranges. Between the two channels, we always assume
the primary to be the less occupied one. Note that the opposite case
favors both MLO modes in this comparison: SLO would always incur a
high delay, and both MLO modes would take advantage of a more idle
secondary channel.

Figure 4a depicts the case of a low (10%) primary and medium (40%)
secondary channel occupancy. As expected, NSTR offers deterministi-
cally lower delays than SLO, with the highest benefits occurring under
higher traffic loads. However, STR surprisingly incurs a higher average
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Fig. 4: Latency for non-symmetrically occupied channels vs. variable
normalized traffic load.

and 95th percentile delay than SLO for the lowest traffic load of 0.2.
Indeed, STR starts contention by initializing the backoff counter as soon
as a channel is detected to be idle. Unfortunately, such channel may
be occupied before the backoff timer expires, thus pausing the backoff
counter. If the backoff is paused too often (or for long intervals), the
packet could incur even higher delays than it would have if the other
channel—initially busy—had been selected.

In Figure 4b, this effect is exacerbated due to the even higher occupancy
of the secondary channel, as selecting an idle secondary channel incurs
the risk of the latter being occupied before the backoff counter expires.
When this occurs, the 95th percentile delay can be twice as high as
that with SLO, albeit still confined to below 10 ms. However, STR
average and 95th percentile delays grow at a lower rate than those of
SLO as the traffic load increases. Indeed, STR can still take advantage of
a secondary channel (even when highly occupied) to reduce congestion
and curb the latency when it is caused not only by the channel occupancy
patterns but also by the amount of traffic.

Finally, Figure 4c considers the more symmetrical case of primary and
secondary channel occupancy of 40% and 70%, respectively. Similar to
the prior case of Figures 3b and 3c, STR scales well with the increasing
traffic load, keeping the average delay below that of SLO and the de-
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creasing the 95th percentile by up to a half. Compared to Figure 4b, the
primary channel occupancy has grown, leading to a faster increase in
the SLO delay vs. traffic load. However, STR is capable of leveraging
both links and thus achieves lower delays.

Findings: Channel occupancy is a crucial factor to account for when
selecting a secondary channel in MLO mode. For STR, specifically,
using a secondary channel that is much busier than the primary can lead
to even higher delays than using SLO. This is owed to packets being
suboptimally assigned to an interface before carrying out the backoff,
with the latter likely to be interrupted on the busier channel. This effect is
exacerbated when the difference between channel occupancies increases.

C. MLO-STR with parallel backoffs

We have shown that MLO-STR can lead to even higher delays than
using SLO in the case of channels with different occupancies. To better
understand the design space of MLO channel access, we now define
a minor variation—denoted Opportunistic MLO-STR (MLO-STR+)—
which nonetheless allows to overcome the limitations of MLO-STR and
to evaluate the ultimate capabilities of MLO.

• MLO-STR+: When both interfaces are idle, one backoff instance
is started on each. Packet allocation is deferred until either backoff
counter expires, and the first waiting packet is allocated to the
interface whose counter expires first. This approach differs from
MLO-STR, where a packet is assigned to a channel as soon as the
latter is idle, without waiting for its backoff counter to expire.

The main advantage of MLO-STR+ lies in the fact that, if one channel
becomes occupied during the backoff, a transmission opportunity may be
found on the other, avoiding unnecessarily delaying the waiting packet.
In practice, implementing MLO-STR+ only requires a minor firmware
update on the current Wi-Fi state machine: the ability to control when
an interface can initiate, pause, and complete the backoff countdown
without actually being allocated a packet.
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Fig. 5: Latency for non-symmetrically occupied channels vs. variable
normalized traffic load. MLN-STR vs MLN-STR+.

Figure 5 shows the average and 95th percentile delay for the same cases
studied in Figure 4. We still take SLO as the baseline and compare
MLO-STR and MLO-STR+ modes. In Figure 5a, STR+ consistently
outperforms STR and SLO in both average and 95th percentile delay,
since packets are transmitted either at the same time as in SLO, or
faster via the secondary interface. In Figure 5b, when the secondary
channel has a 70% occupancy, we encounter the worst scenario for
STR. In this case, STR selects the secondary channel when it undergoes
a short idle periods. However, since the latter are typically followed
by longer intervals of occupancy, the backoff counter often remains
frozen, leading to 95th percentile delays more than twice as high as
those with SLO. This shortcoming is avoided altogether by the proposed
STR+, assigning a packet to either interface only after ensuring that the
corresponding backoff counter has expired. Finally, Figure 5c depicts the
case of 40% and 70% occupancy on the primary and secondary channels,
respectively. As the former has increased, the SLO delay grows rapidly.
STR already outperforms SLO in average and 95th percentile delay, and
STR+ slightly reduces these values further.

Findings: MLO-STR+ improves over MLO-STR by delaying the allo-
cation of the packet at the head of the queue until one of the backoff
counters expires, allowing to leverage up-to-date information on the
channel state, and thus to ultimately make better decisions.
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V. CONCLUSIONS

In this paper, we provided an experimental study of latency for IEEE
802.11be MLO. Using the WACA dataset, which contains real-world
channel occupancy measurements in the 5 GHz spectrum, we cast light
upon the latency performance of two MLO channel access modes, namely
(i) MLO-STR, where two radio interfaces are operated independently,
and (ii) MLO-NSTR, where one interface acts as primary and the other
as secondary.

We showed that when both channels are on average equally occupied,
both MLO modes can reduce the 95th percentile latency by nearly one
order of magnitude as they avail of a second radio interface. In contrast,
in asymmetrically occupied channels, we surprisingly found the use of
MLO-STR to be detrimental and cause even higher latency values than
SLO. We define MLO-STR+ to show that this issue can be overcome
by delaying the packet assignment until the expiration of the backoff,
which also achieves lower latency overall.
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Abstract

Will Wi-Fi 7, conceived to support extremely high throughput, also
deliver consistently low delay? The best hope seems to lie in allowing next-
generation devices to access multiple channels via multi-link operation
(MLO). In this paper, we aim to advance the understanding of MLO,
placing the spotlight on its packet delay performance. We show that MLO
devices can take advantage of multiple contention-free links to significantly
reduce their transmission time, but also that they can occasionally starve
one another and surprisingly incur a higher delay than that of a well
planned legacy single link operation. We examine and explain this anomaly,
also putting forth practical workarounds.

I. INTRODUCTION

Heading out of a pandemic that made connectivity truly dependable,
our appetite for data is stronger than ever. Myriad engineers behind
the development of Wi-Fi, the technology carrying two thirds of all
wireless data, relentlessly feed this hunger by crafting ever more clever
amendments, defining new Wi-Fi generations one after another. At the
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y Cajal” program.
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time of writing, Wi-Fi 6 and 6E are a commercial reality, the making
of Wi-Fi 7 is nearing completion, and the definition of Wi-Fi 8 starts
catalyzing the interest of tech giants and avid researchers alike [1]–[4].
Yet before debating or fantasizing about what Wi-Fi 8 should be, what
will Wi-Fi 7 deliver?

The IEEE 802.11be amendment, expected to be at the heart of Wi-Fi
7, will remain loyal to its legacy—and to its very name: EHT, short
for ‘Extremely High Throughput’—by augmenting data rates through
various upgrades ranging from wider bandwidths (up to 320 MHz)
to higher modulation orders (up to 4096-QAM) [5]–[7]. But besides
features boosting the nominal throughput, many experts point to multi-
link operation (MLO) as the true paradigm shift Wi-Fi 7 will bring to the
table. MLO will allow Wi-Fi devices to concurrently operate on multiple
channels through a single connection, aiming to support applications
demanding not only higher capacity but also lower delay [8]–[10].

Unlike merely multiplying the peak throughput gains provided by
scaling up bandwidth and spectral efficiency, quantifying the advantages
brought about by MLO in realistic scenarios is no straightforward en-
deavor. And while several works have recently made valuable attempts at
studying how MLO performs in terms of throughput and delay [11]–[16],
a deep and widespread understanding of the latter remains little more
than wishful thinking. Indeed, the exact benefits on a device employing
MLO for delay-sensitive applications and the effects on coexisting basic
service sets (BSSs) hinge on the specific MLO implementation, with
several being defined in 802.11be to trade off complexity and flexibil-
ity. Furthermore, as we will show in later sections, these benefits—or
the lack thereof—highly depend on the traffic load, the surrounding
environment, and the channel allocation strategy adopted.

In this paper, we shed light on the delay performance of STR EMLMR
(standing for ‘Simultaneous Transmit and Receive Enhanced Multi-link
Multi-radio’), arguably the most flexible MLO mode, under varying
traffic demand, congestion, and channel allocation strategies. We explain
and quantify its main virtues with respect to legacy single-link (SL) as
well as its caveats, also putting forth possible solutions to the latter. Our
main takeaways can be summarized as follows:
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• In scenarios devoid of contention, STR EMLMR exploits additional
available links to perform multiple transmissions in parallel, propor-
tionally reducing the channel access delay.

• In the presence of high load and contention, STR EMLMR devices
frequently access multiple links thereby blocking contending neigh-
bors, occasionally causing larger delays than those experienced with
a static SL channel assignment.

• For consistent worst-case delay reduction, STR EMLMR may require
more channels than contending BSSs and/or performing a clever chan-
nel assignment that entirely circumvents delay anomalies caused by
sporadic BSS starvation.
Compared to existing work, the novelty and contribution of the present

paper is at least threefold:
• We illustrate the intricate interactions MLO triggers between contend-

ing BSSs. We demonstrate how such interplay may turn out being
benign or unfavorable, depending on the traffic load and channel
allocation strategies.

• We identify, quantify, and explain, through novel results, the delay
anomalies that may surprisingly arise when employing STR EMLMR
in the presence of high load and contention. We also propose multiple
solutions to circumvent such anomalies and we evaluate and compare
their effectiveness.

• We provide a concise yet complete picture of the virtues and caveats
of MLO by putting our findings into an even broader context.

II. A PRIMER ON MULTI-LINK OPERATION

In addition to legacy SL (Single-link) channel access as in IEEE
802.11ax, Wi-Fi 7 will allow MLO through single association, with
channel contention and access performed independently for each link.
The 802.11be amendment defines different MLO implementation flavors,
with the main ones summarized as follows [8].

A. Multi-link Flavors
Enhanced Multi-link Single-radio (EMLSR): EMLSR enables a single-

radio multi-link device (MLD) to listen to two or more links simultane-

179



ously, e.g., by splitting its multiple antennas, performing clear channel
assessment and receiving a limited type of control frames. EMLSR
supports opportunistic spectrum access at a reduced cost, as it requires a
single fully functional 802.11be radio plus several other low-capability
radios able only to decode 802.11 control frame preambles. Upon recep-
tion of an initial control frame on one link, EMLSR MLD can switch
to the latter and operate using all antennas.

Enhanced Multi-link Multi-radio (EMLMR): For a MLD implement-
ing EMLMR, all radios are 802.11be-compliant and allow operating
on multiple links concurrently. EMLMR is further classified into two
modes:
• Non-simultaneous Transmit and Receive (NSTR) EMLMR, where no

simultaneous transmission and reception is allowed over a pair of
links in order to prevent self interference at the MLD. The latter
entails ensuring near alignment in the end time of physical layer
protocol data unit that are simultaneously transmitted, so as to avoid
that subsequent incoming responses on one link, e.g., ACKs, overlap
with the remaining transmission on another link.

• Simultaneous Transmit and Receive (STR) EMLMR, where the above
rule does not apply. In order to avoid uplink-to-downlink intra-device
interference, operating STR EMLMR requires sufficient frequency
separation between the channels used by different links and/or sophis-
ticated self-interference cancellation capabilities. For instance, STR
EMLMR with four links, each on an 80 MHz channel, could be
implemented by using two channels each in the 5 GHz and 6 GHz
bands, with a minimum channel separation of 160 MHz, and equipping
MLDs with suitable radio-frequency filters.
A remark is in order about the ‘E’ in EMLSR and EMLMR, standing

for ‘enhanced’. Indeed, non-enhanced versions of both have also been
defined [8], summarized as follows:
• MLSR, where unlike EMLSR, clear channel assessment and control

frame reception (and of course, data transmission/reception) can only
be performed on one channel at a time, thereby limiting opportunistic
link selection.

• MLMR, which compared to EMLMR only lacks extra capabilities to
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dynamically reconfigure spatial multiplexing over multiple links. This
difference is immaterial for the case studies of the present paper.
In the remainder of this article, we place the spotlight on STR EMLMR

since it is the MLO operation mode that grants the highest degree of
flexibility and requires the least amount of signaling, thus being the most
likely to be adopted in first-wave Wi-Fi 7 commercial products. Unlike
previous work devoted to the achievable throughput of STR EMLMR,
we focus on its delay performance as we deem it crucial to support ever
more proliferating real-time applications.

B. A Close-Up of STR EMLMR
As shown in Fig. 1, exemplifying STR EMLMR in action over two

links, it turns out that this mode of operation can affect the packet delay
in multiple ways, depending on the particular scenario at hand. In the
following, we provide two examples that illustrate how STR EMLMR
can respectively reduce and increase the delay with respect to legacy SL
operations. For the latter (not shown), we assume an orthogonal channel
assignment as a benchmark, with AP 1 and AP 2 operating on link 1
and link 2 only, respectively.

Delay reduction through STR EMLMR: Let us begin by focusing on
the left hand side of Fig. 1, where AP 2 is inactive and AP 1 can
take advantage of two available links by routing traffic to either as
needed. In the example, packets #1 and #2 are aggregated and promptly
transmitted over link 1. As for packet #3, which arrives during an
ongoing transmission, a new backoff is started on link 2, followed
by a transmission. Packet #3 thus enjoys a significant delay reduction
compared to a legacy SL scenario, as in the latter it would have needed
to wait for the ongoing transmissions on link 1 to be completed.

Delay anomaly in STR EMLMR: The right hand side of Fig. 1 il-
lustrates a scenario where AP 1 and AP 2, both implementing STR
EMLMR, contend for channel access. In this example, AP 1 aggregates
packets #4 and #5 upon backoff expiration and transmits them over link
1. Meanwhile, more traffic arrives, namely packets #6 and #7 at AP 1
and packets #1 and #2 and AP 2. Since link 1 is occupied by AP 1,
both AP 1 and AP 2 undergo contention for link 2, with the backoff
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Fig. 1: Illustration of STR EMLMR operations and packet interac-
tions over two links without (left) and with (right) contention. Grey,
orange, and blue slots denote occupied channels, ongoing backoffs, and
successful transmissions, respectively. Consecutive blue slots indicate
aggregated packets. For illustration purposes, all transmissions are
downlink and the corresponding ACKs are omitted. In the example,
for AP 1, packet #3 experiences a lower delay than it would under SL
operations. For AP 2 instead, packet #1 undergoes a higher delay than
it would with SL.

for AP 1 expiring first. AP 1 thus aggregates and transmits packets #6
and #7 on link 2, thereby occupying both links concurrently. It is only
after the transmission of packets #4 and #5 by AP 1 is completed that
AP 2 can eventually aggregate and transmit all its queued packets on
link 1. In the example, these packets experience a much higher delay
than they would have under legacy SL operations. Indeed, with SL and
a static channel allocation (e.g., AP 1 on link 1 and AP 2 on link 2),
AP 1 would have not been able to occupy both links simultaneously,
and therefore would have not temporarily forced AP 2 into starvation.
We identify this as an anomaly of MLO, and will devote Section IV to
its understanding.
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As it can be seen through the above two examples, STR EMLMR is
capable of taking advantage of multiple links to reduce the channel ac-
cess time with respect to SL, but also to occasionally starve neighboring
BSSs thereby increasing their delay. In the sequel, we will confirm and
quantify these two phenomena through targeted simulation campaigns.

III. STR EMLMR IN CONTENTION-FREE SCENARIOS

We begin by considering a single, isolated BSS with one MLD station
(STA) associated to an MLD access point (AP), and evaluate the delay
performance of STR EMLMR in such a contention-free scenario. With-
out loss of generality, we focus on downlink traffic and assume Poisson
arrivals with constant packet size of 12000 bits, 80 MHz channels, two
spatial streams, and a modulation and coding scheme of 256-QAM 3/4
[8]. Packet aggregation is employed with the number of aggregated
packets decided at the start of a transmission, up to a maximum of
1024. A buffer size of 4096 packets is employed, ensuring sufficient
room for the maximum allowed number of aggregated packets. For this
scenario, we study the effect of the traffic load on the packet delay under
three schemes, namely: (i) SL, as in Wi-Fi 6, (ii) STR EMLMR:2, where
the isolated AP can use two links at any time, and (iii) STR EMLMR:4,
with four links available.

Packet delay: Fig. 2 shows the delay statistics with shaded curves
ranging from 50%-tile to 99%-tile (i.e., median to 1%-worst) using SL
and STR EMLMR with two or four links. Intuitively, as more links are
available and can be accessed dynamically, a certain delay requirement
can be met for proportionally higher values of the traffic load, i.e.,
while supporting a proportionally higher throughput. For instance, given
a median delay of 1 ms, SL, STR EMLMR:2, and STR EMLMR:4
can roughly support up to half, one, and two Gbps, respectively. Sim-
ilarly, given a certain traffic load, availing of extra links decreases the
delay, albeit with diminishing returns. For instance at 0.5 Gbps, the
three schemes incur 99%-tile delays of about 1.6, 0.7, and 0.5 ms.
Nonetheless, depending on the traffic load, accessing multiple links may
be the only way to prevent the delay from growing unbounded. E.g., a
load of 1 Gbps exceeds the capacity of a single channel, thus SL incurs
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Fig. 2: Contention-free scenario: packet delay (spanning 50–99%-tile)
and number of aggregated packets (99%-tile) vs. traffic load for SL,
STR EMLMR:2, and STR EMLMR:4.

unbounded delay, whereas STR EMLMR:2 and STR EMLMR:4 keep
the delay below 1.7 and 0.7 ms, respectively, 99% of the time.

Packet aggregation: Fig. 2 also displays the 99%-tile for the corre-
sponding number of packets aggregated under each of the three schemes
(dashed lines). Even at moderate loads, owing to its inability of using
multiple links, SL experiences a higher buffer congestion and is forced
to aggregate a much larger number of packets per transmission than
STR EMLMR. The latter can instead parallelize access on multiple
links, reducing the buffer congestion and thus the number of aggregated
packets for each transmission.

Takeaway: In scenarios devoid of contention, STR EMLMR can ex-
ploits extra links—even across different frequency bands, something SL
is not capable of—to operate on a wider bandwidth, and can therefore
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(a) SL, a single 80 MHz
channel exclusively as-
signed to each BSS and
no contention.

(b) STR EMLMR:2, two
80 MHz channels per
BSS, both shared with
one more BSS.

(c) STR EMLMR:4, four
80 MHz channels per
BSS, all shared with three
more BSSs.

Fig. 3: Three modes of operation considered for a crowded scenario: (a)
SL, (b) STR EMLMR:2, and (c) STR EMLMR:4. Colors and numbers
refer to different channels, letters denote BSSs, and dashed arrows
indicate contention between BSSs.

meet a certain delay requirement while supporting higher traffic loads
(i.e., throughput) than SL.

While the above results are somewhat expected, they are in stark con-
trast to the delay anomaly experienced by MLDs in crowded scenarios,
quantified in the next section.

IV. STR EMLMR IN CROWDED SCENARIOS

We now investigate when the delay reduction provided by STR
EMLMR is maintained in the presence of contention, and when in-
stead the delay is increased due to the starvation phenomenon, i.e., the
anomaly, outlined in Section II-B. To this end, we turn our attention to
a more crowded enterprise scenario with 4 BSSs as depicted in Fig. 3.
Each BSS comprises one AP and one associated STA, all BSSs are in
the coverage range of each other, and the whole system has a limited
amount of resources, namely four orthogonal 80 MHz channels. All
other parameters are kept the same as in the previous section. For this
challenging scenario, we consider three possible modes of operation,
each making a different use of the four available channels:
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• SL, with a single channel exclusively assigned to each BSS, as illus-
trated in Fig. 3a, and no contention. Again, we take this mode as the
baseline to assess STR EMLMR.

• STR EMLMR:2, as shown in Fig. 3b, where each BSS employs two
channels and shares both with one more contending BSS.

• STR EMLMR:4, as shown in Fig. 3c, where all four BSSs employ
and contend for all four channels.

Note that the above three arrangements assume statically assigning chan-
nels to BSSs according to a specific reuse scheme, and thus embody a
hypothetical enterprise use case. In this section, we assume the same
values of total traffic load as in Section III, but this time evenly spread
among all BSSs, i.e., one quarter each. The scenarios in Section III
(Fig. 2) vs. Section IV (Fig. 4) can thus be regarded as an asymmetric
vs. symmetric distribution of the same total load between contending
BSSs.

Packet delay: Fig. 4a shows the mean, 95%-tile, and 99%-tile de-
lay using SL (Wi-Fi 6), STR EMLMR:2, and STR EMLMR:4 vs. the
total traffic load. While the median is not significantly affected by the
operation mode, the 95%- and 99%-tile delay is. For a relatively low
load of 0.1 Gbps, the 95%-tile and 99%-tile delay is decreased by adding
multiple links since there is negligible contention and STR EMLMR can
quickly find and exploit extra transmission opportunities, as previously
shown in Section III. However, once the load reaches higher values such
as 1 Gbps and above, STR EMLMR worsens the 95%- and 99%-tile
delay compared to SL, and four links incur a higher delay than two.
These results stem from the anomaly illustrated on the right hand side
of Fig. 1, and can be further explained by the interplay between multi-
link contention and packet aggregation, detailed as follows.

Multi-link contention: In Fig. 4b we dig deeper into the delay anomaly
by observing how STR EMLMR devices occupy the available links
depending on their traffic load. The bars show, through different color
opacity, the probability that an active BSS (i.e., with packets to trans-
mit) will use a certain number of links concurrently. For a high traffic
load of 2.5 Gbps, SL is limited to transmit on one link only, whereas
STR EMLMR:2 employs a second interface 26% of the time, and STR
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(a) Delay vs. traffic load for the three
difference schemes. For each color,
high/medium/low opacity respectively
denote the 50/95/99%-tile delay.

(b) Probability for an active BSS to occupy
a certain number of links concurrently vs.
traffic load for the three different schemes.

Fig. 4: Crowded enterprise scenario: (a) delay and (b) number of links
concurrently used by each active BSS vs. traffic load.

EMLMR:4 uses two or more interfaces 34% of the time. A remarkable
consequence (not shown for brevity) is that, with STR EMLMR:4, each
contending BSS finds all four links occupied simultaneously 24% of the
time. These events cause a deferral of the backoff countdown and prevent
access to any wireless channel. In other words, while SL mode allows—
or better said, forces—each BSS to operate on its own dedicated link
100% of the time (Fig. 3a), whenever STR EMLMR BSSs use multiple
links opportunistically they inevitably prevent at least another BSS from
accessing at least one of its allocated channels (Figs. 3b and 3c).

Packet aggregation: Due to a higher contention, which results in
longer backoff times, whenever a STR EMLMR device does succeed in
accessing the channel, it must occasionally aggregate a larger number
of queued packets as exemplified on the right hand side of Fig. 1. While
not shown, we observed that for a load of 2.5 Gbps, switching from SL
to STR EMLMR:4 decreases the median number of aggregated packets
from 138 to 91, but it also increases its 99%-tile value from 207 to 317.
The latter corresponds to occasional intervals of long channel occupancy
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and undesirable delay anomalies.
Takeaway: In the presence of high load and contention, STR EMLMR

devices frequently access multiple links, thereby occasionally blocking
contending neighbors for long periods of time and causing larger delays
than those experienced by legacy SL under a static orthogonal channel
allocation.

V. OVERCOMING THE DELAY ANOMALY

How to side-step the delay anomaly occasionally experienced by STR
EMLMR in crowded environments? We now explore multiple practical
options based on clever and/or extra channel assignment and compare
their performance for the same enterprise scenario introduced in Sec-
tion IV:
• EMLSR:2, detailed in Section II-A, with each MLD availing of two

channels as in Fig. 3b but only equipped with one radio and thus only
able to use one link at a time. This setup still requires a total of four
channels.

• STR EMLMR:1+1, with each MLD using two links: one on a channel
exclusively reserved (thus undergoing no contention) plus one on a
channel shared with all other BSSs. This hybrid arrangement requires
a total of five channels as opposed to the four required in Fig. 3b.

• STR EMLMR:5, with an overprovisioning of five links per MLD, each
operating on a different channel, with all channels accessible by all
four BSSs. Like the previous one, this setup requires a total of five
channels, but it additionally requires five radio interfaces per MLD.
Fig. 5 displays the delay experienced by the three above approaches

when compared to SL (Fig. 3a) and STR EMLMR:2 (Fig. 3b). We note
how forcing each MLD to transmit on one link at a time with EMLSR:2
(purple) keeps the delay below or equal to that of SL (blue) across
all values of load considered, while not increasing the total number of
channels required. At a load of 0.1 Gbps, all approaches experience
low delays, with STR EMLMR:5 (green) achieving the lowest. Indeed,
the low contention arising in this regime makes it likely for a MLD
to encounter multiple links available, and juggling up to five running
backoffs further reduces the delay. Interestingly, as the load grows to
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Fig. 5: Crowded enterprise scenario: delay vs. traffic load for difference
schemes. For each color, high/medium/low opacity respectively denotes
the 50/95/99%-tile delay.

2.5 Gbps, equipping each MLD with just two radios and operating
STR EMLMR:1+1 (light blue) outperforms STR EMLMR:5, despite
the latter employing as many as five radios per MLD. Indeed, delay
reduction is owed not only to more channels and an increased system
throughput, but also to circumventing the delay anomaly by guaranteeing
one contention-free channel per BSS.

Overall, to consistently outperform SL, STR EMLMR may thus re-
quire a total number of channels larger than the number of contend-
ing BSSs, and therefore equipping MLDs with additional radios, self-
interference cancellation capabilities, and ensuring a sufficient inter-
channel spacing. For instance, operating both in the 5 GHz and 6 GHz
bands could allow accessing five 80 MHz channels with a spacing of
160 MHz.
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Takeaway: For consistent worst-case delay reduction, one may resort
to STR EMLMR with more channels than contending BSSs and/or to
performing a clever channel assignment that entirely circumvents delay
anomalies caused by sporadic traffic starvation.

VI. CONCLUSIONS

Our study confirmed that in scenarios devoid of contention, STR
EMLMR exploits extra links to transmit opportunistically, supporting
significantly higher traffic loads (and therefore throughput) than SL
while meeting strict delay requirements. Conversely, we discovered that
in the presence of high load and contention, STR EMLMR devices
frequently access multiple links, thereby blocking contending BSSs and
occasionally causing larger delays than those experienced with a legacy
SL operation with orthogonal channel assignment.

STR vs. NSTR EMLMR: Though we focused on STR EMLMR for
brevity, NSTR EMLMR too may incur delay anomalies. Indeed, its
required alignment of simultaneous transmissions comes at the expense
of spectrum reuse efficiency, ultimately creating higher contention and
further increasing the chances that a certain BSS is prevented from
accessing any channel.

Symmetric vs. asymmetric load: While delay anomalies may arise
under high traffic load across all contending APs, their likelihood and
relevance are reduced when the traffic is unevenly distributed across
contenders. Let us take the scenario studied in Section III as an extreme
example, with all traffic handled by a single active BSS. In such cases,
STR EMLMR can efficiently map asymmetric traffic loads to all avail-
able links, drastically reducing the delay with respect to SL operations.

Single vs. multiple radios: We observed that delay anomalies can
be circumvented by employing EMLSR, which allows MLDs to op-
portunistically select a link among several but forces them to transmit
on one at a time. Though EMLSR makes for a lower complexity than
EMLMR to reduce the delay at low traffic loads, using one link at a
time prevents MLDs from achieving higher throughputs than SL. While
not shown in Fig. 2, a traffic load beyond 0.5 Gbps would eventually
exceed the channel capacity of EMLSR, just as it does with SL. In this
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regime, availing of multiple radios would be the only approach to scale
up the throughput so as to guarantee bounded delays.

Static vs. dynamic channel allocation: We compared (i) a static chan-
nel assignment approach (SL, Fig. 3a), (ii) an entirely dynamic ap-
proach (STR EMLMR, Figs. 3b and 3c), and (iii) a hybrid approach
that cleverly reserves a certain channel for each BSS while leaving
one more for contention (STR EMLMR:1+1). We found the latter to
be most effective at reducing worst-case delays, even more so than
equipping MLDs with more radio interfaces (STR EMLMR:5). Indeed,
while STR EMLMR:1+1 guarantees at least one contention-free link
for each BSS, STR EMLMR:5 merely spreads contention out over all
available links, reducing the likelihood of a delay anomaly but not
necessarily overcoming it.
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Abstract

Extended Reality (XR) has stringent throughput and delay require-
ments that are hard to meet with current wireless technologies. Missing
these requirements can lead to worsened picture quality, perceived lag
between user input and corresponding output, and even dizziness for the
end user. In this paper, we study the capability of upcoming Wi-Fi 7, and
its novel support for Multi-Link Operation (MLO), to cope with these tight
requirements. Our study is based on simulation results extracted from an
MLO-compliant simulator that realistically reproduces VR traffic. Results
show that MLO can sustain VR applications. By jointly using multiple
links with independent channel access procedures, MLO can reduce the
overall delay, which is especially useful in the uplink, as it has more
stringent requirements than the downlink, and is instrumental in delivering
the expected performance. We show that using MLO can allow more users
per network than an equivalent number of links using SLO. We also show
that while maintaining the same overall bandwidth, a higher number of
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MLO links with narrow channels leads to lower delays than a lower number
of links with wider channels.

I. INTRODUCTION

Extended Reality (XR) applications, which include Virtual Reality
(VR) and Augmented Reality (AR), are growing in popularity as they un-
lock novel use cases across many domains, such as healthcare, industry,
education and gaming. Most use cases are planned for indoor use, and
thus Wi-Fi is expected to become the main technology to support them
[1], [2], with most headsets including high-grade Wi-Fi capabilities1,
and services like Steam Link2 allowing to stream games wirelessly from
computer to headset. To deliver a good performance to the end user, XR
traffic has stringent requirements in both application-level throughput,
which can go over 100 Mbps, and delay, which needs to be well below
10 ms.

Wi-Fi struggles to provide delay guarantees: Wi-Fi’s operation at the
MAC layer is based on distributed channel access due to its operation
in the unlicensed spectrum and the inherent requirement of using Lis-
ten Before Talk (LBT). For that reason, the contention among devices
associated with the sharing of the same frequency channels has a direct
impact on the delay experienced by the users, which deteriorates as the
number of contenders increases. Further, XR applications have stricter
requirements for the uplink (UL) delay, which is harder to control by
the Access Point (AP) due to the spontaneous nature of such type of
traffic.

IEEE 802.11be (Wi-Fi 7) [3], [4] is envisioned as an enabler for low-
ering network delay with Multi-Link Operation (MLO). A key feature of
Wi-Fi 7, MLO allows a device to connect to multiple bands or channels
through a single association and to transmit packets simultaneously over
them, thus multiplying the available bandwidth by the number of radios
on a device. Medium access is also independent for each radio, leading
to more transmission opportunities and reduced contention as well [5].

1https://www.meta.com/help/quest/articles/headsets-and-accessories/oculus-link/
connect-with-air-link/

2https://store.steampowered.com/app/353380/Steam Link/
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Wi-Fi’s capability to support XR applications has been tested in [6],
comparing the performance of wired and wireless deployments, and
showing that, while Wi-Fi can achieve similar results than a wired
connection, this only happens for devices that are close to the AP and
with direct line of sight. In contrast, the tests in [6] also showed that
a poor Received Signal Strength Indicator (RSSI) leads to inconsis-
tent performance and lower frame rates. In [7], a setup with multiple
VR users over Wi-Fi was studied, showing that scheduling the uplink
transmissions (i.e., using OFDMA to improve multi-user contention)
leads to worsened performance overall than just using DCF. In [8],
user experience was studied for wired and wireless VR setups, also
highlighting that a direct line of sight is necessary to ensure comparable
Quality of Experience (QoE) between wired and wireless setups. Dif-
ferent types of XR applications were studied and classified in [9], [10],
as well as their requirements and the possibility to cover them based
on the current efforts done in 5G and Wi-Fi standardization. In [11],
a performance evaluation model was proposed for edge-assisted XR
applications, considering battery usage, end-to-end delay and handoff
delays. In [12], the authors analyzed a multi-user VR setting deployed
over Wi-Fi, and concluded that Quality of Service (QoS) enforced by the
standard Enhanced Distributed Channel Access (EDCA) is insufficient
to support the stringent delay and packet loss requirements of such a
setting. They then proposed a new architecture to improve performance
by separating the downlink and uplink using the 802.11ad/ay 60 GHz
band and the 802.11ax 5 GHz band, respectively.

In the particular case of Wi-Fi 7’s MLO, the work in [13] showed that
adding a second link to traditional Wi-Fi can lead to order of magnitude
gains in the 90th percentile delay for real-time applications. In [14], a
dataset using real-world channel occupancy traces was used to test MLO
performance, also showing a similar order of magnitude improvement
over SLO in the 95th percentile delay. The performance of Wi-Fi 7 for
AR applications was studied in [15], concluding that MLO can serve
more users than SLO with equivalent bandwidth. None of these studies,
however, have considered VR traffic characteristics and performance
requirements in detail.
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In this paper, we focus on realistic VR streaming applications, and
study Wi-Fi 7’s ability to effectively meet their stringent requirements.
Unlike prior work, we study the impact of VR traffic on Wi-Fi 7 net-
works, which we test for both Single Link Operation (SLO) and Multi-
Link Operation (MLO). Using simulation results, we showcase the rela-
tionship between different transmission parameters, namely the Modula-
tion Coding Scheme (MCS) and channel bandwidth, and provide insights
on their required configuration for achieving the desired performance for
VR applications. Our analysis also studies the effect of an increasing
number of users to better understand the limits of Wi-Fi 7 for VR traffic.
Our main contributions are as follows:

• We provide an overview of VR gaming traffic based on real traces,
and analyze the associated requirements defined by the Wi-Fi Al-
liance (WFA).

• We conduct an extensive performance evaluation based on several
simulations and discuss the feasibility of Wi-Fi 7 for supporting
VR traffic. We show that the number of VR users with MLO and
N links is higher than N independent SLO APs.

• We show that for MLO, multiple narrow links provide a better
support for VR applications than few but wider links, as the chan-
nel access delay—the most limiting factor—is significantly scaled
down.

II. VR GAMING

A. VR Streaming Setup

Streaming VR gaming applications offloads the main tasks to a server,
taking the computational load of rendering the video, audio and any
other necessary data away from the Head Mounted Display (HMD).
The rendered video and audio is then transmitted through the internet to
the HMD, which acts as a client, and reproduces the incoming video to
the user, also capturing the user inputs to send back to the server. This
approach is also known as split-rendering VR.

In our setup, the server is connected to the AP directly via a 1 Gbps
Ethernet link, and the HMD is connected to the AP wirelessly. Fig. 1

196



Fig. 1: VR streaming components.

shows the main components of VR gaming streaming in our particular
setup.

B. VR Traffic Distribution

To analyze and replicate VR traffic, we use the traces from [7], which
can be found in Zenodo as a dataset [16]. They were obtained using Air
Light VR (ALVR), which was installed in both the server and HMD.
ALVR allows the streaming of VR games over Wi-Fi, as well as gives
the user control over several stream settings, such as resolution, refresh
rate, codec used, and transport protocol (UDP or TCP). ALVR creates a
bridge between the server and the HMD, transmitting audio, video, and
tracking. Video is compressed at the server using either the H.264 or
H.265 codecs. Audio is sent raw using Pulse-Code Modulation (PCM).

Tests were performed at different resolutions and refresh rates, using
H.264 coding and UDP for the transport protocol. Wireshark was used
to capture the traffic on the server. These captures, which have been
replicated in our simulations, reflect the generation patterns for VR
gaming. The traffic patterns are fully described in Section III-A. A
comparison of the captures and our simulator output is shown in Fig. 2.

Downlink traffic: For the downlink (DL) traffic there are two types
of packets: video and audio. Video is transmitted in batches of packets
separated as a function of the frame rate. In this case, it is 90 frames per
second (FPS), which leads to an interval of 11.11 ms between batches.
At a 100 Mbps application rate, each batch contains an average of 96
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video packets of 1448 bytes. The audio is transmitted at a different rate
(25 ms) and in batches of 4 packets.

Uplink traffic: In the uplink (UL), we have information about the
tracking, pose, and stream statistics. They also follow the video frame
rate, with 3 packets of size 106 bytes per video frame, and a single
one of 212 bytes, which we believe accounts for the pose and stats,
respectively.

Fig. 2: VR traffic distribution obtained from the capture (top figure) and
the simulation (bottom figure).

C. Throughput and Delay Requirements

VR content has strict throughput and delay requirements. It requires
real-time rendering, meaning that a large amount of data needs to be
transmitted constantly and consistently, and buffering is not possible.
VR frame rates are high, ranging from 72 FPS to 120 FPS. This frame
rate sets the pace at which traffic is generated, and so the higher the
quality of the stream, the more frequent the transmissions. Video quality
is also affected by its bitrate, which can range from 40 to 200 Mbps.
The delay is particularly important as well, not only to deliver a good
video experience, but to avoid that the user suffers dizziness. Finally,
the rendered video in the downlink changes based on the inputs of the
user, which are delivered by the uplink, thus it is important to protect the
uplink so that the downlink is displaying the correct output in a timely
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TABLE I: Reliability and delay requirements defined by the Wi-Fi
Alliance for VR gaming.

Type of Traffic Stream
Required Maximum
Reliability Recommended
(Percentile) Delay (ms)

Video frames (DL)
75th 5

95th 10

99.9th 50

Pose, IMU 90th 2

Controller inputs (UL) 99.9th 10

manner. In this work, we will look at the delay thresholds set by the
Wi-Fi Alliance for VR gaming [17], which we summarize in Table I.

III. SYSTEM MODEL

A. VR Traffic Characterization
VR traffic is periodic, defined mainly by its total traffic load and the

frame rate used by the VR application. As feedback from the HMD
is continuously transmitted to the server, a constant video bitrate is
generated without exception. We match these main characteristics in
our simulation: the frame rate ϕ sets the inter-arrival time ∆ of the
video data, with downlink packet batches separated by ∆ = 1

ϕ
secs. The

video bitrate ρ sets the size of the downlink video batches (in packets
per batch), which corresponds to Nbatch = ∆ ρ

L , where L is the video
packet size.

B. Channel Access
We consider two main modes of operation (represented in Fig. 3):
• Single Link Operation (SLO): Current Wi-Fi operation, used as

our baseline. APs and STAs connect through a single link and then
perform backoff to access it. Packets are transmitted sequentially.

• Multi-Link Operation STR (MLO): MLO Simultaneous Trans-
mit and Receive (STR)3 allows APs and STAs to connect through

3For the remainder of the paper, we use MLO to refer to MLO STR operation.
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Fig. 3: Channel access modes: SLO (top) and MLO (bottom).

multiple channels at the same time. Each link uses an independent
backoff timer, thus packets can be transmitted opportunistically
through both links. Fig. 3 shows packet #2 arrives at the buffer
once packet #1 is in the middle of being transmitted through link 1.
Backoff is then performed in the second link, and the packet is
transmitted at the same time as packet 1, reducing the delay in
comparison to the sequential transmission in SLO.

C. Scenario
We consider a single Basic Service Set (BSS) Wi-Fi network. It

consists of one AP and K VR stations. The VR server has a direct
cabled connection to the AP. We consider Wi-Fi 7 modulation and
coding schemes (up to 4096-QAM), and path loss at 5 GHz band is
modeled considering the 802.11ax residential scenarios [18]. Simulation
parameters can be found in Table II.

IV. PERFORMANCE EVALUATION

A. Required MCS and Channel Bandwidth
We start our study by verifying the minimum combination of MCS

and channel bandwidth required for delivering a good experience to the
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TABLE II: Simulation parameters.

Name Value
Channel bandwidth 20, 40, 80, 160, 320 MHz
Transmission power 23 dBm

Clear channel assessment -82 dBm
Spatial streams 2

PER 10%
Max. packet aggregation 1024 A-MPDU

Buffer size 5000 packets
Iterations 100 seeds

Simulation time 10 seconds

(a) Downlink (75%-tile of 5 ms) (b) Uplink (90%-tile of 2 ms)

Fig. 4: Minimum MCS to accomplish Wi-Fi Alliance thresholds for
different channel widths.

end user according to Wi-Fi Alliance specification for XR gaming [17],
defined in Table I. To do so, we compare the ability of Wi-Fi 7 MLO
with respect to previous generation SLO only. We consider a single AP
and STA operating at different channel bandwidths, from 20 MHz to
320 MHz. For each bandwidth, different MCS values are evaluated to
find the combinations that meet a good user experience.

Fig. 4 compares the results obtained with latest Wi-Fi 7 MLO and
SLO-only devices for both downlink (Fig. 4a) and uplink (Fig. 4b).
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For SLO, the uplink is far more restrictive than the downlink and a
minimum bandwidth of 40 MHz associated to an extremely high MCS,
i.e., 4K QAM, is required. In the downlink, VR requirements can be
met even with 20 MHz and 1024-QAM with coding rate 3/4. For all
other bandwidth configurations, the UL in SLO requires much higher
MCS values than the downlink, and even with 320 MHz, the lowest
MCS cannot achieve the 2 ms requirement at 90th percentile. On the
contrary, for MLO the disparity between uplink and downlink is much
lower, generally requiring similar MCS values, which are also lower
than the ones required by SLO.

Takeaway: The UL requirements are harder to meet than the DL
despite having a much lower traffic load. MLO offers a clear advantage
over SLO even in situations where the total used bandwidth is compara-
ble with SLO (e.g., SLO using 160 MHz and MLO using two links of 80
MHz), as MLO implicitly relieves the UL/DL self-contention by taking
advantage of transmitting over multiple links. In addition, by demanding
lower MCS with the same total bandwidth, MLO provides a better
flexibility with respect to SLO for VR streaming in more challenging
propagation conditions, such as being far away from the AP or not in
direct line of sight.

B. Increasing Number of VR Users with MLO

We now study the capacity of MLO to serve a certain number of VR
streams and compare it to legacy SLO. We set a single AP transmitting
multiple VR streams of 100 Mbps and 90 FPS to end users. All STAs
have the same MCS of 1024-QAM 5/6 over 80 MHz channels.

Fig. 5a shows the 75th, 95th and 99.9th percentiles of the packet
delay suffered by DL traffic, for both SLO and MLO, and for an in-
creasing number of VR streams. The dashed lines highlight the DL delay
thresholds for each percentile (as defined in Table I). We can observe
that SLO’s delay increases much faster than MLO’s, allowing three
streams before exceeding the 75th percentile threshold of 5 ms (black
dashed line). MLO comfortably allows up to six streams, and offers
delay improvements at lower loads (e.g., for three streams, SLO has a
99.9% delay of 7.3 ms, while MLO has a delay of 6 ms for six streams).
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(a) Downlink packet delay

(b) Uplink packet delay

Fig. 5: Packet delay as number of users increases. The straight lines
indicate the respective Wi-Fi Alliance requirements for DL and UL.

Generally, the number of extra streams that can be added with MLO is
directly proportional to the extra number of links enabled. However, in
all cases, MLO guarantees a lower delay in both DL and UL compared
to SLO while supporting twice the number of VR streams, showing that
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the opportunistic nature of MLO offers a slight improvement to network
delay.

Similar to the DL, Fig. 5b shows the 90th and 99.9th percentiles for
the packet delay at the UL. It can be observed that for SLO, the UL
does not allow more than two users, exceeding the 2 ms threshold for
the third user, once again showing that the UL limits SLO connections.
In contrast, MLO can sustain six users, the same number as in the
downlink. Additionally, the 99.9th percentile delay for six MLO users
is 4.6 ms, which is lower than the 4.7 ms achieved by SLO with two
users. This indicates that even if we had two SLO networks to match the
bandwidth, SLO would only support four VR users, while MLO allows
for an extra 50%.

Takeaway: The MLO advantage over SLO is a consequence of the
increase in the number of independent channel access instances over the
available links, rather than the increased bandwidth, allowing MLO to
sustain more VR users than SLO deployments in non-overlapping bands
using the same total bandwidth.

C. Configuring MLO for VR applications

We now attempt to further increase the number of VR users in the
network by reducing contention, distributing the same bandwidth over a
different number of links, thus increasing the opportunities for streams
to be transmitted in parallel. MLO configurations of two, four and eight
links of 80 MHz, 40 MHz and 20 MHz are used respectively, maintaining
overall bandwidth used, but spreading it over an increasing number of
links.

Fig. 6a shows the downlink packet delay for all configurations. We
can observe that adding more links, even if each has lower bandwidth,
can increase the number of VR users supported. With two links we get
to serve up to six users, with four links we can serve up to nine users,
and eight links allow supporting up to thirteen users. Note that if we
focus on the cases where all configurations meet the requirements, for
up to three users, two links of 80 MHz result in lower delays overall.
Then from four to eight users, four links of 40 MHz is the best option.
Beyond nine users, it is better to use eight links.
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(a) Downlink

(b) Uplink

Fig. 6: Packet delay for different configurations of links and bandwidth.

Fig. 6b shows the uplink packet delay for all three configurations, in
which we can observe that increasing the number of links improves the
delay for all cases. These results show there is a clear trade-off between
the bandwidth used per channel and the links-per-user ratio. When we
have few users but many links, as the downlink arrives in batches, most
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links end up being idle while a subset are used for transmitting all the
data. In these cases, a higher bandwidth allows for higher data capacity
and lower transmission times. Once the number of users increases, we
have a higher chance of transmitting simultaneously on all the links,
and having fewer links results in increased waiting times in the queue.
If we have four users and two links, we can only support up to two users
simultaneously. Once there are packets from more users than links, some
packets must wait for the ongoing transmission to finish before being
transmitted, thus leading to increased delay.

The uplink behaves differently due to two reasons: the first is the lower
traffic load required per STA, and the second is the timing between
packets. As uplink packets do not arrive in batches, the buffer does
not fill as quickly as the downlink, resulting in minimal aggregation.
Transmissions are always short, thus not benefiting from higher capacity,
and having more links allows all packets to be sent as soon as possible.

Takeaway: There is a trade-off in the DL between channel access
opportunities and transmission time (more independent links vs. more
bandwidth per link). This is also affected by the number of VR users in
the network. Under the assumption of using the same total bandwidth,
the number of configured links should be large enough to guarantee that
the delay-sensitive UL transmissions are not blocked by channel access
contentions and, at the same time, maintain a sufficient bandwidth to
support the high DL throughput demand of VR applications.

V. CONCLUSIONS

In this paper, we modeled real VR traffic traces to test Wi-Fi MLO
capabilities to support the stringent requirements of VR traffic in terms
of MCS-bandwidth pairs and number of links. We showed that MLO
can support VR applications with lower bandwidth and lower MCS than
SLO, providing more robustness over a wider range of propagation con-
ditions. We also showed that MLO offers lower delays due to increasing
the number of independent channel access instances and that using an
equivalent number of links, MLO allows an extra 50% of users per
network over SLO. In order to accommodate a higher number of VR
users, a proper configuration of links and channel bandwidth is required.
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Spreading the same bandwidth over more links can allow for more users
to contend in the network without exceeding delay requirements, but for
a lower user count, having an excess of links may not result in any gains.

In future work, we intend to further dive into ways to utilize MLO to
further increase delay gains, as well as study coexistence between MLO
and SLO devices. Wi-Fi 8 [2] will also bring even further improvements
that could be used to drive this type of content, such as Multi-AP
coordination, allowing to reduce contention between VR users associated
to different APs.
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