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Abstract

This thesis is devoted to the study of robustness against large-scale failures
in communications networks. Society has come to rely on communications
networks for business and leisure and there is high expectation on their
availability and performance. Communications networks (or a part thereof)
can experience failures, for example due to cables cuts or node breakdowns,
but such isolated failures usually go unnoticed by users thanks to effective
recovery mechanisms put in place to conveniently mask the failures by
applying the required corrective measures. Nevertheless, such mechanisms
are not effective when large-scale multiple failures arise, that is, when a
significant portion of the network fails simultaneously.

Large-scale failures usually have serious consequences in terms of the
economic loss they cause and the disruption they bring upon thousands or
even millions of users. A key requirement towards devising mechanisms to
lessen their impact is the ability to evaluate the robustness of the network,
that is, be able to assess the performance degradation that should be expected
as a consequence of the failure.

In this thesis, our focus is on multilayer networks featuring separated
control and data planes, as in GMPLS. Thus, the unit of service is a con-
nection (for example, a lightpath in an optical network). Unfortunately, the
majority of the existing measures of robustness are unable to capture the
true service degradation in such a setting, because they essentially rely on
purely topological features.

One of the major contributions of this thesis is a new measure of robust-
ness, whose distinguishing feature is that it performs functional assessment
to overcome the aforementioned limitation of the existing measures. The
failure dynamics is modeled from the perspective of epidemic spreading, for
which a new epidemic model is proposed. This model also takes into account
that each GMPLS node, due to the separation of planes, is subjected to a
multi-state failure that affects its own functionality and that of the whole
network.

Finally, another contribution is a taxonomy of multiple, large-scale fail-
ures, adapted to the needs and usage of the field of networking, which results
from the comprehensive literature review carried out as part of this research.
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Resumen

La presente tesis está dedicada al estudio de robustez contra fallos a gran
escala (o masivos) en redes de comunicaciones. La sociedad actual tiene una
gran dependencia de estas redes, tanto para llevar a cabo diversas actividades
económicas como para el ocio, y los usuarios tienen altas expectativas respecto
a su disponibilidad y desempeño. Las redes de comunicaciones experimentan
fallos, por ejemplo debido a cortes de cables o a la avería de algún nodo. Sin
embargo, tales fallos aislados a menudo pasan inadvertidos para los usuarios
gracias a que incorporan efectivos mecanismos de recuperación, diseñados
para ocultar convenientemente los fallos aplicando las medidas correctivas
requeridas. En cualquier caso, tales mecanismos no son efectivos cuando
surgen fallos masivos y múltiples, es decir, cuando una parte significativa de
la red falla simultáneamente.

Los fallos masivos suelen tener serias consecuencias en términos de las
pérdidas económicas que acarrean y los trastornos que causan a miles e
incluso millones de usuarios. Un requisito esencial para avanzar hacia el
diseño de mecanismos que permitan amortiguar los efectos negativos, es
la capacidad de evaluar la robustez de la red, es decir, poder valorar la
degradación de desempeño que cabe esperar a consecuencia del fallo.

En esta tesis nos enfocamos básicamente en redes con arquitectura multi-
nivel que poseen un plano de control y un plano de datos separados, como
ocurre en GMPLS. Por lo tanto, la unidad del servicio es una conexión (por
ejemplo, un lightpath en una red óptica). Desafortunadamente, la mayoría de
las medidas de robustez existentes no son capaces de capturar la verdadera
dimensión de la degradación del servicio en un entorno como estos, ya que
dependen esencialmente de propiedades puramente topológicas.

Una de las principales contribuciones de esta tesis es una nueva medida de
robustez, cuya característica distintiva es que realiza una valoración funcional
para superar las limitaciones observadas en las medidas de robustez existentes.
La dinámica de los fallos es modelada desde la perspectiva de la propagación
de epidemias, para lo cual un nuevo modelo epidémico es propuesto. Este
modelo considera además que cada nodo GMPLS, a consecuencia de la
separación de planos, está sujeto a un régimen de fallos multi-estado que
afecta a su propia funcionalidad pero también a la de toda la red.

Finalmente, otra contribución es una taxonomía de fallos masivos, adap-
tada a las necesidades y usos del campo de las redes de comunicaciones,
resultado de una revisión exhaustiva de la literatura respectiva, realizada
como parte del presente trabajo de investigación.
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1
Introduction

The purpose of this chapter is to present the motivation for our research
work, identify the main objectives and provide an overview of the structure
the document.

1.1 Motivation
Communications networks have become an essential piece of infrastructure
for society. They facilitate and promote the exchange of ideas, goods and
services, make people’s daily life easier and, in general, act as an enabling
technology so that human societies can develop and prosper further. Around
the world and without pause, networks carry all kinds of traffic, from cellular
phone conversations and credit card transactions, to multimedia content
shared either for business or leisure.

For networks to be effective and serve whenever they are called upon, they
must be reliable. In fact, one obvious user expectation is that data arrives
intact at its destination, no matter how far that is, or which combination
of communications media and technologies are used along the path. As any
engineering system, however, a network (or a part thereof) can fail for a
number of reasons, for example because of faulty hardware, software bugs,
breakage of physical medium (e.g., fiber cables), and even because of power
outages. These are all examples of failures that affect specific and, generally,
separated networks elements. It is customary to assume that such failures
are independent events, and empirical evidence exists that very rarely do
several such events overlap in time on one network, so that the resulting
setting is commonly referred to as a single failure scenario.

A large number of techniques exist for dealing with failures, collectively
known as network recovery techniques. The fundamental idea underlying
recovery is that of redundancy, whereby network elements deemed to be
unreliable are backed up with one or more spare resources that come into

1



CHAPTER 1. INTRODUCTION

play upon a failure. Almost all of the recovery techniques focus on single
failures and seek to offer a specific trade-off between resilience guarantee and
resource consumption. The recovery techniques are indisputably mature and
their efficacy is proven. It is reported in the literature that while failures
occur regularly, even daily, in the network of a typical telecommunications
operator, they go largely unnoticed by users.

More recently, a different class of failures has been attracting attention,
namely, the class of large-scale failures. The distinguishing trait here is that
a significant portion of the network fails simultaneously, often due to a single
cause, such as natural disaster or an intentional attack. From the point of
view of the traditional recovery techniques, a large-scale failure is difficult to
handle due to the fact that the redundancy-based approach that is effective
for single-failures is no longer suitable: the cost of implementing massive
redundancy for rarely occurring events is simply prohibitive.

Although large-scale failures may be relatively rare, they usually have
serious consequences in terms of the economic loss they cause and the
disruption they bring upon thousands or even millions of users. Therefore,
it is vitally important to have methods and tools that can be used in the
design and operation of the communications infrastructure so that essential
services can be preserved as much as possible when large-scale failures occur.
In this context, a key requirement is the ability to evaluate the robustness
of the network, that is, be able to assess the performance degradation that
should be expected as a consequence of the failure.

Multiple failures have long been studied from the topological perspective,
for example by measuring the variation in connectivity when nodes are
removed from the network. In recent years, research in the area known
as “Network Science” has focused on studying the characteristics, evolution
and behavior of complex systems, among them the Internet. Although such
studies provide valuable knowledge that can be used to better understand
large-scale failures, they tend to equate failure to node (or link) removal and
rely on graph connectivity as the main measure of robustness.

This thesis is primarily concerned with path-oriented transport networks,
that is, the core infrastructure of a telecommunications operator designed to
carry large volumes of aggregated traffic organized in individualized channels
called “connections”. The concepts and methods developed here can be
applied in any path-oriented network environment, but we choose to focus
on GMPLS-controlled optical networks. Note that these types of networks
present the following peculiarities with respect to failures:

• The architecture is usually multilayer, combining two or more transmis-
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1.2. OBJECTIVES

sion technologies. Thus, nodes are complex units consisting of several
hardware and software components, providing well-defined independent
functions.

Therefore, node state is not necessarily binary (is working/has failed),
meaning that one node-level functionality might be disabled, due to a
component failure, while others might not.

• Nodes and links are not equal in the role they play as communication
intermediaries. For example, depending on topological structure as
well as routing policy, link capacities, demand types and other factors,
one node might concentrate a sizeable fraction of the total traffic, while
an adjacent node is only lightly utilized.

Thus, the failure of one element may lead to substantial changes in
traffic flow and service quality, whereas the impact of losing some other
node might be less dramatic.

Assessing the vulnerability to failures for these types networks solely
through structural measures, e.g., size of the largest component, can be
misleading. Consider, for example, the case in which a well connected node
of a large network fails. The residual topology remains fully connected,
therefore, from the structural point of view, the network suffered a small
change. But from the functional point of view the situation might be
quite different if several new connections have to be rejected because some
required quality parameter or constraint cannot be satisfied any more. This
can happen for example if there is a maximum admissible hop count per
connection and new paths are significantly longer due to the absence of the
failed node. Obviously, a structural robustness measure cannot take into
account partial node failures either.

1.2 Objectives

The objective of this thesis is to study the vulnerability of communications
networks to large-scale failures, and develop methods to measure and compare
their functional robustness.

Our focus is on transport networks and we assume that they are operated
through a control plane that is separate from the data plane, as in GMPLS.
Therefore, partial as well as complete node failures should be taken into
account.

3



CHAPTER 1. INTRODUCTION

1.3 Outline of the Thesis
This document is organized into 6 chapters, including this one, and addition-
ally the bibliography and appendixes at the end.

In Chapter 2, we present a review of fundamental resilience-related
concepts and background information on the technologies and protocols found
in transport networks, among them an overview of GMPLS. The chapter also
includes a taxonomy of network failures, both single and multiple failures,
and an overview of the basic recovery techniques employed in GMPLS-based
networks.

Chapter 3 is devoted to network models and measures of robustness. It
begins with an introduction to basic definitions of graph theory commonly
used in networking, then it describes the graph properties used for categoriz-
ing networks (network models), and finally gives a summary of the measures
of robustness found in the literature.

In Chapter 4, we summarize the benefits and limitations of redundancy-
based network recovery and then numerically evaluate topological damage
through a number of well-known metrics. Then, we perform a numeric
evaluation of functional damage in a multiple link failure scenario and
propose heuristic-based strategies to increase functional robustness in that
context.

Chapter 5 deals with propagating multiple node failures. It includes
a description of our epidemic-based multiple failure propagation model
called “SID” and presents an application of that model to the evaluation of
availability on ring topologies. Finally, it defines a new robustness metric
for path-oriented networks and demonstrates the use of the new metric to
compare several topologies from the point of view of functional robustness.

In Chapter 6, we summarize the results of our work and then outline
some ideas that may be worth exploring for future research.

There are two appendices: Appendix A contains the author’s list of
publications and Appendix B gives detailed information about the topologies
used in this dissertation.
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2
Background on Resilience and GMPLS

Networks

This chapter starts with a review of fundamental resilience-related concepts
from the perspective of their applicability to communication networks. Then,
an overview of the technologies and protocols usually deployed in transport
networks is presented, together with a brief introduction to GMPLS. Finally,
we give a taxonomy of failures and summarize the approaches to recovery
usually applied in GMPLS-based networks.

2.1 Fundamental Concepts of Resilience

The terminology concerning resilient networks is still evolving. It is common
to find that two different terms are used to describe a single property or
concept, or one term referring to partially overlapped or even different
concepts. Furthermore, terms such as reliability, availability, dependability,
and survivability are also used in other fields. To avoid confusion, we start this
section by defining them from the perspective of communications networks.

2.1.1 Faults, Errors and Failures

A failure is an event that occurs when the delivered service deviates from
correct service, that is, when the system does not perform its intended
function, or does it without the required quality. It is a manifestation of
an error observable from outside of a system [67]. A service fails either
because it does not comply with the functional specification, or because
the specification did not adequately describe the system function. A failure
is a transition from correct service to incorrect service, and the period of
delivery of incorrect service is a called service outage, while the transition
from incorrect service to correct service is called service restoration.
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Determining the exact cause of a failure in a system can sometimes be
difficult, impractical or even impossible, due to the fact that it is usually a
complex set of interacting components, where these in turn can be complete
systems. The structure as a whole implements the required functions, main-
tains a set of internal and external states, and exposes a certain behavior,
which, from the point of view of its user, constitute the service [7].

An error is a system state that is liable to lead to failure. It is the
manifestation of a fault within a system. Since a service is a sequence of the
system’s external states, a service failure means that at least one external
state of the system deviates from the correct service state [67],[7].

A fault is the cause of an error, determined or hypothesized. Faults can
be internal or external to a system, and may have a multitude of physical and
human causes, and be of various types. Many errors do not affect the system’s
external state, that is, do not develop into a failure, because the system
can have mechanisms to detect and isolate the fault and thus neutralize its
consequences, ability known as fault tolerance. Examples of fault tolerant
techniques employed to overcome transient errors in communication are FEC
(forward error correcting codes) and CRC (cyclic redundancy check), as well
as retransmission. However, fault tolerance is of little use to cope with faults
made at the design or specification stages, and the only practical alternative
in such cases is fault prevention, that is, aim at avoiding faults. Fig. 2.1
illustrates these two complementary approaches. It also highlights the need
for recovery planning when errors finally provoke a failure.

The failure of a component causes a permanent or transient fault in
the system that contains it, which in turn provokes a fault in one or more
system(s) for which service is provided, hence giving birth to a failure
propagation. This propagation and its effect on service delivery of a simple
two-component system is illustrated in Fig. 2.2.

A system operating in degraded mode offers a subset of its services after
a failure. The specification may identify several modes, for example slow
service, limited service, emergency service, and so on. As only a subset of its
functionality, or only its performance is suffering, it is said that the system
has suffered a partial failure.

2.1.2 The concept of Resilience

In the context of communication networks, resilience is defined as the ca-
pability of a network to operate and maintain an acceptable level of service
in the presence of adverse conditions [129], whose cause can be varied, as
discussed in Section 2.4. Underlying this concept is the requirement that,
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when challenges arise, the service provided by the network must remain
accessible, even if that means operating in a degraded mode, and that the
network must start recovery actions to put it out of degraded mode rapidly
and automatically [146].

Resilience is a desirable system capability not only in networking but
in the majority of engineering fields. Given its broad definition and scope
of application, different approaches have been developed over time, target-
ing specific challenges and problem domains, and giving rise to sometimes
overlapping or diverging nomenclatures. In the networking literature it is
common to find terms such as survivability, reliability, fault tolerance, ro-
bustness, and dependability. There have been efforts to produce a unified,
integrating framework, but reaching a consensus is difficult given that these
concepts have their own history and are well entrenched in their respective
fields, where often they are viewed as end objectives themselves rather than
attributes of some other concept [4].

The conceptual framework presented in [129] divides the all-encompassing
abstract idea of resilience into two categories of disciplines (see Fig. 2.3).
Included in the first category, called “challenge tolerance disciplines”, are
those that deal with the design and operation of systems capable of providing
service continuity when faced with challenges. In the second category,
“trustworthiness”, are those that define measurable properties of resilient
systems, such as reliability and availability. We can relate the first group of
disciplines to design objectives, and the second to the assessment of their
performance from different perspectives.

2.1.3 Fault Tolerance and Survivability

Fault tolerance and Survivability are two concepts widely used in the net-
working literature. According to the taxonomy proposed by [129], fault
tolerance is part of the broader design objective of survivability.

Fault Tolerance

Fault tolerance is defined as the ability of a system to tolerate faults such that
they do not provoke a service failure. Traditionally, the design technique used
to implement fault tolerance is redundancy, whereby systems components
deemed to be unreliable are backed up with one or more spare components
that come into operation should the main component fails. The basic idea
is to increase system reliability out of relatively less reliable parts. The
component can be a physical element (a circuitry, a fiber link, a complete

8



2.1. FUNDAMENTAL CONCEPTS OF RESILIENCE

Many  /  Targeted failures

Fault Tolerance (few and random)

Su
rv

iv
ab

ili
ty

Tr
af

fi
c 

To
le

ra
n

ce
Legitimate, flash crowd

D
is

ru
p

ti
o

n
 

To
le

ra
n

ce

Attack, DDoS

Delay

Environmental

Connectivity 

Mobility 

Energy

D
ep

en
d

ab
ili

ty

C
H

A
LL

EN
G

E 
TO

LE
R

A
N

C
E

Authenticity 

Reliability 

Maintainability 

Safety 

Availability 

Integrity 

Authorizability

Se
cu

ri
ty

 

Non-repudiability

Confidentiality 

QoS measures

Auditability 

Pe
rf

o
rm

ab
ili

ty

TR
U

ST
W

O
R

TH
IN

ES
S

Figure 2.3: Categories of resilience disciplines [129]

node, etc.) or a logical one, such as a software module or a path.
Fault tolerance usually requires fault detection mechanisms, as well as the

ability to reconfigure the system dynamically. To that end, the system must
also incorporate the ability to perform fault localization, fault notification,
fault containment and fault recovery [4].

Survivability

Survivability has been defined in several ways over time; a good summary
can be found in [78]. In a recent proposal, it is defined as the capability of a
system to fulfill its mission, in a timely manner, in the presence of threats
such as attacks or large-scale natural disasters [129]. The primary design
goal is the fulfillment of the mission, which implies performing only essential
services (degraded mode operation) instead of attempting full service recovery
after or during a failure. Thus, survivability applies to the entire system that
offers well specified services, not to particular components of the system [4].

The given definition pays especial attention to multiple failures, and is
what leads their proponents to consider survivability as a superset of fault
tolerance.

On the other hand, the term network survivability is defined in [96] as
“the set of capabilities that allows a network to restore affected traffic in the
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event of a failure. The degree of survivability is determined by the network’s
capability to survive single and multiple failures.” Note that this definition
ignores the possibility that traffic can be restored selectively.

In essence, survivability, as a design objective, offers a trade-off between
functionality and resource consumption. For example, if a large network is
required to be highly available, and there exists the risk of it being the target
of a coordinated attack, the resources required to implement redundancy
to shield the services from the effects of such attack would be prohibitive
due to the fact that large parts of the system might have to be duplicated
in full. This trade-off means that, at design time, a decision must be made
about which classes of faults are considered unrecoverable and which ones
should be coped with. The consequence is that cost can be reduced but the
potential for failure increases. If the rate of failure is below what is deemed
acceptable, and if alternate service is provisioned for all the failure scenarios,
then the network would be survivable under the given conditions [78].

2.1.4 Basic Assessment of Resilience

In this subsection, the most common measures of resilience employed in
the networking literature are defined, namely reliability and availability.
Additionally, the key concept of robustness, used throughout the thesis, is
presented.

Reliability

The International Telecommunications Union (ITU-T) recommendation
E.800 defines reliability as the “ability of an item to perform a required
function under given conditions for a given time interval.” [72]. The term
“item” refers to any element of interest in the system, be it simple or com-
pound. As a measurable attribute of resilience, reliability R(t) is a function of
time that calculates the probability R(τ) of uninterrupted service from t = 0
to t = τ . In practice, the computation depends on several aspects which are
specific to the item under consideration, such as the probability distribution
to characterize system failure (e.g., exponential, normal, Weibull) and the
reliability analysis technique to be employed (e.g., reliability block diagrams,
fault trees, Markov models) [4].

In any case, in the networking literature, the term “reliability” is often
used, despite its formal definition, with slightly different meanings by different
authors, usually to convey the idea that some quantitative attribute is above
or below a given threshold. Additional usage of the term can be found in
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Section 3.4.3 concerning the measurement of network connectivity.

Availability

Another concept closely related to reliability is availability, defined as the
“ability of an item to be in a state to perform a required function at a
given instant of time or at any instant of time within a given time interval,
assuming that the external resources, if required, are provided.” [72].

Availability considers two equally valid ways for an item to be in the
working state: either it has been working without any failure since it began
operating, or it has failed once or several times but has been repaired each
time. Thus, it reflects a statistical equilibrium between failure processes
and repair processes in maintained repairable systems. The question that
availability strives to answer is: given the frequency of failures and the rate
at which repairs are conducted, what is the average fraction of time that one
will find the system in the operating state? [40].

To numerically assess availability, the most common equation is

A = MTBF −MTTR

MTBF
, (2.1)

where MTBF and MTTR are the mean time between failures and the mean
time to repair, respectively, which are usually provided by system vendors or
obtained through observation over long periods of time [124].

Some authors propose an integrative concept called dependability that
encompasses reliability and availability, together with other attributes not
described here such as maintainability, safety, confidentiality and integrity
[4],[129]. As a qualitative property, dependability defines the ability to deliver
service that can justifiably be trusted, whereas from a quantitative point of
view, it is the ability to avoid service failures that are more frequent and
severe than is acceptable to its users [7]. Dependability is seldom found in
the networking literature.

Robustness

According to Sterbenz et al. [129], robustness is neither a design objective nor
a measure of trustworthiness, but an indicator of the behavior or performance
of a system subjected to specific challenges. Therefore, it can be used to
characterize the reaction to faults and failures of a given system (e.g., a
whole network, a connection, a link). It must be noted, though, that in
the literature it is also used as synonym for resilience or survivability, or to
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indicate that a system is able to withstand a challenge without breaking
down, as in a robust topology that can experience a certain number of
random link removals and even then keep connectivity.

2.2 Overview of Transport Network Technologies

The demand for capacity, especially at the core of the network, has been
growing tremendously. Optical network technologies has proven instrumental
in coping with that demand, especially with the advent of Wavelength
Division Multiplexing (WDM).

Fiber optic cable as a practical transmission medium was introduced
in telecommunications in the early 1980s. In the beginning, the prevailing
layer-1 technology developed to build fiber-optic based networks was SONET
(Synchronous Optical Network). ITU sponsored a derivative called SDH Syn-
chronous Digital Hierarchy. As they are closely related, they are sometimes
referred to as SONET/SDH, but for simplicity we will use just “SDH” from
now on.

SDH is a circuit-oriented, voice-optimized technology that was developed
to supersede PDH (Plesiochronous Digital Hierarchy). It is a TDM (Time
Division Multiplexing) system and its introduction represented a major revo-
lution in the early 1990s because the previous generation was rather lacking
in what is called Operation, Administration, Maintenance and Provisioning
(OAM&P). SDH incorporated extensive OAM&P capabilities that allowed
carriers to offset the cost of building a new backbone network with the sub-
stantial cost reduction offered by OAM&P, which represents their primary
expense.

SDH networks can be configured in point-to-point, ring or mesh topologies,
although most of them are configured as rings. SDH possesses a very rich set
of OAM&P capabilities, and provide protection and restoration capabilities.
The most common use of SDH nowadays is as a building-block (transport
substrate) for other technologies. For example, it used to be common to
transport ATM traffic over SDH, and the same happened when the TCP/IP
protocol family and the Internet became widely deployed.

In the first stages of the development of optical transport technologies,
one optical fiber cable provided exactly one data channel, but this changed
with the advent of Wavelength Division Multiplexing.
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2.2.1 Wavelength Division Multiplexing

WDM is a technology that enables the transmission of more than one optical
signal by a single fiber at the same time. Its principle is essentially the
same as frequency-division multiplexing (FDM), that is, several signals are
transmitted using different carriers, each occupying non-overlapping parts
of a frequency spectrum [30]. That possibility was foreseen very early in
the development of optical communications, but it was only realizable with
later advances in the technology of optical materials and components, such
as erbium-doped fiber amplifiers (EDFAs), and photodetectors.

WDM was initially deployed as point-to-point systems to mitigate the
problem of capacity exhaustion. Traditionally, increasing capacity needed the
deployment of additional fibre and replacement of installed equipment with
new higher-rate TDM systems. WDM opened the possibility that optical
links could have their capacity multiplied manifold, without the need to
lay new fibers. Of course, the equipment at the nodes connected to those
fibers would need to be replaced, but that would cost less than installing
new fibers.

With the current technology, several hundred optical channels — or
lambdas, as they are also called — can be multiplexed into a single fiber,
each one operating at 40 gigabits per second or more [128]. Notable features
of WDM include the ability to amplify all the wavelengths at once without
first converting them to electrical signals, and the ability to carry signals of
different speeds and types simultaneously and transparently over the fiber.
Naturally, WDM can be used to transport SDH traffic, which helps preserve
investment in equipment.

2.2.2 WDM Networks

WDM networks are constructed by linking together optical cross-connect
(OXC) nodes following a certain topology of choice. The purpose of an OXC
is to switch an optical data stream from an input port to an output port
[119]. OXCs usually encompass wavelength multiplexers and demultiplexers,
a switching engine, and wavelength converters. A schematic representation of
an OXC is given in Fig. 2.4. The demultiplexer is responsible for decomposing
an optical signal into its constituents wavelength channels. Once separated,
they are sent to a bank of optical switches so that an appropriate output
port for each signal is selected. Before being injected into the outgoing fibers
for transmission, signals are multiplexed again. An OXC may utilize optical-
electrical conversion at the input port, and electrical-optical conversion at
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Figure 2.4: A schematic representation of an 3x3 optical cross-connect (OXC)[121]

the output port, a process called optical- electrical-optical conversion, or
OEO, or it may be all-optical [30],[119].

A specific type of OXC usually found in optical networks is called optical
Add-Drop Multiplexer (OADM). An OADM device is capable of filtering
an incoming wavelength at an intermediate node along a path, removing it
from the incoming signal and directing it to a drop port. Conversely, it can
add one or more new wavelength channels to an existing WDM signal. An
OADM device can either add/drop fixed wavelength(s) or dynamically select
its target wavelength(s), in which case it is called reconfigurable OADM
(ROADM) [52],[139].

All in all, what a WDM network offers to a client (any other network that
uses it to transport traffic) is a logical connection between two designated
source and destination points, realized by an end-to-end optical path, a
lightpath. Lightpaths may traverse a number of fiber links in the optical
network, ideally without being subjected to any OEO conversion. Given that
a lightpath behaves as a clear channel between the source and destination,
in theory there is nothing in the signal path to limit the throughput of the
fibers [121]. If no wavelength converters are used, a lightpath is associated
with the same wavelength on each hop. This is the so-called wavelength
continuity constraint. By using wavelength converters, traffic that arrives on
a certain wavelength might leave on a different one if the frequency used by
the input wavelength is in use in the output link selected.

The procedure of setting up a lightpath between any source-destination
pair involves choosing an appropriate route and assigning the required wave-
length(s) on the route selected. This problem is referred to as the Routing-
and-Wavelength Assignment (RWA), whose computational complexity is very
high when the continuity constraint is present [31]. Wavelength conversion, in
its most general form, removes the wavelength continuity constraint, making
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Figure 2.5: Example of a logical topology defined over a physical network

it possible to establish a lightpath as long as each link along the path from
source to destination has a free wavelength and at the same time reducing
the RWA problem to the classical routing problem [121].

Lightpaths can be established statically, before the network operation
begins, or dynamically, on demand. In either case it gives greater flexibility
to the network design, operation and maintenance. In fact, lightpaths make
it possible to abstract away from the physical topology, as it allows for the
definition of multiple and even concurrent logical topologies over a single
physical network. Fig. 2.1 shows an example where a logical ring topology is
defined over a physical mesh network.

Several factors contributed to the broad adoption that the WDM tech-
nologies have today. With them came greater flexibility to the optical core
networks, greatly increased network capacity without requiring new fibers,
and reduction of OAM&P costs. Moreover, its adoption can be considered as
low-risk because it can be carried out in stages thanks to WDM’s capability
to interoperate with technologies of the previous generation such as SDH
and ATM.

2.3 GMPLS-based Networks

Taking into account that transmission technologies evolve continually and
that networks grow over time (in coverage, services, clients, etc.), it is not
unexpected that their operation require combining several technologies at
once. One popular organization is that of layering [67]. Layering is an
approach that, in a sense, reduces complexity, but performing the OAM&P
functions in such networks is complex, as each layer or technology comes
with custom OAM&P mechanisms adapted to its purpose, and are rarely
fully interoperable with the others.

Two efforts to provide a way to seamlessly operate layered optical
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networks are Automatically Switched Optical Networks (ASON) [74] and
Generalized Multiprotocol Label Switching (GMPLS). At their conception,
ASON and GMPLS pursued different paths. Whereas ASON focused on
the functional definition of transport networks, so that their protocol inde-
pendence can be guaranteed, GMPLS followed a more practical approach,
defining protocols and interoperation guidelines. However, nowadays there is
a concerted effort to bring together both initiatives.

GMPLS provides a unified conceptual framework for signaling, routing
and link management in different types of transports networks [95]. It is an
extension and generalization of MPLS, hence its name. Multiprotocol Label
Switching (MPLS) introduced to the IP protocol suite the ability to forward
packets along semi-permanent, previously-provisioned paths, called Label
Switched Paths (LSP). GMPLS extends the label switching architecture of
MPLS to other types of non-packet based networks, so that it supports the
following types of switching: packet switching (IP, ATM, and Frame Relay),
wavelength switching in a wavelength-routed network, port or fiber switching
in a wavelength-routed network, and time slot switching for a SONET/SDH
cross-connect [121]. Its proposed features sparked great interest both in
academia and in the industry, who quickly took advantage of the concepts to
improve network management and advance the convergence of their transport
networks.

Even tough technologies such as GMPLS can facilitate the operation of
multilayer networks, there are several drawbacks, among them the capacity
overhead introduced by the layering itself, that is, by the successive encapsu-
lation of protocol data units, as in IP over ATM over SDH. Thus, a long-term
objective discussed both in academia and the telecommunications industry
is to progressively reduce the number of layers, with the desired final state
being an IP-over-WDM network, as depicted in Fig. 2.6.

In this dissertation, GMPLS takes a paradigmatic role, so that networks
whose operations follow the models advocated by GMPLS are considered
fundamentally similar, in particular regarding the use of precomputed paths
as a way to organize traffic flow. Below, we use this feature to characterize
connection-oriented networks and then we present a summary of the main
features of GMPLS.

2.3.1 Connection-oriented versus Connectionless Networks

Communications networks may be broadly divided in two groups based on
their approach to routing, namely connection-oriented and connectionless
networks [133]. In connection-oriented networks, before any user data can
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Figure 2.6: The temporal evolution of multilayer networks. The expected final
stage is a two-layer GMPLS-controlled IP-over-WDM network [8]

be moved from source to destination, a virtual circuit is established between
them. The virtual circuit is realized as one or more paths through the
network and the data traffic between the two parties flows through them
exclusively. This circuit is referred to as connection and explains the term
connection-oriented (or its equivalent path-oriented). On the other hand, in
connectionless networks, there are no virtual circuits, and the data stream
is divided into smaller units called packets, which are routed through the
network independently towards the destination, so that one packet could end
up using a different path from its predecessor in the data stream.

Each approach has its advantages and disadvantages, and the election
of one over the other has important consequences on network design and
operation. For example, in connectionless networks it is difficult to provide
guarantees about the performance of a given data flow when failures arise.
In fact, in pure IP, which is the paradigmatic protocol suite of connectionless
networks, routing is based on the best-effort principle, meaning that all the
traffic receives services without any guarantee, and resources (for example,
capacity) are not tied to specific data flows. In contrast, in connection-
oriented networks, resources may be allocated, exclusively or otherwise,
during path establishment so as to meet requirements on bit rate, resilience
and other quality parameters.

In core networks, where traffic volume is huge and violations of service
guarantees may bring on costly financial penalties, the preference has been
to use the connection-oriented approach.
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Figure 2.7: Example of an MPLS domain

2.3.2 Routing and Forwarding in GMPLS

A fundamental concept in G/MPLS (by G/MPLS we mean both bare MPLS
and GMPLS) is that of label, an entity essential for forwarding. In MPLS, a
label is a fixed-size numeric value, whereas in GMPLS, by necessity, it is a
more abstract identifier, including lambdas and time slots. The “routers” in
a GMPLS-based network forward data based solely on labels, so much so
that any layer-3 identifiers (such as IP addresses) that may exist inside the
protocol data units are completely disregarded. Note that MPLS forwarding
nodes are usually called “switches” instead of “routers”.

A network that consists entirely of MPLS-capable switches and adminis-
tered by a single entity is called an MPLS domain. Inside such a domain,
two types of forwarders are distinguished (see Fig. 2.7): Label Switch Router
(LSR) and Label Switch Edge Router (LER). LERs are located at the edges,
where traffic enters or exits the domain. The ingress LER has the responsi-
bility of triggering the process to setting up and tearing down LSPs, thus
they are responsible for coordinating the path selection process (i.e., routing).
As they interface at the IP level with other equipment outside the MPLS
domain, they must also be regular IP routers. On the contrary, LSRs need
only support MPLS, although they can also include IP routing functionality.

It is the responsibility of the ingress LER to put a header containing the
label before the received protocol data unit (PDU). The assembled PDU is
then forwarded to the next LSR along the LSP inside the MPLS domain.
When the PDU is about to leave the MPLS domain, the egress LER removes
the MPLS header and forwards the data to the outside router.

The label together with the port on which the data was received determine
the output port and the new outgoing label. Fig. 2.8 shows an example of
the table that every LSR has to keep for each LSP that passes through it.
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Figure 2.8: Example of the forwarding table of an MPLS switch[139]

Labels have only local meaning, that is, a label number 50 could appear
many times in the MPLS domain, or even in a single LSR. However, the
tuple (port in, label in) is unique in an LSR. The switching mechanism is
called label swapping because the LSR reads the header of the incoming PDU,
uses (port-in, label-in) as key in its lookup table and substitutes the current
values of port-in and label-in with port-out and label-out from the table.

LSPs can be nested [18], which gives rise to a hierarchy of LSPs. This
feature is useful to overcome the natural limitations of certain transmission
mediums, such as the number of wavelengths in a WDM system. LSP hi-
erarchy helps in dealing with the discrete nature of optical bandwidth [8],
as available capacity can be locally allocated independently from the capac-
ity handled natively by the transmission technology. Another aggregation
technique available in GMPLS is link bundling, whereby the attributes and
resources of several parallel links of similar characteristics are aggregated,
creating a new (virtual) link which can be managed as any other physical
link. In doing so, the size of the link state database can be reduced by a
large factor [8].

LSPs are set-up through a combination of extensions to existing IP link-
state routing protocols (e.g., OSPF and IS-IS) with signaling protocols such
as Resource Reservation Protocol (RSVP) and Label Distribution Protocol
(LDP). Entities in the network use the information obtained through the
routing protocols to compute paths subject to specific resource or policy con-
straints, a procedure known as constrained routing. Examples of constraints
are hop count, delay, path diversity and capacity.
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2.3.3 GMPLS-specific Features

To meet the layer integration expectations, GMPLS addresses certain limita-
tions found in MPLS. One is the already mentioned generalization of label,
because GMPLS must be able to handle transmission technologies that do
not use any explicit, value based, identification, as assumed by MPLS.

Thus, GMPLS adapts and extends MPLS in several ways [18]. One
feature that has profound consequences on network design and operation
is the formal separation of control and data planes, a feature particularly
important to support technologies where control traffic cannot be sent in-
band with the data traffic. This is in contrast to traditional IP and MPLS,
where routing (and eventually signaling) messages are transported by IP
datagrams together with data information.

Another salient feature is the support for multiple types of switching. The
addition of new switching types has impact on basic LSP properties, how
labels are requested and communicated, the directionality of LSPs (they are
now bidirectional), how errors are propagated, and the information used for
synchronizing the ingress and egress. Furthermore, links conforming an LSP
can use different label encodings depending on the underlying switching type,
such as a time slot, or a wavelength. They only need to match at both ends
of the virtual path.

In GMPLS, LSPs can be bidirectional. This helps in reducing the possi-
bility of resource contention when allocating reciprocal LSPs via separate
signaling sessions, in simplifying certain failure restoration procedures, and
in lowering the LSP set-up latency and the number of messages required.

Other new features are:
• Addition of the so-called Forward Adjacencies, a mechanism that

may improve bandwidth utilization when bandwidth allocation can be
performed only in discrete units, as well as a mechanism to aggregate
forwarding state, thus allowing the number of required labels to be
reduced;

• An upstream node can suggest a label when establishing LSPs. This
may help in reducing the time to set-up an LSP through certain kinds
of optical equipment where there may be a long delay in configuring
the switching fabric.

• On path selection, a switch can restrict the range of usable labels.
This feature is targeted at the optical domain, where in some cases
wavelengths used by the path must be restricted either to a small subset
of possible wavelengths, or to one specific wavelength.
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• Support for requesting the use of a specific label on a specific interface.

• Allows for the inclusion of technology-specific parameters in signaling
when using RSVP.

2.3.4 The GMPLS Functional Planes

From a functional point of view, GMPLS proposes organizing the network
into three planes [75], as follows:
• Data plane, responsible for carrying user data between end nodes by
employing the resources of the physical infrastructure (nodes, links,
lambdas, regenerators, etc.)

• Control plane, tasked with facilitating the allocation and deallocation
of the data plane resources assigned to connections along their paths.

• Management plane, responsible for the supervision of the whole
system, including the other planes.

It is interesting to note that the emphasis of GMPLS is on the control
plane. Nonetheless, the separation of planes is fundamentally functional and
conceptual, not necessarily a physical separation. Its protocol’s data units
can be sent in-band or out-of-band, and it may be implemented in terms
of channels that, albeit belonging to the data plane infrastructure, do not
participate in data forwarding. Theoretically, it can also be implemented
through a completely separate network. Nevertheless, the control plane
continues being IP-based in the sense that the protocols used to fulfill its
mission run atop the IP protocol, such as the Open Shortest Path First with
Traffic Engineering Extensions (OSPF-TE) [81], or the Intermediate System
to Intermediate System with Engineering Extensions (IS-IS-TE) [80].

OSPF-TE and IS-IS-TE are used to advertise the network status and allow
the control plane to set up, delete, restore and maintain LSPs. The signaling
protocol has also been further extended to support LSPs protection and
restoration. For link management, GMPLS introduced the Link Management
Protocol (LMP) [57]. LMP runs between adjacent nodes and is used for both
link provisioning and fault isolation.

Given that the control plane is critical for the correct operation of the
GMPLS network, much effort has been devoted to increasing its resilience.
This can be tackled from the perspective of the procedures and protocols
required for successful recovery in the control plane [75]. Alternatively, it
can be viewed as a design problem, where the control plane is an separate
network, as in [122].
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2.4 Network Failure and Recovery
This section presents a taxonomy of failures in communications networks and
summarizes the approaches to recovery usually applied in GMPLS. With
regards to failures, the terminology is that of Section 2.1 Thus, we treat nodes
and links as decomposable systems, that is, each instance comprises a set of
interacting components. Nodes are composed of several hardware subsystems
or modules which vary depending on their purpose, the technology they must
support, their role (e.g., core switching versus traffic aggregator at the edge
of the network), etc. Typical examples of hardware modules are line-cards,
interface ports, and switching fabric. Additionally, they run software used
for the operation, monitoring and control of its resources.

As for links, their physical nature and structure are determined by
the communication medium employed (i.e., a tangible link does not exist
in wireless communication). In optical networks, a link is basically com-
posed of a fiber optic cable and zero or more ancillary devices such as
repeaters, amplifiers and regenerators. Due to the multiplexing techniques
used in optical networks, a single fiber optic cable is composed of several
transmission subunits, each one called channel, and the transceivers and
multiplexer/demultiplexers needed at both ends are also considered link
components [120].

2.4.1 Types of Physical Failures

From the point of view of what physical element can fail, failures in an optical
network can be classified as follows:

1. Link failure
A link failure occurs when at least one of its constituents fail leading to
a complete interruption in the data flow, or to an unacceptable degra-
dation in the communication quality. Cable cut is its most common
manifestation, caused by digging, construction work, and other human
interventions. Additionally, fires, earthquakes, floods and even rodents
also cause link failures.
Cable cuts dominate all other sources of externally-imposed network
failures because the deployed mileage is so great that cable-cutting
events occur virtually every few days in large networks [97]. To mitigate
the failure, traffic must be diverted to alternate links or nodes.

2. Channel failure
A channel failure occurs when one or more wavelengths on a fiber in a
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WDM network become unavailable due to the failure of specific laser(s).
To resolve such a situation, from a hardware point of view, traffic can
be switched to a backup laser emitting in the same wavelength, or
employ a tunable laser as replacement [128].

3. Node (hardware) failure
Node failures occur when it can no longer perform as expected due to
malfunctions of its components, or it is completely taken down (due to
power outage, or accidental human (operator) error for example). They
are far less common than link failures [128], in part due to the fact that
they are usually deployed in controlled environments (i.e., they are less
exposed to external agents) as well as to the built-in redundancy of
its components. Nonetheless, human (operator) error can trigger node
failure (accidental power-down, for example) When a node fails, all of
its links can also be considered to fail simultaneously.

4. Node (software) failure
The software that allocate resources, implements routing algorithms
or otherwise controls the hardware can have bugs or be attacked by
virus, which can cause the node to stop fulfilling its functions. It
can be argued that such failures are no more than node (hardware)
failures due to the fact that the software runs on nodes. However, some
peculiarities warrant its assignment it to a specific category.

Firstly, a software failure does not provoke the automatic and simul-
taneous failure of the links of the affected node; some of them might
fail, in the sense that they might be rendered useless somehow, while
others do not. Secondly, a software error that manifests itself in one
node can lead to faulty behavior in other nodes, thus extending the
malfunction through the network. Lastly, a node with failing software
can continue providing services which were correctly configured before
the failure, leading to partial failure, i.e., a state in which the node
becomes uncontrollable but partially functional.

2.4.2 A Failure Taxonomy

Faults, errors and failures can be classified in several ways, taking into
account their time of occurrence, their duration, their extent and severity,
etc. A broad categorization applicable to several engineering fields can be
found in [7], where 16 elementary classes are given for faults alone. On the
other hand, [4] focuses on computer networks and offers a framework that
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Figure 2.9: A taxonomy of failures in data networks

integrates the major reliability-related concepts and disciplines. It proposes
taxonomies that complement and specialize the ones given in [7].

As shown in Fig. 2.9, we classify failures according to several criteria,
which have been selected based on both their pertinence to networking and
relevance to the objectives of this thesis. But for the sake of simplicity and
coherence with the existing literature, we call them all failures and do not
emphasize the difference between faults and failures. Thus, we refer to a
“transient link failure” for example, although it is clear that a link failure
is an event that can be handled by fault management procedures when the
network is viewed as a single system.

The categorization is as follows:

1. Phenomenological cause

(a) Natural, in other words, without human intervention, for example
a wildfire or earthquake;

(b) Human-made, for example erroneous configuration of routing
tables, and unplugging of equipment at the wrong moment.

2. Phase of creation
The stage of the system life at which the failure occurs.

(a) Development: mistakes made during network planning/design, or
during upgrades later on;
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(b) Operational, encountered during network operation.

3. Intent

(a) Deliberate: a malicious human act with the aim of harming the
system. If this happens during operation, it is usually categorized
as an attack. An attack can act upon physical elements (e.g., a
deliberate fiber cut), or make use of software (virus, worms, trap
doors, etc.).

(b) Non-deliberate: introduced accidentally or without awareness.
Includes those caused by incompetence as well as omissions (not
acting when an action is expected).

4. Temporal persistence

(a) Permanent, when no recovery is possible.
(b) Transient, when the item is returned to an operational state after

a certain time, following an automated or human intervention.

Permanent failures can appear, for example, in satellite communication,
but that is outside the scope of this thesis. In terrestrial communication,
we assume that all failures are transient due to the fact that failed
equipment can be replaced, broken links can be repaired, etc.

5. Severity
The severity can be evaluated in terms of the relation between the
benefit provided by the fully functional service and the consequences
of the failure. In this context, benefit can be economic or otherwise.

(a) Minor : few elements are affected or the harmful consequences are
of similar cost as the benefit provided by correct service delivery;

(b) Catastrophic: the cost of the failure is orders of magnitude higher
than the benefit provided by correct service delivery.

6. Multiplicity

(a) Single failure, which happens when exactly one network element
fails at a given time or at most one element is failed.

(b) Multiple failure: several concurrent, overlapping or sequential
single failures are active (e.g., in non-repaired state) in the system.
Although two or three concurrent failures constitute multiple
failures, they are usually treated in the literature as special cases
with their own name: dual failures, and triple failures.
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7. Independency

(a) Correlated, if several failures (i.e., a multiple failure event) can
be related to a single cause. For example, an earthquake can take
out of service several nodes and links of a large area (that is, a
geographically correlated failure). Likewise, several fiber cables
that potentially belong to separate networks can be cut by a single
digging

(b) Non-correlated, if the failures in a multiple failure event can be
attributed to distinct causes.

2.4.3 Large-scale Failures

A large-scale failure is a special case of multiple failure in which a significant
proportion of network elements are affected by failures which are all related
to a single cause, for example an earthquake or an intentional attack [16].
Thus, referring to the taxonomy of Section 2.4.2, it is a multiple, correlated
failure.

The impact of large-scale failures can be catastrophic. In 2006 there
was a major earthquake in the Taiwan area. Several submarine cables were
broken, and the communication infrastructure of countries in the region
suffered either complete interruption or serious disruption for several days
[77]. Although backup resources (multiple fiber cores installed together) were
in place, and automatic restoration procedures were activated, the former
proved useless as the earthquake affected them as well, and the latter caused
even more trouble due to limitations of the management system to fully
handle the multilayer network, which ultimately forced human intervention
to complete the repairing. Additionally, Hurricane Katrina in 2005 caused
damage to telecommunication networks worth several billion dollars and
the ensuing outage lasted for days in some areas [54],[111]. Likewise, the
cuts (apparently unintentional) experimented by submarine cables in the
Mediterranean See in January 2008 resulted in more than 20 million Internet
users of a dozen countries being affected [20].

Another example, this one not related to natural disasters, is the polit-
ically motivated attack on web sites of the government and of businesses
of Estonia in 2007, which crippled the country’s network for days [86]. In
another recent incident, a highly sophisticated malicious software known as
the Stuxnet Worm was reported to interfere with computers used to control
industrial processes worldwide and especially in Iran [56]. In this case the
target was not a communication infrastructure, but it is nonetheless an
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example of attacks that are tuned to specific environments and that are able
to effectively cause damage in a preselected region.

2.4.4 Categorizing Multiple Failures

Multiple failures present some unique characteristics with respect to propa-
gation, element targeting and integrity scope, which are discussed below.

1. Element selection

1. Targeted: the attacker uses knowledge about the network to select
those elements whose failure would cause the greatest damage, that is,
the attacker has a strategy. Although natural disasters usually “select”
elements of a given geographical area, it is not appropriate to label
them as targeted since intention is absent.

2. Random: elements are hit with equal probability.

Note that under single failures it is also possible to distinguish between
targeted and random attacks, but the severity would be serious only if the
network exhibits a structure particularly susceptible to certain failures, for
example a star or a bus topology.

2. Propagation

1. Static: the set of the elements whose failure are attributable to a
specific cause does not vary with time, except that its cardinality may
temporarily decrease due to repairs or replacements. In other words,
the failure does not propagate.

2. Dynamic: the failure progresses over time, so that the set of affected
elements is different from one instant to the next, varying in size or
membership.
Two broad subcategories can be defined for propagating failures in
communication networks:

(a) Epidemic-like: Caused mainly by computer viruses and worms,
although erroneous implementation of protocols and other software
bugs could potentially provoke them too. Its unique characteristic
is that the agent provoking the failure in a given node replicates
itself and spreads autonomously through the network.
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Due to the strong analogy between computer viruses and infectious
diseases, epidemiological models have been widely used in their
study, considering a variety of network structures and propagation
environments. For example, [152] and [36] study the spreading
and prevalence of viruses on the Internet, while [32],[33] and [29]
consider the problem of determining thresholds for the occurrence
of endemic infections.

(b) Cascading: Cascading or induced failures are those in which two
or more elements are failed, but all of them were driven to that
state by the failure of a single element [147].
The subtle difference between epidemic-like failures and cascading
failures is that in the former, the failure-inducing agent inter-
venes repeatedly on different elements, whereas in the latter the
combination of the network’s structural properties (e.g., nodal
degree distribution) and dynamics (e.g., traffic flow) play a role
in inducing the emergence of more failures, even to a complete
collapse. This type of failure has happened several times on power
grid networks; a summary of blackouts in the North American
region and their catastrophic consequences can be found in [69].
It has also been noted on real and model communication networks
[102]. Modeling cascading failures has been extensively studied; a
comprehensive survey on the subject can be found in [21].

3. Scope

This category focuses on the integrity of two types of systems: a) the whole
network; b) individual connections. It is loosely based on the categorization
of dual-link failures given in [91].

1. System Partitioning: after the failures, the network is disconnected (or
“partitioned”), i.e., there is at least one pair of nodes for which it is not
possible to find a path that connects them.
Disconnection can directly follow from the removal of failed elements,
or be the consequence of potential capacity scarcity due to flow reassign-
ments after the failures, or, in more general terms, to the unavailability
of some required resource (minimum path length, wavelength continuity,
etc.).

2. Path failure. When the system under consideration is not the whole
network but individual services (i.e., connections), it is possible that a
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multiple failure event affects simultaneously all the paths assigned to a
given connection. Suppose a connection has two node-disjoint paths,
where one is the primary path and other the backup. If the multiple
failure event hits both paths, the service fails as no sane alternate path
is left.

Given that this situation is specific for each connection (whether it is
affected or not), it is quite possible that the network remains connected
and only a subset of connections are affected.

2.4.5 Recovery in GMPLS-based Networks

Recovery is the term used to denote the sequence of actions after the detection
of a fault or failure in a network so as to maintain the required performance
level for existing services (e.g., according to service level agreements) and to
facilitate the normalization of the network [83]. Many recovery techniques
have been proposed and several of them have gained wide acceptance in
the industry. A summary of those more relevant to next-generation optical
networks can be found in [63] and [65].

Recovery typically involves the activation of a procedure to switch traffic
off a working path (or working LSP) and to a recovery path (also called
backup path) when a failure is detected on the former. Both the working
path and the backup path share the same properties: an ingress interface,
and egress interface, and a set of intermediate nodes and links. The difference
is in how and when one or the other is used: The working path carries traffic
under normal operation, while the backup path does so when the working
path fails, although it can also carry extra traffic under normal operation.
In any case, extra traffic can be preempted when failures occur, thus they
are not protected.

2.4.6 Recovery Phases

In GMPLS, “recovery” is an umbrella term that includes several techniques
and mechanisms which differ in several ways, but broadly speaking, they
all follow a series of steps when an LSP, a link or a node fails. Each step is
called a phase and their purposes are summarized below (more details can
be found in [96],[115],[9]):

• Phase 1. Failure detection
Failure detection is the action of detecting a defect or sensing an
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unacceptable performance degradation, followed by the activation of
signals that the control plane interprets as an intervention request.
This phase is handled at the layer closest to the failure; for optical
networks this is the physical (optical) layer. Among the indicators of
a fault condition in an optical network are the loss of light, optically
measured bit error rate (BER), dispersion, crosstalk, and attenuation.
This is the only recovery phase that the control plane cannot achieve
by itself.

• Phase 2. Failure localization
Failure localization provides information about the localization and the
identity of the failed item, so that the control plane can evaluate the
impact in terms of affected LSP(s) and trigger the necessary recovery
actions. It can be performed either by the data plane or the control
plane (e.g., by using LMP).

• Phase 3. Failure notification
This phase is used for two purposes: a) to inform intermediate nodes
that a failure has been detected; and b) to inform that the service is
not available and that recovery procedures should be initiated. Such
information is intended for nodes designated to trigger recovery, located
at the LSP end-point or at some other intermediate node, depending
on the planned recovery scheme.

• Phase 4. Failure mitigation
Sometimes also called recovery or redirection [37], the purpose of
this phase is to provide the alternate service that the network has
committed to under the corresponding failure scenario. That could
mean, for example, rerouting the the affected traffic flows so that in the
future they will pass over parts of the network that remain unaffected.
The specific steps performed as well as the guarantee of success are
highly dependent on the approach taken to reserve the resources for
recovery, namely protection or restoration. These are described in more
detail in Section 2.4.7 below.

• Phase 5. Normalization
Typically, backup paths are longer than working paths, thus they use
more resources (capacity, wavelength, memory for state, etc). Normal-
ization, also called reversion, is an optional phase which consists in
switching traffic from the recovery path back to the working path once
the failed element is repaired.
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The first three phases (detection, localization, and notification) are
referred to as fault management.

2.4.7 Protection and Restoration

There are basically two types of recovery, the difference being mainly the
approach towards resource reservation, namely Protection and Restoration.
If resources destined for recovery are allocated before the fault, for example
at the time a particular connection is established, then the approach is called
“protection”. On the contrary, if resources are sought later on when the
recovery procedure is in effect, the approach is called “restoration”. Within
these two groups, further variations exists based on scope, capacity usage,
path setup methods, and so on.

Recovery can be applied to LSPs, segments (a subsequence of links on
a path), or links. If LSP protection is used, one or more backup paths are
fully established to protect one or more working paths, implying that route
computation was completed, the paths were fully signaled all the way, and
that resources were allocated and cross-connected between the ingress and
egress nodes. In essence, protection means that no signaling takes place to
establish the backup path(s) when a failure occurs because it had already
been done at setup.

Restoration means that some paths may be pre-computed, signaled,
and selected a priori as backup, but not cross-connected. The complete
establishment of the backup path occurs only after the working path fails,
and requires additional signaling.

The advantage of protection over restoration is its fast recovery time and,
in some of its variants, the guarantee that backup resources will be available
when needed. On the other hand, restoration techniques can be more flexible
with respect to which failure scenarios can be handled and at the same time
its capacity requirements can be lower compared to protection [142].

Given the diversity of transmission technologies, topologies, and protec-
tion strategies that GMPLS is called to support, a large number of recovery
mechanisms have been proposed. Taxonomies and further references can be
found for example in [24],[65],[37].

Types of Path Protection

Within the scope of protection, there are some types of recovery that are
worth mentioning here, namely dedicated and shared path protection. Their
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importance lies in the fact they are present in the all the major transport
technologies.

As previously discussed, one drawback of protection compared to restora-
tion is that it uses more capacity. One way to reduce this potentially wasteful
consumption of resources is to break the one-to-one association between work-
ing path and backup path. This basic idea gives rise to the following usual
combinations:

1. 1+1 Type: Dedicated Protection, or DPP: One dedicated protection
path protects exactly one working path, and the normal traffic is
permanently duplicated at the ingress node on both the working and
protection path. Both paths are link/node disjoint. The receiving end
chooses which one is better. No extra traffic can be carried over the
protection path.

2. 0:1 Type: Unprotected: No specific recovery path protects the working
path. However, the working path can potentially be restored through
any alternate available route/link, with or without any pre-computed
restoration route. No resources are pre-established for this recovery
type.

3. 1:1 Type: Dedicated Recovery with Extra Traffic: One specific recovery
path protects exactly one specific working path, but the normal traffic
is transmitted over only one LSP (working or backup) at a time. Both
paths are link/node disjoint. Extra traffic can be transported using
the recovery path resources.

4. 1:N Type: Shared Recovery with Extra Traffic: A specific recovery path
is dedicated to the protection of up to N working paths (with N > 1).
The set of working paths is explicitly identified. Extra traffic can be
transported over the recovery path. All these paths must start and
end at the same nodes.

Sometimes, the working paths are assumed to be resource disjoint in
the network so that they do not share any failure probability, but this
is not mandatory. If more than one working path in the set of N is
affected by some failure(s) at the same time, the traffic on only one of
these failed paths may be recovered over the recovery path. The choice
of N is a policy decision. This type is applicable to both protection
and restoration. This type of sharing is usually called Shared Path
Protection (SPP).
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5. M:N Type: A set of M specific recovery paths protects a set of up
to N specific working paths (with M,N > 1, N ≥ M). The two sets
are explicitly identified. Extra traffic can be transported over the M
recovery paths when available. All the paths must start and end at the
same nodes.
Similar to the 1:N Type, sometimes the working paths are assumed
to be resource disjoint in the network so that they do not share any
failure probability, but this is not mandatory. If several working paths
in the set of N are concurrently affected by some failure(s), the traffic
on only M of these failed paths may be recovered. The choice of N
and M is a policy decision. This type is applicable to both protection
and restoration.

33





3
The Robustness of Complex Systems: A

Review of Measurements

This dissertation is concerned with the robustness of large communications
networks, of which the Internet is the paradigmatic example. In fact, the
Internet has been identified as an instance of what has been termed a complex
network, a subject that currently attracts tremendous interest and is being
studied in connection with the so-called Network Science [87].

Although there is still no generally accepted definition of the essential
characteristics of “complex networks”, some authors [13] propose that their
main traits are as follows: First, they are not globally-engineered systems but
rather the spontaneous outcome of the interactions among the self-organized
units that constitute them. Second, the system behavior is an emergent
property that cannot be understood by studying each system subunit in
isolation. Third, they exhibit self-similarity, so that the fluctuations and
heterogeneities observable in their structure span all scales of the system.
And fourth, they are usually dynamic systems, showing complex, evolving
topological features, such as hierarchies and communities. As daunting
as complex networks may seem, judging them by their characteristics, the
concepts and tools used to study them are shared with other disciplines, such
as graph theory, physics, chaos theory and even epidemiology [87].

This chapter aims to summarize the main existing measures of robustness
applicable to data networks, from the purely structural (i.e. topological)
point of view as well from the perspective of system function. To that end,
we start the chapter with a review of graph concepts and properties. Then
follows an overview of the main network models that researchers have used
to study telecommunication networks. Afterwards, we discuss a number of
measures of robustness found in the literature and, finally, give a summary
of the tools available for network topology generation.
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3.1 Fundamental Graph Concepts

This section introduces the basic concepts and terminology pertaining to
graphs employed throughout the thesis. Graphs offer an abstract and conve-
nient representation of networks in general, and of the topology of commu-
nications networks in particular. Despite this distinction, we use the terms
“graph” and “network” interchangeably when referring to the topology of a
given network.

3.1.1 Graphs and Paths

A graph G = (V,E) is a tuple where V is a set of vertices or nodes, and E a
set of edges or links. Each element (u, v) in E is a subset of V ; u is called
the edge source and v the target (or destination). Two vertices connected
through an edge are said to be adjacent, or neighbors.

A customary representation of a graph is an adjacency matrix A, a two-
dimensional matrix where Aij is non-zero if vertices i and j are connected
through an edge. Another popular representation, particularly suitable for
sparse graphs in computer programs, is the adjacency list, an array of lists
that contains, for each source vertex, the list of destination vertices.

When edges have orientation such that (u, v) 6= (v, u), G is called a
directed graph (or digraph), and undirected otherwise. A weighted graph
associates one or more attributes to every edge, so that, for example, w(e) is
the value of that attribute w for edge e. Weights are usually numeric and
are also referred to as “cost”.

In a simple graph, at most one edge is allowed per pair of nodes. Further-
more, loops are forbidden, so that for all edges (u, v), u 6= v. A graph that is
not simple is called a multigraph. A dynamic graph is one which experiences
time-varying changes [87], so that a certain link or node may exist at a time
t but not at some other.

A path is a sequence P of vertices v1, v2, ..., vn, where every pair of
contiguous vertices is an edge, i.e., (vi, vi+1) ∈ E, i = 1, 2, . . . , n − 1. In
communications networks, paths are usually simple, that is, nodes may
appear in the sequence only once. The number of edges in P is called path
length or hop count.

A graph is (strongly) connected if there exists at least one path for every
and all its node pairs. If this condition is not met, the graph has isolated
subgraphs, each one called a component. G has components G1 and G2 if
no path exists from any node belonging to G1 to any node in G2 [87]. A
connected graph has exactly one connected component. As already noted,

36



3.1. FUNDAMENTAL GRAPH CONCEPTS

(a) (b)

Figure 3.1: Two isomorphic graphs. |V | = 6 and |E| = 8

a disconnected graph is also said to be partitioned. Data communication
normally deals with connected networks as disconnection is a very undesirable
situation.

The shortest path `uv between a pair of nodes u and v, also known as the
“geodesic path”, is the path through the graph that connect u and v with
minimum total “cost”, where “cost” can be distance, delay, hop count, etc.
Without further qualification, it usually refers to hop count. There may be
several shortest paths for a given node pair, all having the same minimal
cost. In an undirected graphs, this quantity is symmetric, that is, `uv = `vu.

Two graphs G = (V,E) and G′ = (V ′, E′) are isomorphic if they contain
the same number of vertices connected in the same way. More formally, G
and G′ are said to be isomorphic, written G ' G′, if there exists a one-to-
one function p, called an isomorphism, from V onto V ′ such that for all
u, v ∈ V , (u, v) ∈ E ⇔ (p(u), p(v)) ∈ E′ [49]. Graph isomorphism defines
equivalence classes of graphs, which allows us to distinguish properties that
are inherent to structure rather than to graph representation. For example,
if the diameter of graph G is, say, four, all the graphs isomorphic to it have
the same diameter. Fig 3.1 illustrates two undirected isomorphic graphs.

Graphs can be used to represent both the physical arrangements between
nodes in a network (the physical topology of a communications network, for
example), as well as the logical relations, where the physical adjacency is
not a requirement. The collection of Autonomous Systems (AS) and their
peering agreements can be represented as a high-level (interdomain) logical
topology of the Internet. The same applies to a group of people and their
acquaintance in a social network.

In research, communications networks are usually modeled as simple,
connected, weighted graphs, with link capacity and length (e.g., distance
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in km) as the most common weights. Although the directionality of edges
depend on the application, it is more common to treat links as undirected
(implicitly bidirectional). When studying performance in failure-related
scenarios, graphs are dynamic to account for the temporary remotion of
nodes and links.

3.1.2 Basic Graph Features

The total number of vertices in a graph is denoted by N , or equivalently
by |V |, the cardinality of the vertex set. Likewise, |E| is the number edges.
In Graph Theory, N is the graph order, and |E| is its size. However, in
many biological and physical contexts, N is usually referred to as the graph
size as it identifies the number of distinct elements in the system [13]. This
nomenclature is customary in the networking literature, and we adhere to it
in this thesis as well.

Node degree, also called nodal degree, is the number of of edges attached
to a node. In a digraph, in-degree and out-degree indicate the number of
incoming and outgoing edges of a given node, respectively.

The average node degree, denoted by 〈k〉 or k̄, is the average number of
edges connecting the vertices in the graph. For an undirected graph, it is

〈k〉 = 2|E|
|V |

. (3.1)

The average shortest-path length 〈`〉 is the arithmetic mean of the lengths
of the shortest paths of all the node pairs in the topology,

〈`〉 = 1
N(N − 1)

∑
ij

`ij . (3.2)

This property is also called the characteristic path length [144] or simply the
average distance. In a disconnected network, 〈`〉 =∞.

The diameter of a topology is the greatest minimum distance between
any pair of nodes, usually measured in hop count. Thus, the diameter dG
can be defined as

dG = max
i,j

`ij . (3.3)

The edge connectivity of a graph is the smaller number of edges whose
removal disconnects the graph. So, a k-edge-connected graph suffers discon-
nection only after k or more edges are removed. Similar definition exists for
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vertex connectivity. A 2-connected graph is called biconnected. Note that,
transport networks are usually designed at least as biconnected, so that any
single node or link failure does not provoke disconnection

3.2 Metrics and Non-trivial Graph Features
Graphs can be compared and classified according to a series of distinguishing
properties called metrics, which are in general function of the graph structure
[99]. The number of metrics is in fact very large and a comprehensive list
can be found in [43],[5]. We review here only the ones that are used in the
characterization of network models and in the assessment of robustness.

Throughout this section, the graph G = (V,E) is a simple connected
undirected graph of N nodes.

3.2.1 Degree sequence and Degree distribution

The sequence g = [d1, d2, . . . , dN ], where each element is the degree of the
nodes in G, is called the degree sequence of G (some authors require that g
be non-decreasing [49] while others do not [87]). The degree sequence is a
representation of the structure of the graph, although it is an incomplete
one, for the information in g is not sufficient to uniquely reproduce G. In
fact, all the graphs isomorphic to G will have the same degree sequence.

Due to its lossy and isomorphic nature, it can be useful when a family
of graphs is needed. By randomly generating several graph instances from
one degree sequence, all such graphs will share the same structure. Note,
however, that certain sequences are not realizable. For example g = [2, 2, 2, 1]
cannot correspond to any graph.

An even more compressed representation of the structure of a graph is
the degree distribution, which is the probability distribution of the degree of
its nodes. Let n(k) be the number of nodes of degree k in G. The probability
that a randomly selected node will have exactly k edges is

P (k) = n(k)
N

k = 0, 1, . . . , kmax (3.4)

where kmax is the highest nodal degree in the graph. An equivalent definition
states that Pk is the fraction of nodes in the graph that have degree k.

Nodal degree is one of the main properties that has been used to categorize
network models, based on the degree distribution P (k) or its decay. Network
models are discussed in Section 3.3.
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The joint degree distribution P (k, k′) is the probability than an arbitrary
link connects nodes u and v whose degrees are k and k′ respectively [43]. In
terms of conditional probability, this is usually expressed as

P (k′|k) = 〈k〉P (k, k′)
kP (k) , (3.5)

that is, the probability that an arbitrary neighbor of a node of degree k has
degree k′. The joint degree distribution gives information about the nodal
degree correlation in the topology.

3.2.2 Path length distribution

As stated in 3.1.1, the hop count HN of a path is the number of edges
contained in it, alternatively called path length. The path length distribution
Pr[HN = k] is the histogram of the length of the shortest path between all
possible node pairs in the graph. The average path length is a measure of
central tendency that is used to characterize this distribution. It is sometimes
referred to as the “degree of separation”.

The study of the path length distribution has helped define the small-
world network model. In large systems such as the Internet and social
networks, the exact path length distribution can be difficult or impossible to
calculate [2]. Thus, estimating methods are used instead.

3.2.3 Clustering coefficient

A graph is said to show clustering if the probability of two vertices being
connected by an edge is higher when there is another vertex to which both
are attached [144]. Thus, a clustering coefficient measures the degree to
which vertices in a graph tend to cluster together.

The clustering coefficient of the whole graph is called the global clustering
coefficient, and is defined in terms of the clustering coefficient of each node,
the local clustering coefficient. The formulation given below accounts for
the number of “triangles” present in the graph [144], but there are several
alternative coefficients based on more complex approaches (k-neighbors,
cycles of a certain order, etc.). See [21] and the references therein.

The local clustering coefficient characterizes the density of connections in
the environment or neighborhood of a node [68]. Let Ni = {vk : (i, k) ∈ E}
be the neighborhood of vertex i, that is, the set of nodes to which i is directly
connected, and Ki the cardinality |Ni| of this set. The local clustering
coefficient Ci in the undirected graph G is
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Ci = 2|{(u, v)}|
Ki(Ki − 1) ∀u, v ∈ Ni, (u, v) ∈ E. (3.6)

The denominator in (3.6) is the total number of edges that exists in a fully
connected neighborhood, while the numerator is actual number of edges.

The global clustering coefficient C̄ is the average of the local clustering
coefficient over all the vertices:

C̄ = 1
N

∑
i∈V

Ci. (3.7)

3.2.4 Measures of Centrality

Centrality measures the importance or prominence of a node (or link) in a
given network. Common measures of centrality are degree centrality (which
ranks nodes according to their nodal degrees), eigenvector centrality, closeness
centrality and betweenness centrality [108]. The second one is defined in
Section 3.2.6, while the last two are described next.

Closeness centrality

Closeness is the average shortest path between a vertex and all other vertices
reachable from it [106]. Thus, for a vertex v of a connected graph G, the
closeness CC(v) is

CC(v) = 1
N − 1

∑
t∈V, t 6=v

dist(v, t) (3.8)

where dist(v, t) is the length of the shortest path between vertices v and t.
Some authors define closeness as the reciprocal of the summation in (3.8), so
that a value closer to 1.0 indicated greater centrality.

Betweenness centrality

Betweenness centrality determines how often a vertex on a given graph lies
along the shortest path between all possible pair of nodes [60]. More formally,
the betweenness centrality CB(v) of vertex v ∈ V is defined as follows:
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CB(v) =
∑

s,t∈V,s 6=t

σ(s, t|v)
σ(s, t) (3.9)

where σ(s, t) is the number of shortest paths that exist between vertices s
and t, and σ(s, t|v) is the number of shortest paths between vertices s and
t that pass through vertex v. A similar definition can be given for edges,
in which case the measure is called edge betweenness centrality, CB(e) for a
given edge e. If there is more than one shortest path between a given pair
of vertices, each one is given equal weight so that the weights sum to unity
[106],[22].

CB(v) can be normalized so that a value close to 1.0 would mean that v
is present in almost all the shortest paths in the network. Likewise, a value
close to zero would mean that the role of vertex v as intermediary in the
communication is marginal.

Vertex betweenness centrality has been found to be strongly correlated
with node degree in most types of networks (see for example [106],[15]
and the references therein). Possible correlations between edge weight and
betweenness has also been explored but in this case the relationship depends
on more than one factor; see [143].

Fig. 3.2 is a visual representation of the edge betweenness centrality of the
well-known Cost266 reference topology, which has 37 nodes and 57 undirected
links. More details on this and other European reference transport networks
can be found in [92],[112]. In this example, the graph is unweighted. The
higher the value of CB(e), the thicker the link line is. One can see that
thick lines appear scattered on the topology, so that neither node position
(periphery versus “core”; see the closeness and eccentricity measures) nor
node high degree warrant a high CB(e).

3.2.5 Assortativity coefficient

In assortative networks, nodes tend to connect to other nodes of similar
degree, while in disassortative networks nodes with low degree are more likely
connected with highly connected ones [21]. One way to measure the degree
of assortativity is through the average degree of the nearest neighbors, which
is defined as follows for a given degree k,

knn(k) =
∑
k′

k′P (k′|k), (3.10)

42



3.2. METRICS AND NON-TRIVIAL GRAPH FEATURES

Figure 3.2: The Cost266 topology. Link thickness indicates link importance in
terms of edge betweenness centrality.

where P (k′|k) is the joint degree distribution. If high degree nodes tend to
connect with equally high degree nodes, knn(k) is an increasing function
of k. Conversely, a decreasing function of k indicates that high degree
nodes tend to connect with low degree nodes. If there are no correlations,
knn(k) = 〈k2〉/〈k〉 [21], i.e., it is a constant and thus independent of k.

The global assortativity coefficient r of an undirected graph G can be
determined by taking into account the Pearson correlation coefficient of the
degrees at both ends of the edges [105]:

r =

[
1
M

∑
e(jeke)

]
− y2[

1
2M

∑
e(j2

e + k2
e)

]
− y2

(3.11)

where je and ke are the degrees of the vertices at the end of edge e ∈ E,
M = |E| and

y = 1
2M

∑
e

(je + ke).

Many social networks have significant assortative structure, while techno-
logical and biological networks seem to be disassortative [105]. The Internet
in particular seems to be disassortative at the AS-level [94].
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3.2.6 Algebraic Connectivity and other spectral measurements

The properties of a graph in relation to the characteristics of its associated
matrices, such as its adjacency matrix or Laplacian matrix, are the subject
of study in the spectral graph theory.

Spectral analysis has applications in determining community structures,
in characterizing models of real networks, in extracting information on
connectivity, in epidemic spreading, among many others (further applications
and references are given in [21]). In the following paragraphs we briefly
review the spectral measurements that appear in relation to the assessment
of network robustness.

The (normal or ordinary) spectrum of a graph G corresponds to the set
of eigenvalues λi (i = 1, 2, . . . , N) of its adjacency matrix A [43], which is
sometimes written as λA. When G is simple and undirected, A is real and
symmetric, and thus the graph has real eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λN .

The spectral radius of G is the largest eigenvalue λ1,A of A, often referred
to simply as λ1, which plays an important role in determining epidemic
thresholds, but has also proven useful in traffic engineering, see [94] and the
references therein.

Spectral measurements has also been used to assess centrality. Whereas
degree centrality ranks nodes based on their nodal degrees, eigenvector
centrality acknowledges that the weight of connections among nodes are not
equal, since connections to nodes that are themselves influential bring more
influence than connections to less influential nodes. In such a setting, the
centrality of a node can be defined as a value proportional to the average of
the centralities of its neighbors. Let Ni be set of nodes adjacent to i. The
eigenvector centrality xi of node i is

xi = 1
λ

∑
j∈Ni

Aijxj , (3.12)

where x is an eigenvector of the adjacency matrix with eigenvalue λ. One
property of the eigenvector centrality is that it takes into account both the
number and the quality (or degree of influence) of connections, so that a high
nodal degree does count towards a higher centrality, but the contribution
of a smaller number of influential contacts may be more “valuable” overall
[108].

Another useful mathematical tool in this category is the Laplacian spec-
trum, defined as Q = ∆−A, where ∆ = diag(d1, d2, . . . , dN ), with di = the
degree of node i. Thus, the entires of Q are as follows:
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Qi,j =


di if i = j

−1 if i 6= j and vi is adjacent to vj
0 otherwise.

(3.13)

Alternatively, Q can be normalized [39], so that the entries are defined instead
as

Qi,j =


1 if i = j and di 6= 0
− 1√

didj
if i 6= j and vi is adjacent to vj

0 otherwise.

(3.14)

One peculiarity of the normalized Laplacian is that its eigenvalues are between
0 and 2 (inclusive), whereas in the unnormalized one there is no such constant
limit.

The Laplacian spectrum offers information about network connectivity.
The number of times zero appears as an eigenvalue in Q equals the number of
(connected) components in G. Thus, this count is exactly one in a connected
graph.

The first non-zero eigenvalue of Q (i.e., the second smallest eigenvalue
λ2,Q in a connected graph) is called the algebraic connectivity [58]. The
magnitude of the algebraic connectivity reflects how well connected the
overall graph is. Therefore, the farther λ2 is from zero, the more difficult it
is to separate a graph into independent components. However, the algebraic
connectivity is equal to zero for all disconnected networks. Therefore, as
soon as the connectedness is lost, due to failures for example, this measure
becomes less useful by being too coarse.

3.3 Network Models
The study of topological properties of a variety of large, complex systems
found in the real world, such as biological systems and social and communi-
cations networks, has made it possible to observe that, despite their inherent
differences, they can be grouped and characterized in terms of certain key
properties, such as clustering coefficient, average path length and degree
distribution [21]. Based on this observation, several network models have
been proposed that reproduce, at varying degrees of fidelity, the topological
properties observed empirically in real world systems. The models make
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it possible to randomly generate network instances with which to study,
through simulation or analysis, the behavior or performance of complex
systems.

In the following subsections, an overview of the models more relevant to
communications systems is presented. Comprehensive review of other models
as well as variations of the ones given here can be found in [21],[43],[62],
[87],[13].

3.3.1 Erdős-Rényi Networks

One of the first type of networks for which a model was formulated is
called the random network of Erdős-Rényi (ER), ER network, or simply
random network. The model was proposed by Erdős and Rényi [53] and,
independently, by Gilbert [61], both at the end of the 1950s. The term
“random” refers here to the fact that, during the generation of a graph
instance, the arrangement of links is disordered.

In the Erdős-Rényi model, the graph generation process starts with N
disconnected nodes, and links are added between two randomly selected nodes
(avoiding self-loops and duplicate edges) until the number of links equals
some desired value K. On the other hand, in Gilbert’s model, the generation
procedure consists of selecting links with probability 0 < p < 1 from a
complete graph of N nodes, such that the resulting graph has, on average,
m = pN(N−1)

2 undirected links, with average nodal degree 〈k〉=p(N − 1)
[43],[87]. This variant is usually referred to as the GN,p model.

The procedures outlined above do not guarantee that the outcome will
be a connected graph. However, it has been proved that the structure of ER
networks vary as a function of p. In fact, there exists a critical probability
pc = 1

N which substantially alters the resulting structure, that is, the model
exhibits a phase transition. Assuming a graph in GN,p, with N →∞,

• if p < pc, almost surely, the graph has no component of size greater
than O(lnN).

• if p = pc, the largest component of the graph has, almost surely, size
O(N2/3).

• if p > pc, the graph has, almost surely, a unique giant component, and
no other component contains more than O(lnN) nodes.

The distance between nodes in ER networks is small. The average path
length is 〈`〉 ∼ lnN

ln〈k〉 , while the clustering coefficient is C̄ = p = 〈k〉
N [21],[87],

which, for large N , is also a small quantity. Note that in ER networks,
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Figure 3.3: Random networks: (a) An example with N = 100 and p = 0.03 (b)
Average degree distribution over 30 ER instances of N = 5000 and p = 0.03

the probabilities of node pairs being connected by links are, by definition,
independent. So, the probability that two nodes are connected is not higher
when they share a mutual neighbor than when they do not [107].

ER networks are sometimes called Poisson random graphs due to the fact
that, for large N and fixed 〈k〉, the degree distribution is approximated by a
Poisson distribution. Fig. 3.3a shows an example ER network of 100 nodes,
while 3.3b illustrates the degree distribution for this type of network.

It is generally accepted that ER networks play a role more as a bench-
marking tool than as a model of real-world networks [87], which have been
found to exhibit structures different to the ones obtainable through the ER
model. Nevertheless, in the case of the global Internet, some authors [141]
suggest that the subgraph formed by the union of all shortest paths in the
network (at the AS level), which they call the “observable part of the network”
and that concentrates 80% of the total traffic, is (ER) random, despite the
fact that the underlying network in full is not.

3.3.2 Generalized Random Networks

Generalized random networks are extended ER networks that aim at ob-
taining a better fit between model and reality, for example with respect
to clustering or node degree distribution. Configuration model, introduced
initially in [17], allows the generation of networks with arbitrary degree
distributions. To that end, the generation process requires a degree sequence
g = [d1, d2, . . . , dN ] from which K = 1

2
∑
i di links are created. The values in

g must be chosen in such a way that the fraction of nodes with degree k will
tend to the desired degree distribution P (k) as N becomes large.
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Several graph generating procedures have been proposed; the most im-
portant ones are outlined in [21],[43]. The basic procedure assigns a number
of “half-edges” to each node i equal to its expected degree di, and pairs of
nodes with available “half-edges” are selected randomly, creating a new edge
that links them, thus converting two “half-edges” in one complete edge. New
links are repeatedly added in this way until all “half-edges” are used up,
yielding a random graph that is a member of the ensemble of graphs with
the given degree sequence.

A different generation procedure is given in [107] which, contrary to the
one just outlined, takes into account not only a degree sequence but also a
target clustering coefficient, thus generalizing even more the graph generation
capability.

It has been established [101] that a graph generated through the configu-
ration model for an arbitrary degree distribution P (k) almost surely has a
giant component when Q > 0,

Q =
∑
k≥1

k(k − 2)P (k) (3.15)

provided that the maximum degree kmax is small. Approximating expressions
for other properties (diameter, average path length, etc.) can be found
summarized in [21].

3.3.3 The Watts-Strogatz Small-World Networks

In a variety of real networks, the path between any two nodes is relatively
short, despite the large size of such networks. The existence of links that
function as bridges or shortcuts between different areas of the network creates
this so-called small-world property, which mathematically is characterized
by an average path length 〈`〉 that grows proportionally to the logarithm of
the number of nodes N in the network,

〈`〉 ∝ lnN. (3.16)

This property was first investigated in the context of the social sciences
in the 1960s but later on its presence was confirmed in diverse networks,
including biological and technological ones. In fact, it also appears in ER
random networks, as was already mentioned briefly in Section 3.3.1. However,
and in contrast to ER networks, real world networks have not only small
average path lengths but also high clustering coefficients.
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The most popular model of random graphs having both small 〈`〉 and
large C̄ was proposed in [144]. This model, known as the Watts-Strogatz (WS)
small-world model, offers a procedure to construct such networks as follows:
It starts with a pre-existing regular ring network of N nodes, in which each
node is connected to its m nearest neighbors in each ring direction, for a
total of 2m neighbors per node. Then, all the K = mN links are subjected
to rewiring by randomly reassigning its target node with a probability p.
This results in the introduction of the “bridges” that connect initially distant
nodes and leads to the shortening of paths in the network.

Interestingly, the rewiring procedure has a different effect on average
path length than on clustering coefficient: small changes in p can result in
drastic non-linear reductions of 〈`〉, whereas the effect on C̄ is linear, so
that clustering decreases slowly compared to 〈`〉 [62]. Thus, by assigning a
non-zero value to p, it is possible to obtain networks that simultaneously have
short path lengths and high clustering, as shown by Watts and Strogatz [144].
Note than when p = 0, the outcome is the same regular network, whereas
when p → 1, it is a connected random graph with short average distances
but almost no clustering. It has been observed, however, that the abrupt
decrease in 〈`〉 depends not on p alone but also on network size (number of
nodes) and other properties of the original regular network. Further details
on the subject can be found in [14],[5],[21] and the references therein.

An estimation of the clustering coefficient of a WS network as a function
of p is provided in [12] as follows:

CWS(p) = 3(m− 1)
2(2m− 1)(1− p)3 (3.17)

where the first factor (the fraction involving m) is basically CWS(0), that
is, the clustering of the network before the rewiring. As for the degree
distribution, its shape resembles that of a random graph with a peak at
〈k〉 = 2m although with a smaller variance, which increases progressively
as p→ 1. With regards to degree-degree correlations, several real networks
whose structure are thought to be small-world like (mainly social networks)
exhibit assortative character [105].

Fig. 3.4a shows an instance of a small-world network generated with
the WS procedure just outlined, with p = 0.12 and m = 2. The degree
distribution shown in Fig. 3.4b is the average of 30 realizations.
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Figure 3.4: Small-world networks: (a) An example (WS) with N = 100, m = 2,
p = 0.12 (b) Average degree distribution over 30 WS instances of N = 5000, m = 20
and p = 0.12.

3.3.4 Scale-free Networks

One feature of the ER and WS networks is that their degree distributions are
essentially Poisson, as discussed in the preceding subsections. However, large
networks, both naturally occurring and man-made ones, seem to deviate
significantly from that. In fact, they tend to have a few highly-connected
nodes to which a large number of low degree nodes are attached. Furthermore,
they lack a characteristic degree, thus their designation as scale-free networks.
More specifically, their degree distribution has been found to follow a power
law,

P (k) ∼ k−γ (3.18)

for large k, with 2 < γ < 3 [21].
Barabási and Albert introduced in 1999 a model of scale-free networks,

known as the BA model [10]. It relies on a graph-augmentative process to
generate network instances featuring the essential properties that the authors
attributed to the networks they analyzed in the study. Whereas with the ER
and WS models the emphasis was on correctly reproducing a certain graph
structure, with the BA model the main interest shifted towards capturing
the underlying dynamics of complex networks, on the premise that those
dynamics were ultimately responsible for the emergence of the scale-free
property [5].

Two fundamental ideas in the BA model are incremental growth and
preferential attachment. The first addresses the need to model evolving
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systems, as already mentioned, while the latter recognizes the fact that the
likelihood that any two nodes are connected is not uniform across a real
network, where new links tend to connect to nodes which already have a large
number of connections instead. One example is the “citation network” of
scientific publications. Well-known, highly cited papers are more likely to be
cited by new papers than lesser known ones. Thus, preferential attachment
can lead to the emergence of so-called hubs, a phenomenon also known as
the rich-gets-richer.

The network generation procedure of the BA model starts with a small
set of m0 connected nodes, to which others are added in successive steps to
mimic network growth. For each new node u, m new links (m ≤ m0) are
created so that u can be connected to old nodes by following the (linear)
preferential attachment rule. This rule states that the probability of adding
a link u→ v depends on the degree kv of node v as follows,

P (u→ v) = kv∑
j∈V kj

(3.19)

where the denominator is the sum of the degrees of all nodes in the network,
which serves as a normalization factor. The higher the degree of a node, the
greater the likelihood of it being selected as the target of a new link. After t
timesteps, the resulting graph will have N = t+m0 nodes and mt links, with
〈k〉 = 2m. Furthermore, for large t, this procedure generates graph instances
whose exponent in the power-law degree distribution is γ = 3, independent
of m [5],[21].

Interestingly, concepts similar to preferential attachment had already
appeared in the literature several times and well before the introduction
of the BA model, the first one [149] dating back to 1925 (a review with
historical perspectives can be found in [89]). But it was after Barabási and
Albert’s work that the interest on the subject grew tremendously, leading
to the development of several other models of scale-free networks, either as
alternatives to the BA model or as enhancements (see surveys in [62],[21]).

A large number of systems have been studied and labeled as scale-free,
pertaining to as diverse fields as ecology, biology, social sciences, information
systems and telecommunication. The Internet in particular has received much
attention from researchers, who have studied its structure and postulated
that scale-free features can be observed at different layers, leading to initial
speculations about its alleged lack of tolerance to attacks [11]. However,
the Internet’s true structure is a topic on which consensus has not yet been
reached.
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The large size of the Internet and its peculiar organization (or lack thereof)
have motivated the use of sampling techniques to study it, with the drawback
that bias may be introduced by the discovery methods employed or the data
sets used, so that measurements might find a power-law degree distribution
where the true underlying topology is, for example, random or even regular
[35],[84],[1]. New, more accurate mapping techniques are under development,
see for example the recent work [44] on neighborhood discovery, however,
another problem remains, namely, agreeing on which are the defining features
of scale-free networks. Currently, several overlapping definitions are in use,
so that systems identified as scale-free are attributed differing properties
and behaviors. An in-depth discussion of the problems caused by this lack
of agreement is presented in [89], which also offers formalisms that seek to
clarify the meaning of “scale-free” in the context of complex systems and
help settle the issue.

Regarding the properties of BA networks, the average path length is
shorter than in ER and WS networks of the same number of nodes and edges,
scaling as [34]

〈`〉 ∼ logN
log(logN) (3.20)

while the clustering coefficient vanishes as N grows large [13],

CBA = m

8N (lnN)2, (3.21)

therefore it is longer than in ER networks but still shorter than in WS
networks. Another peculiarity of the BA networks is the absence of degree-
degree correlations, that is, they are disassortative [21]. Fig. 3.4a is an
example of a small scale-free network, while Fig. 3.4b is the degree distribution
of BA networks of size N = 5000, with m = 5 (degrees averaged over 90
realizations). It shows the typical quasi-straight line in log-log scale.

3.3.5 Tools and Models for Internet-like Topologies

One aspect often overlooked when studying network models and their prop-
erties is that real-world systems constitute physical spatial entities, that is,
their nodes and links occupy precise positions in the Euclidean space. The
location of each element is usually the result of a conscious decision process in
which several factors are pondered, including economic and technical aspects.
Commonly, this planning is carried out with high autonomy at a local scale,
for example within the boundaries of the administrative domain of a service
provider.
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Figure 3.5: Scale-free networks: (a) An example (BA) with N = 100 and m = 1
(b) Degree distribution averaged over 90 BA instances with N = 5000 and m = 5

A necessary goal of this planning stage is to produce an economically
feasible design, i.e., that the required capital expenditure and estimated
operating costs remain within budget. Along with economic considerations,
the designers must take into account constraints stemming from the use of
specific technologies, protocols and products, find ways to overcome barriers
created by geographical features (mountains, rivers, etc.), make room for
foreseeable expansions, ensure compatibility with any existing installation,
and comply with government-mandated regulations. One has to wonder
then what effect do these restrictions and practical considerations have
on the structure of global networks emerging from the interconnection of
smaller entities, of which the Internet is the prime example. But even more
important is the question of how to incorporate into the network models
those planning issues that influence localization, so that synthetic topologies
can more faithfully represent real world networks.

Historically, one of the first topology generators to be used for network
simulation was based on the Waxman model [145], which is itself an extension
of the ER model. Under the assumption that long-range links are expen-
sive, this model places routers at random in a two-dimensional space and
adds links between them so that the probability of connecting two routers
decays exponentially with their distance. The “flat” Waxman model and its
variations were soon deemed inappropriate, however, as further research on
real network topologies suggested that hierarchy played an important role in
determining the relation between nodes as well as between groups of nodes
(i.e., domains). The models developed afterwards to address the issues of
hierarchy and locality are known as structural, of which the Transit-stub
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model [150] and the Tier model [27] are salient examples. The transit-stub
model and other simpler ones are implemented in the software package called
GT-ITM (Georgia Tech Internetwork Topology Models). A step-by-step
description of algorithm to implement Tiers is given in [50].

A generator based on a structural model is more complicated than one
that implements the simple Waxman model because reproducing a complete
realistic hierarchy implies dealing with the different structural and functional
roles in the network (that is, distinguishing the parts that correspond to
access, core, LAN, MAN, etc.), as well as adhering to the requirements
of the technologies typically used to implement them (SDH rings, WDM
mesh networks, etc.). Moreover, the proponents of structural models argued
that generators should take into account the design principles applied in
real environments, for example with regard to connectivity and redundancy
[6]. All these require the user to provide several parameters to control the
generation process.

Structural topology generators were in turn superseded when complex
network research provided further insight into the large-scale statistical
properties of the Internet topologies, in particular concerning the power-law
nature of the degree distribution [6]. This motivated the introduction of
degree-based generators, with the consequence that focus shifted towards
large-scale topology features and away from the local properties that the
structural approach tried to mimic [134]. Two well-known degree-based
generators are PLRG (Power-Law Random Graph) [3] and Inet (Internet
Topology Generator) [76]. For a given target number of nodes N and an
exponent β, PLRG assigns a degree to each node, drawn randomly from a
power-law distribution, and then proceeds to also randomly create links to
complete the required node degrees. The main purpose of Inet is to generate
AS-level topologies. It also preassigns degrees and then use a preferential
attachment rule to create the links. Another generator model in this category
is GLP (Generalized Linear Preference), introduced in [23]. GLP creates the
topology through incremental growth and preferential attachment. At each
step, one of two operations is probabilistically chosen: adding a new node
and m links, or adding just m new links.

The degree-based generators are certainly popular but have also received
criticism, see for example the conclusions of the qualitative comparison of
power law topology generators performed in [68]. One of the criticisms
refers to the fact that two topologies may have the same nodal degree
distribution and still be almost opposites from the network engineering point
of view [6], which suggests that there can be several explanations for the
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emergence of a particular structure. Along this line of thought, Fabrikant
et al. [55] speculated that the power laws observed in the Internet are perhaps
the manifestation of trade-offs, that is, complicated optimization problems
with multiple and conflicting objectives. The proposed model is called the
heuristically optimized trade-off (HOT) model, which is itself a generalization
of a previous class of models called highly optimized tolerance. HOT’s guiding
design principle is that the core and the edge of a good ISP network have
different characteristics: the former is constructed as a sparsely connected
mesh of high-speed, low-connectivity routers capable of carrying aggregated
traffic over high-capacity links. At the edges, on the other hand, there are
tree-like structures of highly connected nodes that act as traffic concentrators
[6].

According to the HOT model, the network grows over time, gaining a
new node at each time step. This new node is added at a random position in
an Euclidean space, and a link is created to some existing node so that the
distance of this new link is as short as possible and, at the same time, the
location of the new node is as central as possible in the sense of closeness
centrality. The fact that the application of the HOT model also results in
power-law distributed degrees is not surprising, as its rule can be viewed
as a form of preferential attachment [13]. The appeal of the HOT model
is that it is closer to reality, since on one hand it takes into account, at
least partially, the economic and technological aspects of network engineering
whereby topologies are not purely random, and on the other hand, it produces
the expected power-law structure.

Several publicly available software tools implement the network genera-
tion models just described as well as others. Table 3.1 is a partial list of the
most popular ones. As our list favors those that offer a battery of generators
combined in a single package or library, we omit further reference to genera-
tors such as Inet (whose last version appeared in 2002) and KU-LocGen [130].
The software can be obtained from the URL given in the table. Note that
BRITE (Boston University Representative Internet Topology Generator) [98]
has been in unsupported mode for several years now (i.e., it is neither being
further developed nor maintained) but its comprehensive set of features has
made it a classic generator that continues to be relevant. Note that BRITE,
aSHIIP and GT-ITM are specifically tailored to communication networks,
while the rest are general, that is, the generated graphs contain basically just
nodes and links and are not concerned with link capacity, delay, geographical
location, etc.
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Table 3.1: Topology generation software

Name Description
1 BRITE [98] Supports AS level or router level topologies.

Models: Waxman, BA (two variants), GLP.
http://www.cs.bu.edu/brite/

2 aSHIIP [138] Generates hierarchical, multidomain (AS) topologies.
Models: ER, BA (two variants), Waxman, GLP.
http://wwwdi.supelec.fr/software/ashiip/

3 GT-ITM [150] Generates flat and multilevel topologies.
Models: Waxman, ER, hierarchical (n-level), transit-stub.
http://www.cc.gatech.edu/projects/gtitm/

4 IGen Generates topologies based on network design heuristics.
Belongs to the family of structural topology generators;
does not rely on probabilistic methods.
http://informatique.umons.ac.be/networks/igen/

5 iGraph Library for complex network research.
It is a C language library, with bindings for
Python and R.
Models: ER, BA (several variants), WS (several variants),
based on given degree sequence, among others.
http://igraph.sourceforge.net/

6 NetworkX Python package for the study of complex networks.
Models: ER (several variants), WS (several variants), based
on degree sequence, among many others.
http://networkx.lanl.gov/
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3.4. MEASURES OF NETWORK ROBUSTNESS

3.4 Measures of Network Robustness
This section presents a number of measures which have been explicitly
proposed for the assessment of network robustness. It is of interest to note
that few of them (in fact, the most recently proposed ones) offer an assessment
of system function (such as throughput or number of accepted requests), the
majority focusing on other purely graph theoretical evaluations.

3.4.1 Network criticality

Network criticality aims to compare different networks based on their robust-
ness to changes in traffic demand and topology [136]. The authors exploit the
fact that on an undirected graph the ratio of the random-walk betweenness
[106] of a node to the node weight (e.g., the sum of the capacity of a node’s
incident links) is the same for all nodes in the graph, and so can be used as
a single, characterizing measure. This ratio is named the network criticality.

Network criticality can also be viewed from the perspective of resistance
distance in electrical circuits. If τsd denotes the resistance distance between
nodes s and d, then the network criticality is

∑
s,d τsd, i.e., the total resistance

distance. As the objective is to compare different topologies, the normalized
network criticality τ̂ is defined finally as

τ̂ = 1
N(N − 1)

∑
s,d

τsd. (3.22)

The lower the value of τ̂ the better. As paths (e.g., LSPs in a MPLS
network) underlie the concept, τ̂ is meant to measure the robustness of
core/transport networks only.

A simulation based comparison of several topologies (regular and small-
world) from the perspective of τ̂ and algebraic connectivity can be found in
[19],[137]. The conclusion is that the former better reflects the changes in
performance that results from the addition/removal of nodes or links, as it
carries more information about the structure of the network.

3.4.2 Symmetry ratio

Symmetry ratio is a measure introduced in [47] and is based on previous
studies by the same authors on the robustness of networks against targeted
attack on nodes The term symmetry refers to the invariance observed in
vertex adjacency (i.e., the edge set) when the vertex set is permuted. The
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studies suggested that, in general, “regular” networks fared much better than
disordered networks when subject to targeted attacks. The term “regular”
in this context means that all nodes (and links) offer more or less the same
value to an attacker.

Incidentally, a similar observation is made in [100], which studied the
effects of attacks on path-oriented networks, and concluded that in order to
reduce the extent of the losses, one has to either design the topology to be
more regular or deliberately discourage the use of “central” nodes during
routing, if the former is not possible.

A specific formulation to compute the degree of symmetry of a network
is given in [47], which relates the number of distinct eigenvalues ε of the
adjacency matrix of the network to its diameter diam(G), as follows:

r = ε

diam(G) + 1 , (3.23)

where the closer to 1.0 the value of r, the more robust the network.
For random (ER) networks, they conjecture that ε = N as N → ∞.

Given that ER networks have relatively small diameter, they should have
high values of r.

3.4.3 Connectivity and Average two-terminal reliability

If the criterion to declare a system functional is that the underlying network
remains connected as node or links are removed, then connectivity (see
Section 3.1.2) can be an appropriate measure of robustness. However, if
the transient disconnection of small sections of the network is acceptable,
as happens in large data networks such as the Internet, it does not offer a
meaningful measure.

One option is to watch the size of the giant component, but a more
flexible alternative is the so called k-terminal reliability. This metric is the
probability that a randomly chosen subset of k nodes are connected, which
requires computationally expensive calculations in the general case. However,
if a global measure of the pair-wise connectivity is sufficient, the much simpler
average two-terminal reliability A2TR can be used instead, which is defined
as follows [104]:

A2TR =

c∑
i=1

Ki(Ki − 1)

N(N − 1) (3.24)
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where c is the number of components and Ki is the number of nodes in
component i. This ratio gives the fraction of node pairs which are accessible
through a path at a given instant.

When the network is fully connected, exactly one component exists and
A2TR is 1. Successive removal of nodes or links will bring it closer to zero.
If failures affect two topologies in the same proportion (same percentage of
nodes, for example), the one that takes longer to reach a given critical A2TR
can be considered the more robust.

Note that A2TR can be reformulated so that node pairs have a weight, for
example to take into account that certain pairs are more valuable because
their share in the total traffic is comparatively larger, either as end-nodes or
as intermediaries.

3.4.4 Elasticity

Elasticity relates total throughput to node removal to evaluate the robustness
of complex networks (see [131],[132]) The fundamental idea is to successively
remove a certain fixed number of nodes r (in the original definition, r = 1%)
and measure the ensuing throughput degradation. The more pronounced
and abrupt is the throughput drop experienced by a given topology, the
lower its robustness.

More formally, the elasticity E at the ζ-th iteration, when rζ nodes have
been removed from the topology, is the area under the curve of throughput
TG versus the percentage of nodes removed,

E(ζ) = 1
2N

ζ∑
k=0

(TG(rk) + TG(r(k + 1))) (3.25)

TG(x) is the maximum throughput in the “residual” graph consisting of
(N − x) nodes. By definition, TG(0) = 1. To evaluate TG, [132] proposes
a linear programming optimization formulation as part of the definition
of E itself. Note that in this case, routing is optimal from the point of
view of total throughput, but not necessarily so with respect to path length.
Additionally, the authors present numerical examples of the evaluation of
robustness against several forms of attacks, where the routing involved in
the computation of TG is heuristic-based (Dijkstra).
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3.4.5 Viral conductance

The aim of viral conductance is to measure the ability of a topology to
contain the spread of epidemics [148]. The use of the spectral radius as an
epidemic threshold is well established in the epidemics literature. If the
effective spreading rate is below the threshold, the virus contamination dies
out, but becomes prevalent above it. Thus, among two topologies, the one
with the higher threshold is considered the more robust.

However, it is easy to find instances in which two topologies (a ring and
another less regular one, for example) have the same spectral radius yet they
perform differently on a case of epidemic outbreak (see [148] for illustrative
examples). Moreover, it may happen that in a low intensity epidemic, one
topology shows higher resistance than the other, but as the intensity varies,
their comparative performance is reversed. To more faithfully account for
such behaviors, viral conductance proposes using the average fraction of
infected nodes for all effective epidemic intensities. More formally, viral
conductance V C is defined as the area under the curve of the fraction of
infected nodes in stead-state y∞(s),

V C(G) =
∫ λ

0
y∞(s)ds = λy∞ (3.26)

where s is the effective curing rate (i.e., the ratio of the virus’ cure rate δ
to the birth rate β), λ is the largest eigenvalue of the adjacency matrix of
the graph G, and y∞ is the average value of the fraction of infected nodes at
stead-state for all 0 ≤ s ≤ λ. Robustness is inverse to V C, i.e., the lower the
value of V C the better.

Closed-form heuristic-based approximating expressions for V C are given
in [148] as well as numerical examples that compare the robustness of
different types of network structures (small-world, power-law and others).
The epidemic is assumed to conform to the SIS model (see Chapter 5 for
further details on epidemic models).

It must be noted that the application domain of V C is epidemics, therefore
it can disregard aspects of practical importance for communications networks,
such as traffic, demand and routing. Furthermore, improving robustness may
lead to contradictory requirements between both domains: from the point of
view of epidemic spreading, limited connectivity (low nodal degrees) may
be desirable, whereas a poorly connected topology can lead to unacceptable
service in communications networks when failures occur.
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Multiple Uncorrelated Link Failures

Communications networks, especially at their core, are designed to withstand
several types of failures, such as accidental or intentional fiber cuts, loss
of switching capabilities caused by power outages, malfunctioning due to
equipment aging, and even operator mistakes. This ability to maintain service
continuity in the presence of failures is due to efficient recovery techniques
incorporated in their design, as well as to diverse technologies that have been
developed to that end. Several methods and techniques are reported in the
literature for dealing with failures, see for example surveys [65] and [38].

One feature that most of the existing approaches to network recovery
have in common is the assumption that at any given time, only one failure is
outstanding, which is known as the single-failure assumption [142]. However,
networks are equally prone to multiple-failure events, that is, the concurrent
failure of several communication elements. For instance, earthquakes, flooding
and natural disasters have the potential to disrupt a large number of network
elements simultaneously.

Although large-scale failure events may be relatively rare [151], that
fact does not lessen the economic loss they cause, or the disruption they
can bring upon thousands or even millions of users. Unfortunately, in such
failure scenarios the redundancy-based recovery techniques that are effective
under the single-failure assumption are not suitable anymore, simply because
the cost of implementing massive redundancy for rarely occurring events is
prohibitive [70].

In light of the fact that redundancy becomes impractical with multiple
failures, understanding the robustness of a given topology to such failures
becomes crucial. In fact, this topic has long been studied from the topological
perspective, for example by measuring connectivity and fragmentation when
a certain proportion of nodes are removed. But as we shall see in this chapter,
such measures give limited information, often even misleading, about the
network’s functional robustness.
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In this chapter we consider a failure scenario in which a large number of
links in a GMPLS-based network fail simultaneously and thus disrupt the
LSPs which constitute the network service. We study the extent to which
the network function is affected by such failures and explore and compare
two simple protective actions that network operators may consider when
deciding how best to prepare their network for large-scale failures. Using
our taxonomy of Chapter 2, the failures considered here can be classified as
non-deliberate, transient, random, static, multiple link failures.

4.1 Resilience through Redundancy: Benefits and Lim-
itations

As we have seen, the central idea underlying the recovery mechanisms is
that of redundancy. The backup path is an abstract entity comprising of all
the additional components that are put in place in case the working path
fails. This is particularly so in protection-based recovery, but it is less clear
with restoration-based recovery. However, the use of restoration can be less
attractive in core networks due to the stringent requirements on recovery
time and recovery guarantees faced by network operators. In that sense,
protection is a “safer bet” and thus our remaining discussion on failures
assume that type of recovery.

Let us examine now the general operation of two of the most basic path
protection schemes, namely Dedicated Path Protection (DPP) and Shared
Path Protection (SPP), which will serve us to illustrate the effectiveness of
these protection techniques in single failure scenarios and their inapplicability
once multiple failures are taken into account. Both DPP and SPP can be
implemented through a variety of transmission technologies. DPP has
long been supported by SONET/SDH’s 1+1 (or 1:1) Automatic Protection
Switching and is offered as an option in several WDM products. Additionally,
MPLS Fast Reroute [114] provides support for both.

As discussed in Chapter 2, in DPP, two (link- or node-) disjoint paths
are exclusively assigned to an arriving connection, one acting as the working
path and the other as the backup path. Thus, it can survive any single (link
or intermediate node) failure. Fig. 4.1 illustrates the basic operation of DPP.
In this example, one (bidirectional) connection exists between nodes 1 and 9.
Now let’s assume that links 2–3, 3–5 and 5–7 are geographically close to each
other and that an event such as an earthquake affects them all so that their
failure is concurrent in time. Although the network would continue being
fully connected, DPP loses its efficacy because both paths have failed and,
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by design, dynamic recovery is not attempted. Note that the failed elements
need not be geographically related; any failure that touches both paths will
equally suffice. A possible solution is to assign more than two paths, say k
disjoint paths. However, finding k such paths for arbitrary source-destination
pairs is not always possible, as it depends on the topology and even on the
routing strategy employed. Furthermore, even if there were k paths, they
might not comply with QoS constraints, for example on maximum hop count
[140]. Note that in our example, we could not have three node-disjoint paths
between nodes 1 and 9.

Nevertheless, DPP offers the fastest recovery and the best protection in
single-failure scenarios. In fact, it works as expected even when more than
one concurrent failure network wide exists, for it operates at the connection
level. The drawback is the total capacity required to support it, which is at
least more than twice that of what is necessary for unprotected connections.
This disadvantage is alleviated by using SPP instead, which, in contrast to
DPP, shares a single backup path among n > 1 separate connections, thus
leading to savings on capacity at the cost of lowering the expectation of a
successful recovery. This trade-off has been studied in [124] for a number of
reference transport topologies, some of whose results we discuss briefly here.

The aforementioned study focused on connection availability, that is,
the probability that individual services would be in the operating state at
any given instant, under the assumption that the network could experience
failures originated in hardware malfunctioning or fiber cable cuts. The
computation of connection availability is based on the intrinsic reliability
data (i.e., standardized or vendor-provided MTTRs and MTBFs) of the
components sustaining the LSPs, such as optical cross-connects, transponders,
amplifiers, and optical cables. Essentially, an LSP can be viewed as a series
system so that it is available if all its components are available, is

Ap =
k∏
1
Aci (4.1)

where Ack
is the i-th component of the LSP p. Therefore, the greater the

number of components involved in an LSP, the higher the risk of failure.
Likewise, the longer the physical distance of links (in kilometers), the greater
the probability of fiber cuts.

Under DPP, a connection is available if at least one of its constituent
paths (working (w) and backup (b) paths) is available,

ADPP = Aw + (1−Aw)Ab. (4.2)
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(a) Failure-free state.

(b) Link 2–3 fails. Traffic is diverted to the backup path.

(c) Links 2–3, 3–5 and 5–7 fail. Both paths are affected and
the service fails for the affected connection.

Figure 4.1: Basic operation of DPP. A working path (solid line) and a backup
path (dotted line) are provisioned for a connection between nodes 1 and 9.
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Note that the equivalent formulation for SPP is different because the risk
induced by sharing must additionally be taken into account. These two
protection schemes were compared in the study from several points of view, of
which we mention two, namely restoration overbuild and expected downtime.
The comparison was performed through simulation, assuming a dynamic
traffic scenario on four topologies of varying size and geographical coverage,
with shortest-path routing. The values in Fig. 4.2 correspond to the average
of 80000 connection requests.

Restoration overbuild measures how much extra capacity is devoted to
protection, compared to the capacity used by working paths alone, while
downtime refers to the total time per year in which the service (e.g., con-
nection) is not operative. As can be seen, the extra capacity required with
SPP is consistently lower than with DPP (between approximately 18 and
30% lower). In contrast, the expected downtime is much higher with SPP,
though the difference depends on the topology (for instance, the relatively
poor performance of the Janos-US-CA topology is related to it having both a
larger diameter and longer physical links than the others).

4.2 Evaluation of topological damage

In Section 3.4 we have summarized a number of measures found in the
literature for the assessment of network robustness. In this section, we
evaluate numerically the robustness of five networks using three topological
metrics, as follows:

1. SLC , the size of the largest component,

2. A2TR, the average two-terminal reliability, and

3. AQ, the algebraic connectivity.

All the test topologies are synthetic: two random (ER) (er400d3 and
er400d6), one power-law (eba400n), one exhibiting community structure
(bt400) and one semi-regular (cost266x6). The first four were randomly
generated and the latter was derived from the reference topology Cost266.
Their main properties are summarized in Table 4.1; see Appendix B for
further details and visual representations.

For each topology, we evaluate the respective metric as function of the
fraction of failed elements r. A failure is materialized as the removal of either
links or nodes (with all their incident links), selected randomly with uniform
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Figure 4.2: Performance comparison of DPP and SPP on four reference transport
topologies with respect to restoration overbuild and downtime
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Table 4.1: Main properties of the topologies used in this section. |E| denotes the
number of undirected edges

Topology N |E| 〈k〉 diam 〈`〉 C̄

cost266x6 222 371 3.34 20 8.42 0.00
bt400 400 749 3.75 19 9.06 0.17
er400d3 400 618 3.09 12 5.48 0.20
er400d6 400 1205 6.03 7 3.56 0.05
eba400h 400 609 3.05 11 4.61 0.44

probability. These removals represent arbitrary and uncorrelated multiple
failures.

Unless stated otherwise, each point in the figures that follow is the average
of 1000 repetitions at selected values of 0 ≤ r ≤ 1. Thus, the lines between
consecutive points are there only to facilitate visualizing the trends. The
evaluation is started anew at each r, that is, the elements removed at r2
are not in addition to the ones removed at r1, but are selected again from
the original topology. We use the subscripts v and e to distinguish between
node and link removal. Thus, rv = 0.1 indicates the removal of 10% of nodes,
whereas re would be used when dealing with link removal.

4.2.1 Size of the largest component

The size of the largest component (alternatively, the size of the giant com-
ponent) is one of the most frequently used metrics, especially in complex
networks, see for example [42],[51],[66],[64] and the recent survey [93].

Fig. 4.3 shows the variation observed in the relative size of the largest
connected component as more and more links are removed. These results
correspond to r = 1, 2, . . . , 9, 10, 15, 20, 30, . . . , 100 (in percentage). Initially,
when the network is still intact, the size of the largest component equals the
network size, i.e., SLC(0) = N . Overall, the topology least affected by link
removal is erd400d6. It performs well even when r is high, which is seemingly
a consequence of its good connectivity. The cost266x6 topology also behaves
remarkably well up to r = 0.2, but from there on it quickly goes down.
Interestingly, for r < 0.3, eba400h is the worst performing in this group. As
a power-law topology, eba400h has many poorly connected nodes, of which
more than 60% have at most degree two (see Appendix B). Therefore, when
a number of links are removed, very often many nodes are left isolated in
small components (usually of size one or two), thus decreasing the size of the
giant component. In any case, it is remarkable that SLC decreases smoothly
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Figure 4.3: Effect of link failure on the size of the largest component

for eba400h, and to a certain degree for er400d3, whereas it drops quite sharply
for the other topologies.

The effect of node removal on SLC is shown in Fig. 4.4. As expected,
the impact is stronger because node removal implies link removal. Thus,
neighboring nodes that are not selected for failure are left isolated, leading
to further topology fragmentation. Overall, the difference between the
topologies for r < 0.15 is small: SLC(rv) is almost linear in all the cases,
although with differing slopes.

4.2.2 Average two-terminal reliability

The relative size of the largest component gives a rough idea of the integrity
of the network, but it does not really measure as to what extent the network
is still able to sustain communication between node pairs. A better measure
is A2TR, the average two-terminal reliability which has been defined in
Section 3.4.3 as the fraction of node pairs which are accessible through at
least one path.

Fig. 4.5 shows the evolution of A2TR when links are removed. The
shapes and relative positions of the curves are similar to what is shown
in Fig. 4.3 regarding the SLC . There is an important difference, however:
SLC(re) > A2TR(re) for all r ≤ 0.8 and, except for cost266x6 and er400d6,
the curves differ significantly even for small r. This means that SLC is too
optimistic; the impairment to the overall ability to communicate is much
worse.
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It is also possible to measure A2TR under node removal, but that alters
N and thus the results cannot be related to the original full topology. An
alternative is to substitute “remove node x” with “isolate node x” (by
removing all its links). We use that approach to explore another aspect not
mentioned up to now: the variability of the measurements. The less variation
the better because that means that no matter which specific elements fail,
the reduction in performance is expected to be approximately the same.
Fig. 4.6 shows the coefficient of variation A2TR(rv)/σ observed throughout
the repetitions, at some selected r ≤ 0.20. Three topologies show good
stability: the two random ER (er400d3, er400d6) and the power-law eba400h.
The bt400 topology is exceptionally bad, which in this context means that
there are certain crucial elements whose failure substantially alter the A2TR.
On the other hand, cost266x6 is again peculiar in that it is quite stable for
r < 0.1, but after that point the variation increases rapidly.

4.2.3 Algebraic Connectivity

The second smallest eigenvalue of the Laplacian is one of the most widely
used measures of topological strength. We use here the normalized algebraic
connectivity AQ, as defined in Section 3.2.6, to assess the state of the topology
as nodes are removed. We focus only on node removal because AQ is designed
to be insensitive to variations in the number of links. Furthermore, as the
second smallest eigenvalue of Q is also zero when the number of components
is more than one, we compute AQ on the largest component only, which is
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Figure 4.7: Average algebraic connectivity of the largest component

quite reasonable for small r, considering the results of Section 4.2.1 above.
Due to the high cost of computing the eigenvalues, each point is the average
over 200 repetitions instead of 1000.

As we can see in Fig. 4.7, the decline of the average AQ is slow for all the
topologies, but er400d6 clearly stands for its high algebraic connectivity. In
the other extreme there are cost266x6 and bt400 which are, according to AQ,
extremely fragile. Note also that eba400h is fairly fragile but stable. However,
these differences are not reflected in A2TR. Compare for example figures 4.5
and 4.7 at r = 0.1 to see that either the differences are not that big or that
the relative performance among the topologies is not coincident.

4.3 Evaluation of functional damage

The evaluations of damage performed in the previous section, while clearly
useful in the general case of topology analysis, show some limitations when
applied to data transport networks. This stems from the fact that they
largely depend on topological features, thus disregarding traffic dynamics and
operational constrains such as network load, heterogeneity in link capacity,
and routing strategy. Moreover, as we have already pointed out, it is quite
possible for the topology to remain connected after a multiple failure event,
but even so the number of lost connections can reach unacceptable levels.
Thus, instead of observing the state of the abstract topology, it might be
better to wonder about the fate of the units of service of the transport
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network, i.e., connections. The appeal of this approach for path-oriented
networks is that each connection embodies in its path the influence of the
structural properties of the topology on the traffic flow, as well as the network
operator’s policy on resource allocation, as implemented through routing.

We carry out this evaluation on the cost266x6 topology, which performed
well in the previous section for small values of r and is close in structure to
reference transport networks. We focus on link failures, which are assumed
to be independent and equiprobable random events.

For simplicity, we assume that links are capable of carrying an arbitrary
number of LSPs as long as free capacity is available, and that all nodes
support full wavelength conversion. To introduce a minimum degree of
heterogeneity in capacity, links have either C or 2C units of total capacity.
Half of them belong to the first group and the other half to the second, where
the membership to either set was decided on a random basis.

In order to simulate the provision of service in the network and the
occurrence of large-scale failures, an event-driven simulator that reproduces
the process of route selection in a path-oriented transport network was
developed. The simulator handles the reception of connection requests
between node pairs, triggers and coordinates the proper routing and capacity
allocation based on the demand, keeps track of the usage of resources (the
residual capacity on each link), releases connections when their holding time
has expired, and collects the required statistical data.

With respect to the traffic demand, the simulator accepts a series of
connection requests between randomly-selected source and destination nodes,
which arrive according to a Poisson process. As we are interested in a dynamic
traffic scenario, the capacity allocated to an accepted connection, whose
holding time is an exponentially distributed random variable, is released
as soon as the connection terminates. The aggregated traffic between any
pair of nodes is either zero or a fixed value greater than zero, meaning that
either they do not communicate, or contribute the same amount of traffic
as the other pairs. This traffic matrix is randomly generated. The capacity
requested by connections is a uniformly distributed random variable in the
range 1–10 units. Given the large diameter of the topology, in this experiment
we chose to discard traffic that can be considered “local” in the sense of node
neighborhood. Thus, connection requests between nodes that are four hops
or less apart are completely ignored.

For routing, a capacity-constrained minimum-hop shortest path is used.
Thus, links that do not have enough residual capacity to satisfy the arriving
demand are filtered out before the exploration begins. To avoid creating
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Figure 4.8: Percentage of connections affected at given fraction of failed links

unrealistically long paths, any request whose feasible path exceeds 24 hops is
also rejected. Note that the average minimum path length in this topology is
about 9 hops, while the diameter is 20. The blocking ratio is approximately
0.01 in all the experiments. For each accepted connection, one path from
source to destination is created. As no protection is provided at the connection
level, no additional path is created in addition to this working path.

Exactly one failure event is triggered during the simulation, whose time
is chosen randomly once a stable state had been reached. At that time, r
links are randomly chosen and deemed as failed. From now on, we refer
to a specific value of r as the fraction of failed links. The simulations are
performed with r = 5%, 10%, 20%. The number of connections affected by
the failure are averaged over 30 runs, each one processing a new set of 95000
randomly-generated demand set. A connection is considered affected if: a)
its duration has not yet reached its declared lifetime, and b) at least one link
included in its path is hit by the failure.

As can be seen in Fig. 4.8, even when r is relatively low (5%), almost
half of the LSPs (42%) active at the time of failure are affected, figure that
jumps to about 90% when r = 20%. It is clear that these numbers will be
different if connections are provisioned with protection, but in any case they
highlight that functional damage, in this case from the perspective of active
connections, is far more serious that can expected by just looking at purely
topological measures, for example the ones evaluated in the previous section.
Nevertheless, A2TR and SLC can be used to estimate the number of future
connections that would be blocked by lack of connectivity, so both classes of
measurements can be complementary.

73



CHAPTER 4. MULTIPLE UNCORRELATED LINK FAILURES

4.4 Limiting functional damage through Link Prioriti-
zation

Let us suppose that all the links in a network have equal probability of being
hit by a certain failure, and that it is possible to make them invulnerable at
a fixed cost per link. Let us suppose also that several links can be affected at
once — that is, there exists a fraction r of failed links, as before — and that
a budget is available for shielding a limited number of them so as to reduce
the total number of affected connections when such a large-scale failure event
occurs. Which links should be part of this set of invulnerable links? Which
criteria can be used for selecting them in the best possible way?

The combinatorial and non-deterministic nature of this problem make it
difficult to offer a computationally simple and exact solution, and thus call for
approximate solutions instead. In this section we discuss two heuristic-based
approaches to the problem, which are discussed in more detail in [126] and
[123]. The first one takes advantage of the concept of betweenness centrality,
which from now on we will identify as EdgeBC. The second is based on link
usage statistics collected as part of the connection set-up phase, identified
from now on as OLC, for Observed Link Criticality. The idea is that they
produce a prioritized list of links that we can choose from to satisfy the
maximum number of links that are to become invulnerable. Thus, they offer
a criterion for link prioritization.

We proceed now to explain both approaches, highlight their strengths
and limitations, and compare, through simulations, their performance at
different fractions of failed links.

4.4.1 EDGEBC: The betweenness centrality approach

The concept of betweenness has been used in a variety of settings, for example
to find communities in networks [109], to test tolerance to targeted attacks
[46], and to reduce connection blocking in path oriented networks [125]. As
previously stated in Section 3.2.4 that the edge betweenness centrality CB(e)
determines how often a link e lines along the shortest paths in the whole
topology. Thus, it gives an estimation of the importance of a link as a
mediator in the communication.

Given that CB(e) depends only on the topology, it can be computed
just once as long as the topology remains unchanged. However, this very
fact is also the source of its weakness, for it cannot fully take into account
some fundamental aspects of an operational network. For instance, from the
point of view of routing, the network topology suffers recurrent virtual and
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transient changes. There is a virtual link removal when the corresponding
residual capacity reaches zero. Conversely, the link is re-inserted later on
when the connections that use it are torn down. Therefore, the shortest
path at any instant depends on the network state: one particular connection
request might be assigned the ideal shortest path, but the next one might
not. Furthermore, links need not have all the same capacity and there may
be imbalances in the traffic matrix, as the contribution to the total traffic of
certain node pairs can be substantially different from other pairs. Thus, CB
should be viewed as a rough estimation of the effective centrality.

4.4.2 OLC: The Observed Link Criticality approach

This measure is based on the concept of criticality in minimum-interference
routing [25]. The difference is that, instead of relying on an approximation
based on static data, we can directly take advantage of dynamic information
about resource usage that can be collected in the GMPLS control plane.
Specifically, each link e can have associated a counter ce for the number of
LSPs going through it, and that counter can be updated as connections are
accepted and released. That way, the relative importance of e is Me = ce

N ,
where N is the number of active connections at a certain instant. From this,
an estimation of the link importance can be obtained as a simple moving
average of Me:

Ie = 1
k

k−1∑
i=0

Mei (4.3)

where k is a constant for the number of consecutive samples to use, and Me0

is current value of Me, Me−1 is the immediately preceding value and so on.
The disadvantage of this approach compared to EdgeBC is that the

network must already be in operation, and preferably in a steady state,
before it can be applied.

4.4.3 Performance Comparison

We compare the performance of EdgeBC and OLC through simulation, in
much the same way as in Section 4.3. Besides the fraction of failed links r,
there is an additional parameter, the size of the set of invulnerable links z,
also a fraction.

The simulations are performed with r = 5, 10, 20, and z = 10, 20, 30
(both as percentages). Thus, one simulation run corresponds to a specific
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Table 4.2: Frequency distribution of connection path length of a representative
simulation run

Path Frequency Cumulative
length (%) frequency

5 8.5 8.5
6 9.4 17.9
7 10.2 28.1
8 10.3 38.4
9 10.2 48.6
10 9.4 58.0
11 8.4 66.4
12 7.6 74.0
13 6.4 80.4
14 5.2 85.6
15 4.3 89.9
16 3.5 93.4

17–24 6.6 100.0

combination of r, z and the procedure for the selection of invulnerable
links, which for simplicity is called selection strategy from now on. For
comparison purposes, a third selection procedure is included, which chooses
links randomly (uniform distribution). This gives 27 cases in total. As before,
the results are the average of 30 runs per case. Two figures of merit are
considered:

• the percentage of active connections affected by the failure.

• the frequency distribution of path lengths of the affected connections.

Table 4.2 shows the distribution of the frequency of connection path length
of a representative simulation run. It can be observed that the frequency
distribution is rather wide, although the very long paths are infrequent: only
about 10% of them are longer than 15 hops.

As a single average value may not be very sufficiently representative,
Fig. 4.9 presents the percentage of affected connections discriminated by
path length in the case of have r = 5%. The subfigures correspond to the
three strategies when z = 10, 20 and 30.

As can be expected, Random is essentially insensitive to the fraction of
invulnerable links. It is interesting to note in Fig. 4.9c that there exists a
case in which z is six times the value of r, but even then the positive effect is
negligible. This behavior is similar for all path lengths. Only for the longest
paths in Fig. 4.9c does performance vary with respect to z, which is due to
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Figure 4.9: Fraction of connections affected by the failure when r = 5%
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the fact that the number of connections of such long lengths is very small
compared to the rest (see Table 4.2).

In the remainder of the cases, the behavior clearly depends on r and
z. For instance, when r = 5% and z = 10% the difference with respect to
Random at path length = 10 is about 8%, but it jumps to almost 20% when
z = 30%. In general, both EdgeBC and OLC offer similar results, but when
z is raised to 30%, OLC is the one whose reaction is more visible, producing
the lowest values for the number of affected connections.

The performance of the three strategies is summarized in Table 4.3. The
column “% Affected connections” gives the average percentage of connections
affected by the failure. The remaining columns put connections into three
categories based on their path length, and show what fraction of each group
was adversely affected. The categories are as follows: a) Short (5–8 hops),
b) Medium (9–18 hops), and c) Long (19–24 hops). Each value is an average
of the individual results in the range. Every combination of r, strategy and
z considered in this section has an entry in the table. The results grouped
in this way are shown graphically in Fig. 4.10 for the case of r = 10% and
z = 30. As can be seen, the difference between Random and the other two
is almost 20% for short paths. That difference jumps to around 30% for
paths of medium length, and shrinks back to around 20% for long paths.

These results show the high sensitivity of a connection-oriented network
to large-scale failures, because the failure of even a relatively small fraction
of links (5%) causes disruption to almost half the connections in the studied
scenario. Moreover, the Random strategy, which represents a prioritization
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Table 4.3: Performance of EdgeBC, OLC and Random, discriminated by
category of path length

% Affected Path length
r Strategy z connections Short Medium Long
5 EdgeBC 10 34.6 25.6 42.8 67.3

20 30.8 23.1 37.3 62.1
30 25.1 20.4 29.2 53.6

OLC 10 33.7 25.4 41.1 60.7
20 28.6 22.9 33.8 54.1
30 23.4 19.7 27.2 42.2

Random 10 40.5 29.5 50.1 70.8
20 42.0 29.7 52.1 69.1
30 41.6 29.0 52.4 69.2

10 EdgeBC 10 54.5 43.1 64.5 86.2
20 49.2 40.0 57.3 82.5
30 42.7 35.1 50.0 75.8

OLC 10 53.9 45.0 65.4 85.1
20 47.5 39.0 55.7 77.1
30 40.2 34.3 45.6 68.2

Random 10 64.1 49.1 76.2 90.4
20 64.5 50.2 75.8 90.1
30 65.2 50.9 76.6 90.9

20 EdgeBC 10 79.9 69.9 88.2 98.5
20 71.6 62.6 79.6 96.0
30 65.2 56.6 73.2 93.9

OLC 10 78.8 70.4 87.9 96.4
20 70.7 61.8 78.6 94.7
30 62.2 55.4 68.9 90.0

Random 10 87.1 76.7 94.6 99.4
20 87.4 77.0 94.9 99.6
30 86.4 75.9 94.1 99.0
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without a specific criterion, shows that little or no benefit is obtained in
terms of robustness by choosing links disregarding their role in the overall
traffic flow.

With respect to the strategies EdgeBC and OLC, results show that both
are capable of minimizing the impact of these failures with the appropriate
election of z. Of the two, we can see that OLC is the best overall performer:
the number of connections affected is lower than with the EdgeBC and, at
the same time, the number of surviving connections whose path lengths are
medium and long is higher.
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5
Large-scale propagating failures in GMPLS

networks

In this chapter we address the problem of assessing the robustness against
multiple node failures in GMPLS networks. Our focus is on failures that can
propagate simultaneously on two axis: horizontally in the control plane (that
is, from node to node), and vertically, from the control plane towards the
data plane.

5.1 Multiple failures in GMPLS-based networks
Given that current networks integrate multiple transport technologies, sys-
tems as a whole usually follow a stacked multilayer architecture, whereby the
upper layers operate on virtual topologies built successively upon structures
realized in the lower layers [118]. This multi-layered architecture can improve
network resilience due to the fact that it brings flexibility to fault manage-
ment and recovery [37]. Unfortunately, it also introduces an undesirable
effect known as failure propagation, whereby failures at the bottom layer
may disrupt services in higher-level layers. Furthermore, by the very nature
of the architecture, one failure at the bottom layer can manifest itself as
several concurrent failures in higher layers.

The negative effects of failure propagation can be avoided or limited by
having the network’s lower layers automatically find or use new paths or
subpaths after a failure, provided it has its own protection mechanism. Thus,
recovery procedures can be automatically activated upon failure, making it
invisible to the upper layer [45]. A different approach is to design the higher-
level network topology taking into account the capabilities and constraints
of the lower-layer network. Suppose for example a two layer system, as in IP
over WDM. In such a system, the objective of this second approach is to place
the demands (LSPs) of the IP layer on the WDM infrastructure in such a way
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Figure 5.1: The Control and Data planes in the GMPLS architecture

that failures will not leave the IP topology disconnected and that capacity will
be available to successfully complete the recovery at that same layer. This is a
design problem known as network mapping (or survivable mapping), studied
in the context of optical network design for survivability, on which there is
ample literature, see for example [103],[118],[73],[113],[85] and [71]. As the
network mapping problem is known to be NP-complete [45], several heuristic
algorithms has been proposed either to find mappings or to augment a given
topology until a desired mapping can be found, see for instance [82],[90] and
[135]. In any case, we must remember that these approaches are effective
when failures are localized, not for arbitrary large-scale multiple failures.

Furthermore, even if the architecture of the network under consideration
is not multi-layer, very similar issues regarding failure propagation arise if
it is a GMPLS-controlled network. As previously stated, GMPLS clearly
distinguishes two different parts in every node (see Fig. 5.1), which is a
consequence of the separation of planes. First of all there is a forwarding
component, where specially designed hardware is dedicated to process as
fast as possible incoming data streams towards the corresponding output
ports, according to a forwarding table. Above this component, there is a
generic control hardware executing a specific network operating system that
runs the routing and signaling protocols and configures the forwarding table
(when connections are established or released). Although both components
are usually located in the same device, they have some degree of isolation
from one another.

In such scenarios, it can happen that an attack or failure only affects the
control component or only the forwarding component for a short period of
time. It is even possible that, due to a virus, targeted attack or software
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configuration error, the failure affects only to a single control plane mechanism
(i.e. signaling protocol or routing protocol). In the case that the signaling
module fails and the routing module is still working, connections cannot be
established or removed through that node. In this case, it is possible to use
the routing module to advertise the neighbors that there is no free capacity
available so they do not attempt to establish new connections through the
partially failed node. On the other hand, if the signaling module is still
operational but the forwarding module fails, changes in the local state (e.g.
capacity being allocated/released) will not be advertised to the neighbors
and they will be working with out-of-date information. However, the failed
node could still be able to process new connection requests and tear down
existing connections.

It is of major importance to establish some mechanisms in order to recover
the functionality of the failed control component as soon as possible and
re-synchronize the control and forwarding components. One way to achieved
this is by having the nodes implement re-synchronization mechanisms like
“Non-Stop Forwarding” and “Graceful Restart” [110],[28]. Nevertheless, this
process can be complex and may take some time to complete due to a first
stage of reinstalling or rebooting the control component, and the message
exchange procedure that must be performed to achieve re-synchronization
[88]. In any case, the broader issue of resilience of the control plane has not
been neglected by the research community, see for instance [75], [117], [122]
and [79], but it is outside the scope of this thesis.

Now that we have established that failures can propagate “vertically”
(from control to data plane), we can consider failures in the other axis, that
is, “horizontally”, from node to node. Certain types of failures, for example
those originated in software bugs, intentional attacks and even configuration
errors, make this scenario at least conceivable.

In this thesis, it is assumed that this type of multiple failures propagate
through the control plane exclusively. This restriction, however, does not
diminish the danger, for a failure that reaches another node through the
control plane can trigger the inter-plane (vertical) failure propagation.

We have studied this type of failure scenarios from the perspective of
epidemic networks [24]. The following sections explain the main ideas and
the results obtained.

83



CHAPTER 5. LARGE-SCALE PROPAGATING FAILURES IN GMPLS
NETWORKS

5.2 Basic terminology of epidemic networks
Epidemic networks is a general term that describes how an epidemic spreads
when new cases of a certain disease, in a given population and during a given
period, substantially exceed what is expected, based on recent experience.
The rise and decline in epidemic prevalence of an infectious disease is a
probability phenomenon dependent upon the transfer of an effective dose of
the infectious agent from an infected individual to a susceptible one. Research
in this area involves different aspects, such as modeling how an epidemic
evolves or how to immunize part of the population to minimize or control
the effect of the epidemic. Power supply networks, social networks, neural
networks or computer networks are some cases where this subject is of special
relevance. Furthermore, it is possible to generalize from virus (or diseases) to
failures, for there are certain types of failures whose propagation dynamics
resemble that of epidemics.

An epidemic network is usually modeled as a graph in which vertices (or
nodes) represent the individuals and edges their relationship (for example a
disease). Several types of nodes and failures can be represented. For instance,
in a medical context when a failure affects a node, it refers to a biological
virus infecting a cell. Just as when, in power supply networks, a failure refers
to a power station stopping providing service.

The problem of virus propagation has attracted huge interest among
the scientific community. Several models have been proposed for epidemic
dynamics, the most common being Susceptible-Infected (SI) , Susceptible-
Infected-Susceptible (SIS) Susceptible-Infected-Removed (SIR) models. Em-
bodied in their names usually the stages of the disease for each individual
in the network. In the SIS model, for example, an individual is initially
health but susceptible to contagion, then it becomes infected and remain
infective for some period of time, and returns to the initial susceptible state
afterwards. An individual is “infective” when it can pass the disease onto
its neighbors, which happens at some rate. In fact, all transitions between
states have associated a rate. Fig. 5.2 is the typical representation of the
stages of an epidemic model. In this case, it is the state-transition diagram
of the SIS model, where β and δ are birth and death rates respectively.

Unlike the SIS model, an infected individual in the SI model will remain
infected (and infective) forever, as in fact happens with some diseases in the
biological world. On the other hand, the SIR model introduces the “removed”
state, in which the individual dies after the infection. Thus, the epidemic
will also die out over time (when all individuals had died). Note that “SIR”
also identifies another variant, the Susceptible-Infected-Recovered model, in

84



5.3. A NEW MODEL OF FAILURE PROPAGATION: THE SID MODEL

Figure 5.2: The state-transition diagram of the SIS model

which an individual can be infected just once because when it recovers, it
becomes immune and will no longer pass the infection onto others.

These are the most common models, but the interested reader can find
several others in the literature on epidemics and complex networks, see
for instance the books [41] and [13]. Additional concepts and terminology
pertaining to epidemics will be introduced as needed when we discuss our
SID model in Section 5.3

5.3 A new model of failure propagation: The SID
model

This section introduces the Susceptible-Infected-Disabled (SID) failure propa-
gation model. SID can be considered an extension of the SIS model, where
the addition of a new state is a consequence of our need to take into account
failure propagation in the two directions previously discussed: node-to-node
in an epidemic-like fashion, and from control plane to data plane.

Fig. 5.3 shows the transition-state diagram of the SIS model, embedded
in a larger diagram corresponding to the SID model. Each node, at each
time-step t, is either susceptible

�� ��S or infected
�� ��I . A susceptible node can be

infected with probability β by receiving the infection from a neighbor. An
infected node can be repaired with probability δ1. Remember the assumption
made regarding the failure of a node’s control plane: it means that no new
connections requests can be accepted by that node. It is interesting to note
that the larger the value of 1− δ1, the greater the number of path requests
blocked by the node. δ1 can be evaluated by taking into account the time to
detect the failure and the time to repair (and sometimes update) the modules
affected by the failure/virus attack. This process can be performed without
disrupting the ongoing connections in the data plane.

Strictly speaking, and following the example of other models, SID should
be called SIDS, because nodes always return to the initial state. But as in
[26] it was called “SID”, we prefer to keep using that name for consistency.
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Figure 5.3: State-transition diagram of the SIS and SID models and the relationship
to the operational states of the GMPLS planes

The added sate Disabled (
�� ��D ) is meant to takes into account the fact that

an infected node may degrade to a complete nodal failure (i.e. control and
data plane failure). When a node becomes disabled, all connections crossing
that node are removed (i.e., lost). In that case, the node needs a process
in order to be repaired, and the time needed is directly proportional to the
MTTR (Mean Time To Repair), that is, δ2 can be computed as 1/MTTR.
It is worth mentioning that in the SID model an infected has to possible
transitions, which makes it different from existing models.

5.3.1 SID epidemic thresholds

This model can be described by a Markov chain in either continuous time or
discrete time with a small enough time step. Thebasic reproduction number,
usually denoted by R0 and defined as the average number of infections
produced by an infective individual (infected node) in a wholly susceptible
population is

R0 = β

δ1 + τ
λ1 (5.1)

where λ1 > 0 is the largest eigenvalue of the non-negative irreducible sym-
metric adjacency matrix of the network (see [48] for expressions of R0 in a
wide range of models), For the particular case of a homogeneous network,
the largest eigenvalue is equal to the average nodal degree, see [33] and [116].

The formula for R0 above can be interpreted as follows: β λ1 is the
transmission rate across an infective contact times the expected number of
contacts (connexions), whereas 1

δ1+τ gives the expected lifetime of an infected
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node (i.e. the mean infectious period). Therefore, the following epidemic
threshold can be stated:

• if R0 < 1, equivalently, β
δ1+τ <

1
λ1
, then the infection dies out over

time, that is, the number of infected and disabled nodes goes to zero.

• if R0 > 1, equivalently, β
δ1+τ >

1
λ1
, then there is an epidemic outbreak

affecting ultimately a fraction of the network nodes.

The spread of the infection in the network depends on the topology of the
network through the single parameter λ1 > 0. This phenomenon follows on
from the systematic approach of considering the linearization of the model
around the disease-free steady state, where the adjacency matrix of the
network appears and its largest eigenvalue λ1 determines the (un)stability.
Analogous results have been reported in [33] and [116] for the case of the
SIS model.

Finally, for a homogeneous network we have explicit expressions for the
endemic steady state: the fraction of susceptible nodes is 1

R0
, the fraction of

infected nodes is

(1− 1
R0

) 1
1 +R1

with R1 = τ

δ2
, (5.2)

and the fraction of disabled nodes is

(1− 1
R0

) R1
1 +R1

. (5.3)

Fig. 5.4 shows these proportions varying the parameter β/(δ1 + τ). More-
over, this endemic equilibrium is asymptotically stable whenever it exists
(R0 > 1). It also shows analytically the values for the number of nodes
in the susceptible, infected and disabled states. Two important points are
highlighted in the figure: the intersection of the infected and susceptible
curves, and the intersection of the disabled and susceptible curves. The
mathematical expressions for both intersection points of our model are also
given.

5.3.2 Empirical validation of the model

To validate empirically the analytical model, we proceeded to simulate the
spreading of an epidemic according to the SID model on different topologies
and rates. A simple approach was used: at each time step and for each
and every node in the topology, the next state is determined based on the
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Figure 5.4: SID model: Analytical values for the number of nodes per state

current state and provided the rates. Thus, as time advances we can have the
number of nodes per state and compare them with the analytical estimation.

Fig. 5.5 shows the temporal evolution of the epidemic on the t65 topology
on a typical run. The rates chosen are shown in the figure. The expected
fraction of infected nodes is so the analytical value is 37.5% (see Eq. 5.2).
As can be seen in the figure, once the epidemic reaches a steady state, the
fraction of infected nodes is close to the analytical value. Values for the
number susceptible and disabled nodes can be obtained in a similar way.
Several simulations have been performed to confirm that the analytical and
the simulation values are always equal.

5.4 Failure propagation on Rings

This section studies the propagation of failures on ring topologies to under-
stand what effect it has on network availability. It is assumed that failures
propagate basically according to the SID model, with some adjustments to
account for the peculiarities of ring topologies.

Rings are interesting for two reasons. Firstly, studying their reliability is
important as they are widely deployed as part of several transport technolo-
gies, for example SONET/SDH, and are commonly found in metropolitan
area networks [103],[59]. Secondly, their simple structure makes it possible
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Figure 5.5: Epidemic spreading on the t65 topology when δ1 = 0.3, δ2 = 0.3,
τ = 0.1 and β = 0.167.

to use enumerative approaches that are impractical with arbitrary topologies
due to the state space becoming exceedingly large. More specifically, if we
assume that failure events in an individual node occur independently from
one another and that they exhibit the memoryless property, that is, the
inter-failure times are exponentially distributed, then a Continuous-Time
Markov Chain (CTMC) can be used to model the propagation of failures on
them and assess their reliability numerically.

This section is based on [127], which introduced CTMC models for two
rings, one consisting of eight nodes and the other of thirty two nodes1.
The focus in this section is on the results for the eight-node ring; the
interested reader can find the aforementioned article the formulation for rings
of arbitrary size as well as the precise mathematical formulations employed.

5.4.1 Assumptions

A CTMC is characterized by the so-called state-transition-rate diagram. In
our case, this can be constructed based on the SID model and the associated
rates, see Fig. 5.3. The values on the arrows refer to the transition rates
between states, that is, the failure or repair events per unit of time. Thus, a

1The CTMC-based performance analysis presented in [127] was a joint work undertaken
by researchers from Universidad Carlos III de Madrid and Universitat de Girona.
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fully operational node (state
�� ��S ), which by definition means being susceptible,

becomes infected at rate β. An infected node may become again operational
(state

�� ��S ) or disabled (state
�� ��D ). The first case occurs at rate δ1, which is

the rate at which the network administrator fixes the problem, whereas the
second case occurs at rate τ . The network operator may also repair disabled
nodes at rate δ2, returning it to state

�� ��S .
One rate that is not included in Fig. 5.3 but necessary for developing

the CTMC model is the spontaneous infection rate βF . This value refers to
the rate at which a given node none of whose neighbors are infected may
spontaneously become infected. Its purpose is to account for the appearance
of new infections occurring without external intervention. The value of βF is
assumed to be much smaller than β. Thus, for simplicity, it does not appear in
the calculation of the corresponding infection rate. Furthermore, spontaneous
infections should be rare under the following behavioral hypothesis: when a
node has just had a control plane failure, no more isolated nodes are allowed
to have spontaneous control plane failures, but only by infection propagation.

It is important to remember that in this scenario, the epidemic-like
spreading of failures happens only among entities of the control plane, that
is, the inter-plane failure propagation (from the control plane to the data
plane) is not epidemic; instead, it is the consequence of assuming that a
certain ratio of nodes in state

�� ��I cannot be repaired, at which point the data
plane (in fact the whole node) also fails, until it is returned to the susceptible
state by manual intervention.

One peculiarity of ring-based networks as deployed in data communi-
cations (e.g., double ring configurations with traffic flowing in opposite
directions on the ring) is that single node failures do not break connectivity.
This can be thought of as if node removal generates a new smaller connected
ring. In fact, several nodes can be removed and full connectivity preserved
among the remaining nodes as long as the failed nodes are adjacent in the
original topology. In this section, it is assumed that the system (the whole
ring) is disconnected (or unusable, unavailable) when there are at least two
nodes in state

�� ��D , as well as when the number of nodes in state
�� ��S is zero.

Such a “disconnection” state represents a major failure requiring the urgent
intervention on the part of the network operator.

5.4.2 A CTMC model for a small ring

Let us consider the eight-node topology of Fig. 5.6. It represents the case
in which all nodes are fully operational, that is, in state

�� ��S . The dynamics
of the epidemic dictates that, over time, one or more nodes will become
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Figure 5.6: The eight-node GMPLS-based ring example

infected, some will be disabled for a certain time period and then return to
the healthy state, etc. Each specific combination of node states constitute a
ring configuration. To fully characterize the possible configurations, let us
enumerate explicitly the rules governing the transitions:

1. Already infected nodes may infect only neighboring nodes. A node
may be infected only if it has at least one neighboring node already
infected. The first infection occurs spontaneously at rate βF .

2. Already infected nodes may become disabled. Disabled nodes cannot
infect other nodes, nor can they propagate their disabling state to other
nodes.

3. Both infected and disabled nodes may be repaired by the administrator,
but only if they are adjacent to a susceptible node. In other words,
node repair strategies occur at the edges of the infected/disabled area.

With these rules in place, a triplet notation (NIl:ND:NIr) can be adopted
for the ring configuration. The number of nodes in the

�� ��D state is indicated
by ND, while NIl and NIr are the number infected nodes to the left and
to the right of the disabled area, respectively. The “left” and “right” are
identified by look towards the center of the ring. In the figures, the ring
configuration triplet, also called the “ring state”, is shown at the center.

Note that when ND = 0 (that is, no nodes are in state
�� ��D ), the notation

may be reduced to (0:0:NIr). Furthermore, given the symmetry of rings,
configurations (0:1:1) and (1:1:0) are equivalent and must be treated as one.
By convention, NIl ≤ NIr in the triples.
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An example of a series of ring state transitions is given in 5.7. Initially,
the ring is in state (0:0:0) as all nodes are susceptible. At some point in
time, one node becomes spontaneously infected (this is node number 1 in
Fig. 5.7b, but it may be any of them). This occurs with rate 8βF and brings
the ring to the state (0:0:1). From there on, that infected node may cause a
transition to one of the following states:

• the state (0:0:2) if the infection is passed on to a neighbor, which
occurs with rate 2β since the infected node may infect any of its two
neighboring nodes.

• the state (0:1:0) if it becomes disabled, which occurs with rate τ (see
Fig. 5.7c).

• the state (0:0:0), if the network operator repairs the node and returns
it to the susceptible state. The rate of this transition is δ1.

By proceeding in this way, all the possible transitions and rates can be
enumerated, obtaining a full state-transition-diagram for the topology as
a whole (the corresponding diagram is given in [127]). The infinitesimal
generation matrix Q can be computed from the state-transition-rate diagram.
This matrix characterizes the transient behavior of the CTMC. so that the
steady-state probabilities (that is, the percentage of time that the ring is in
a given configuration) can be obtained, as well as the first-passage times of a
given state (that is, the amount of time on average to reach a given state).

5.4.3 Guidelines for the assignment of repair rates

By solving the steady-state probabilities of the CTMC-based model, it is
easy to find the percentage of time that the ring stays in every state as a
function of the two repairing rates δ1 and δ2. Remember that δ1 is the rate at
which the control plane of a node is repaired, and δ2 the rate at which nodes
are returned to the fully operational state after a complete failure. The units
of all the rates are normalized as the amount of transitions events (failures
or repairs) that occur in an infinitesimal period of time in the CTMC model.

Operators usually have no control over the failure rates (i.e., β and τ)
but they can choose the repair rates. Therefore, the goal here is to offer
guidelines for selecting the appropriate repair rates to attain a given network
availability, say 99.999% availability. To that end, a sensitivity analysis of
the two repair rates is performed, seeking to identify trends from which to
derive the desired guidelines.
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(a) Ring is fully operational (b) One infected node

(c) One disabled node (d) Two infected nodes

(e) Three infected nodes (f) One infected and one disabled
node

Figure 5.7: Examples of system states on the eight-node ring topology
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The repair rates influence the time spent in each network state. As there
are many states even for small topologies, it can be more convenient to group
the results into a number of categories:

• Fully operational state, that is, the percentage of time at which the
ring has all its nodes fully functional.

• Moderate Infection: includes all states in which at most one node
is disabled and at most N/2 nodes are infected.

• Severe Infection: includes all the states in which at most one node
is disabled and more than half of the nodes are infected.

• Disconnection, which happens whenever the ring has more than one
disabled node, or all of its nodes are infected.

These categories are symbolized in the figures that follow by P(0:0:0), PlowI ,
PhighI and PDISC respectively. Note that the boundary between moderate
and severe infection can be defined arbitrarily. Here, N/2 was chosen for
simplicity.

5.4.4 Numerical results

Fig. 5.8 shows the stationary probability of each category of states as a
function of δ1. Fig. 5.8a corresponds to the case when β = 1, τ = 1 and
δ2 = 0.5. As can be seen, severe infection and disconnection are clearly
related; they are essentially the same curve. In them, the variation with
respect to δ1 exhibits basically two stages: it is relatively stable up to certain
point, but then tends to zero very quickly. By comparing the two sub-
figures we can also see that δ2 practically has no influence on the stationary
probability.

In Fig. 5.9 there are the same two cases as before, expect that now β
is 20 times larger. The trends are, in general, the same as in the previous
figure. However, the specific values are quite different. For example, for the
disconnection probability to approach 10−4, δ1 needs to be around 102 in
Fig. 5.8a but around 103 in Fig. 5.9a.

In summary, we can say that in order to achieve a disconnection steady-
state probability below 10−5, it is required that δ1 > 4× 102β when β = 1,
and δ1 > 4× 103β when β = 20.

Regarding δ2 (the rate at which completely failed nodes are taken back
to the susceptible state), the corresponding sensibility analysis shows that
its influence over the stationary probabilities is also residual. The interested
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Figure 5.8: Impact of δ1 on the steady-state probabilities of the CTMC for the
eight-node ring when β = 1
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Figure 5.9: Impact of δ1 on the steady-state probabilities of the CTMC for the
eight-node ring when β = 20
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reader can find the details in [127], as well as estimation of the mean time to
failure as a function of the repair rates.

In essence, the key to having a highly available network is the ratio
β/δ1. The results show that it is safe to have a repairing rate δ1 > 103β to
guarantee 99.999% network availability.

5.5 Comparing robustness against propagating failures
This section shows an application of the SID model to the assessment of
robustness when failures propagate from node to node. The starting point
is the following: given two arbitrary topologies “A” and “B”, if both are
subjected to a large-scale failure of similar intensity (e.g., a SID-based
epidemic spreading), topology “A” can be considered more robust than “B”
against that failure if the effects of epidemic spreads more slowly on it than
on “B”.

It must be noted that this is a novel approach to measuring robustness,
which we introduced in [26]. In the context of epidemic-based failures, the
metric most commonly used in the literature is the largest eigenvalue of
the adjacency matrix . The assumption is that larger this value, the more
robust the topology is [33]. However, there are drawbacks in using structural
measures for the type of networks and failure scenarios addressed in this
thesis, as already discussed in previous chapters This new metric has been
called “Topology Robustness against epidemics in GMPLS networks”, or
TRG.

We propose using blocking ratio as the main indicator of system (that is,
network) performance. Basically, the goal is to identify the topology on which
performance degrades more gracefully (more slowly). To use this indicator,
it is necessary to load the networks with connections requests, let the failure
spread and observe and record the effects. That is, a combined simulation of
service provisioning and epidemic spreading must be performed.

5.5.1 Simulation environment

A dynamic traffic scenario is chosen for the simulations, that is, connections
have random durations. The rest of the simulation parameters (connection
inter-arrival times, routing policy, number of repetitions, traffic matrix, etc.)
are similar what is used in Section 4.3. The differences are as follow. Firstly,
three topologies are used here instead of one, namely t204, t65 and bt400.
Secondly, it is assumed that resources (e.g., capacity), are always available
and no other path quality constraint is imposed (e.g., maximum hop count,
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Figure 5.10: Blocking ratio on the T65 topology when δ1 = 0.3, δ2 = 0.3, τ = 0.1
and β = 0.167.

delay). Thus, the blocking ratio depends only on the effects of the epidemic,
that is, connections will be blocked only when no feasible paths exists because
the necessary intermediary nodes are not available (are disabled).

With respect to the rates of the SID model, they are chosen so that the
topologies to be compared are subjected to infections of similar intensity,
which can be calculated easily through the formulations given as part of the
definitions of the SID model.

5.5.2 Measuring the performance degradation

Fig. 5.10 contains three curves, all related to the temporal evolution blocking
ratio (and the spread of the epidemic) on the t65 topology (for brevity, the
figures for other topologies are omitted, which in any case are essentially
similar to this one). At that any discrete simulated time t, a certain number
(say Qt) of new connection requests arrive. Some of them (say Bt) are
rejected due to the effects of the epidemic (one or more required nodes are
disabled). The ratio Bt/Qt is the instantaneous blocking ratio identified as

98



5.5. COMPARING ROBUSTNESS AGAINST PROPAGATING FAILURES

“DBP” in the figure. As can be seen, it oscillate but a trend is clearly visible.
A more stable value is the global or accumulated blocking ratio, identified

as “ABP” in Fig. 5.10,

ABP (t) =
t∑
i=0

(Bi/Qi), (5.4)

that is, ABP (t) is the accumulated blocking registered from time 0 up to
time t. As expected, ABP grows rapidly and then stabilizes (in fact, it
becomes the average DBP in the steady state). Thus, ABP is an average of
the performance degradation.

However, there remains the question of measuring speed of the degrada-
tion. Let us first introduce the idea of maximum (or worst possible) blocking
ratio for a specific epidemic scenario. This happens when the network is
in a state in which the number of disabled nodes is the maximum possible.
The model definition gives us the expression to estimate that number, which
means that a complementary simulation can be run with that many nodes
already disabled. The reported results are average values given that the sim-
ulations are repeated several times and the nodes which will be permanently
disabled are chosen randomly. The curve “MBP” is this maximum blocking
ratio, which is practically a straight line, as expected.

Now TRG can be defined in terms of ABP and MBP: TRG is the area
between ABP and MBP, once the epidemic reaches its steady-state at some
t = k, that is,

TRG =
∫ k

t=0
(MBP −ABP ) dt. (5.5)

However, as MBP and ABP are accumulated values, a simple approximation
is the difference between them. The larger this area, the more robust the
topology.

5.5.3 Topology comparison through TRG

Fig. 5.11 illustrates the use of the TRGs to compare the three topologies
used in this section. Note that instead of giving a single TRG value for each
topology, we opted for defining four infection levels, which are defined by
assigning appropriate values to the basic reproduction number R0.

Let us focus on the extreme infection scenario. It can be seen that the
t65 topology is the most robust of the three according to the TRG (its TRG
bar is the longest in the illustration). However, if the topologies were ranked
according to their largest eigenvalue, the most robust one would be bt400.
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Figure 5.11: Robustness comparison of the three studied topologies under different
epidemic scenarios

Contrary to the measure based on largest eigenvalue, with TRG it is
also possible to observe that the topologies perform differently when the
epidemic scenarios change. For instance, t65 outperforms the other under
light and extreme infections, but it is not the best in the rest of the cases.
This behavior can be explained by the fact TRG considers not only the speed
of the epidemic but also connections path lengths. Note that the probability
of a connection being rejected is higher as its path length increases. As can
be seen in Appendix B, t65 has much shorter average path length than the
others, and its largest eigenvalue is in between the other two.

5.6 Summary
In this chapter we have focused on propagating failures that affect basically
nodes of GMPLS-controlled networks. Given the specific failure scenario
defined, an epidemic-based approach was chosen for modeling the propagation.
In that context, a new epidemic model was introduced, called SID.

This model served as the build block of a Continuous-time Markov chain
defined to study the robustness of a GMPLS-controlled ring topology. Besides,
a new measure of functional robustness tailored to path-oriented networks
was introduced. It is called TRG, and we have shown through examples how
this measure can be used to compare different topologies.
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Conclusion and Future work

In this chapter, a summary of the main contributions of this work is given,
together with possible directions for future research.

6.1 Conclusion
The aim of this thesis was to study the vulnerability of communications
networks to large-scale failures, and to develop methods to measure and
compare functional robustness. To that end, a new robustness metric was
introduced that captures the peculiar features of transport networks regarding
partial failures and uses service units (i.e., connections) as the reference point
in the measurements. The main contributions of this work are summarized
in the following paragraphs.

The SID model. A new epidemic-based failure propagation model was
devised, and whose states characterize the different failure situations that
a GMPLS-controlled node can experience when its functionality is divided
between control plane and data plane. The dynamics of failure propagation in
the control plane is approached from the perspective of epidemics, although
the failures need not be related to computer viruses; instead, more plausible
scenarios are those that can be created by software bugs or sophisticated
attacks.

The TRG metric. The Topology Robustness in GMPS networks (TRG)
measures how quickly a multiple failure event degrades the performance of the
system in terms of its ability to accept connection requests. The underlying
intuition is that if two topologies are subjected to failure events of equivalent
intensity, the topology that degrades more gracefully (more slowly) is the
more robust.

Multiple failures and availability analysis on ring topologies. We
have used the SID model as a building block for deriving a Continuous-Time
Markov Chain (CTMC) that characterizes the propagation of failures on ring
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topologies. This CTMC model was subsequently used to produce guidelines
for selecting repair rates so that a target network availability can be attained.

Link prioritization for limiting network functional damage. We
have performed a simulation-based numeric evaluation of the number of
affected LSPs in a multiple link failure scenario, and compared it with the
average two-terminal reliability of the residual network, in order to illustrate
that purely topological metrics are unable to capture the extent of the damage
suffered at the service level. Then, two simple heuristic-based rules of link
prioritization that can be used to improve connection survival to multiple
failures were proposed.

Conceptual framework on resilience Additionally, in this thesis an
extensive review of the terminology on resilience was presented, adapted
to the needs and usage of the field of networking. The aim was to offer a
coherent conceptual framework in order to avoid the confusing terminology
that quite often appears in the networking literature concerning resilience.

6.2 Future work

There are several issues that have been left as future work throughout this
thesis. We want to highlight the following:

• With respect to failure propagation, our work has focused basically on
failures that can be modeled by epidemic dynamics. However, there
are potentially other types of failures, for example targeted attacks, for
which a different approach would be more appropriate.

• Although the topologies were carefully selected so that they correspond
to different network models, little attention was paid to the effects that
community structure might have on failure dynamics. For example,
does a topology with strong community structure fare better than
another that lacks that feature with regards to failure propagation?

• A formal validation of the SID model would be welcome, as well as
empirical validation on larger topologies.

• In our simulations, we have always used a routing policy that dictates
the use of capacity-constrained shortest paths. It would be interesting
to explore what effect other routing policies have on functional robust-
ness, assuming, for example a proactive routing approach towards the
evolution of failures.

102



6.2. FUTURE WORK

• For simplicity, it was assumed that connections are unprotected. How-
ever, scenarios in which the operator may offer different recovery guar-
antees depending on users’ needs are conceivable. In such situations,
interesting new problems arise, involving routing, recovery techniques
and service differentiation.
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Appendix B
Topologies

The properties of the topologies used in this dissertation are shown in Ta-
ble B.1. The topology named t65 is from http://sndlib.zib.de/ [112],
available under the name “ta2”. Topology cost266x6 is the result of the juxta-
position of several near identical copies of the reference topology “Cost266”,
also available from the SNDlib web site.

The remaining topologies are synthetic, as follows:

• er400d3 and er400d6 are random (ER), generated through the Python
interface to the iGraph library.

• eba400h is power-law (Barabási-Albert), generated with NetworkX.

• bt400 and t204 exhibit community structure and were generated with
the help of BRITE using a two-layer configuration.

See Chapter 4 for more details on the aforementioned topology generators.
A visual representation of each topology follows, together with the corre-

sponding nodal degree distribution.
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Figure B.1: The cost266x6 topology
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Figure B.2: The bt400 topology
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Figure B.3: The t204 topology
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Figure B.4: The er400d3 topology
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Figure B.5: The er400d6 topology
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Figure B.6: The eba400h topology
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Figure B.7: The t65 topology
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