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Abstract

This thesis applies game theoretic tools to the investigation of the dynamic ef-
fects of several forms of local interaction externalities. It consists of three chap-
ters. The first is devoted to study repeated interaction among oligopolits in
markets with asymmetric information; the second focuses on interaction among
monopolistic competitors facing foreign competition and on their learning ex-
ternalities; and the third investigates the patterns of private and social capital
accumulation arising from individual choices in an environment with social in-
teraction externalities.

In particular, the first chapter, “Competition and Reputation”, investigates
a dynamic oligopoly model with endogenous entry, quality selection of an ex-
perience good and repeated market interaction, in which prices may be used as
quality signals. In this setting, reputation and competition may drive out of
the market those firms that do not comply with their quality promises. One
may thus presume that competitive pressure improves average market quality.
I show that the opposite may be true. Cheating firms may enter the market,
fool even rational consumers, and exit the market when discovered, implying a
failure of the basic reputation mechanism and a likely increasing time path of
prices. Markets for closer substitutes tend to have a lower initial average quality
and less trusting consumers, whereas the number of competitors has no clear
relationship with average quality.

The second chapter, “Trade Policy and Industrial Structure”, presents an
international trade model with heterogeneous firms and dynamic learning ex-
ternalities, and studies how the relative costs and benefits of protection and
liberalization depend on the initial industrial structure. In particular, it shows
that under certain conditions the relative benefits from protection increase in
the number and quality of local backward firms, but decrease in the quality of
local advanced firms.

The last chapter, “Economic Growth and Social Development”, develops a
growth model with both private and social capital accumulation and investi-
gates the conditions under which these two processes may either move in the
same direction or conflict with each other. In particular, it focuses on strategic
complementarity in social participation and on its dynamic effects on social cap-
ital accumulation, finding that a growing economy may fall into a social poverty
trap.
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Chapter 1

Competition and
Reputation

1.1 Introduction

Consider two situations: the purchase of an experience good and advance pay-
ment trade (for instance in e-commerce). One thing they have in common is
that the buyer must trust the seller: confidence is needed that either the effec-
tive quality (say, the good’s duration) corresponds to the expected (and paid
for) one, or that the good will indeed be delivered at the promised time and
with the promised characteristics. Lack of trust may cause loss of efficient trade
opportunities. In general terms, one may say that compliance with promises by
the seller depends on punishment threats and on efficiency payments (on stick
and carrot). Such incentives may be provided by an external authority, say, the
state with its judicial system. Yet, in some cases compliance is hard to verify
and, even when it is verifiable, state enforcement is generally costly. Alterna-
tively, market interaction might autonomously shape the adequate incentives.
One obvious way is through repeated interaction and reputation mechanisms.
For instance, if buyers pay a price premium for high quality, if they are informed
on past compliance and never buy from a seller who cheated on quality in the
past, the present value of the stream of future profits granted by compliance may
be higher than the one period deviation gain that can be obtained by cheating
consumers, so that the seller is indeed induced to be trustworthy.

This mechanism has been proposed by Klein and Leffler (1981) and formally
investigated by Shapiro (1983), who shows that low and rising prices guarantee
high quality in a competitive market, because premiums for high quality ensure
that no firm has an incentive to cut on quality and cheat the market, but com-
petition for such premiums induces firms to set initially low, loss-making prices,
which correspond to an investment in reputation, to which later profits are the
normal market return. Yet, this result relies on consumers’ expectations on new
products’ quality, which are on average wrong: it is the fact that consumers

1



2 CHAPTER 1. COMPETITION AND REPUTATION

(irrationally) mistrust new products’ quality that forces firms to signal high
quality through low prices. Milgrom and Roberts (1986) overcome this limita-
tion and show that a monopolist may signal the exogenous quality of a newly
introduced experience good to rational consumers through low and rising prices,
possibly used together with dissipative advertising. In their model, prices are
initially low, because consumers’ initial uncertainty about their own preferences
lowers initial demand, and in turn initial demand is positively related to the
subsequent demand from repeated purchase. With no uncertainty about pref-
erences, Bagwell and Riordan (1991) argue that high and declining prices may
guarantee high quality, because in principle a high quality monopolist might
separate itself from a low quality one through either low or high initial prices,
but only high introductory prices are intuitive, in the sense of Cho and Kreps
(1987), and should therefore be expected; moreover, prices decline over time
as information about quality spreads among consumers, reducing the signaling
distortion. Linnemer (2002) extends Bagwell and Riordan (1991) by allowing
the monopolist to use both price and advertising signals, and shows that only
(high) prices are used for new products, both signals are used at intermediate
levels of information diffusion and no signaling is needed for mature products.
Hertzendorf and Overgaard (2001) and Fluet and Garella (2002) neglect infor-
mation diffusion and repeated purchase, but extend the analysis from monopoly
to duopoly1

One limitation of these approaches, which do not rely on consumers’ irra-
tionality, is that they restrict attention to exogenously given market structures,
namely monopoly and duopoly, and they do not allow firms to choose quality.
Thus, one cannot use these models to study suppliers’ incentive to comply with
promises and how market structure and reputation interact with one another.
To tackle these questions, I display a full-fledged dynamic oligopoly model,
in which both market structure and sellers’ trustworthiness are determined in
equilibrium.

Research in this direction has not progressed much in two decades for the
obvious reason that such a model is complicated. Yet, on one side, sorting
out these complications seems to be necessary, if one thinks that the degree
of market competition may be fundamental to determine incentives for high
quality provision2. Indeed, competition may both lower monopoly rents, and

1Hertzendorf and Overgaard (2001) consider a vertically differentiated duopoly, in which
production costs are constant across qualities (and normalized to zero), and show that the high
quality producer uses (high) price signals alone when quality differentials are high, and both
price and advertising when quality differentials are low. Fluet and Garella (2002) consider
the four possible combinations of the two firms’ quality, assume that high quality is more
costly to produce than low quality, and characterize the parameter space for which separating
equilibria exist and the kind of signal mix that is used. In both papers quality is not chosen
by firms, but rather randomly determined by Nature.

2A clear indication that, when prices signal quality, competition may have non standard
effects comes from Overgaard (1994), who shows that potential entry by an uninformed high
quality firm may inefficiently distort the incumbent price upwards, because it strengthens a
low quality incumbent’s incentive to convince both consumers and the potential entrant that
its quality is high, in order to deter entry, and therefore forces a high quality incumbent to
distort its price further up to effectively separate. In the present work entry is simultaneous,
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thus weaken the carrot, and offer buyers more alternatives, and thus strengthen
the stick. Moreover, competition itself depends on entry and exit, which depend
on expected profits and therefore on returns to reputation and on reputation
building costs (besides standard entry and exit costs). On the other side, this
paper shows that one can proceed a long way into the analysis of such a dynamic
oligopoly model, and that results have a clear economic interpretation.

In order to focus on market structure and quality choice, I consider price
signals of quality alone and disregard the role of advertising and brand name
investment. I consider a game with four stages: entry, quality selection (of an
experience good) and twice repeated market interaction (repetition allows for
reputation accumulation). In this game, the relationship between competition
and reputation is hard to assess in general terms, because it crucially depends
on consumers’ expectations and on firms’ introductory pricing strategies, so
multiple equilibria are possible. I restrict attention to the case in which low
quality products cannot be sold at profitable prices if recognized. Then sep-
aration through high prices becomes impossible, because for low quality firms
it is always profitable to mimic such prices; and the possibility of separation
through low prices depends on whether the quality differential is sufficiently
high as to grant enough profits from repeat purchase as to compensate initial
losses. In either case, consumers observe a unique introductory market price.
For low quality differentials, this price is uninformative and consumers do not
know whether it is set by a high or a low quality firm. Yet, being rational, con-
sumers correctly anticipate equilibrium average market quality, and therefore
reduce their demand when they expect an initially low average market quality.

There are many ways in which firms’ strategies may specify introductory
prices (on and off the equilibrium path of play). As a consequence, different
equilibria may result. Unfortunately, usual equilibrium refinements, developed
for signaling games, cannot be straightforwardly used, and the application of
more general refinements turns out to be prohibitively complex3. For this rea-
son, I consider the simplest class of introductory pricing strategies, which re-
quires all firms to set the same price on and off the equilibrium path of play,
and the most intuitive one, which requires all firms to pool on the introductory
price that is most profitable for high quality firms, given that low quality ones
mimic them. For each of these possibilities, and for both low and high quality
differentials, a unique equilibrium exists, which allows for comparative statics
on the effects of the various parameters on all the endogenous variables.

To mention just a few results, under high quality differentials, low and ris-
ing prices guarantee high quality. When quality differentials are low, high and
decreasing prices may guarantee high quality, but under intuitive introductory
prices the reputation mechanism tends to fail and some firms in equilibrium
choose low quality and cheat rational consumers. When cheating firms are dis-

the number of entrants endogenous and firms choose their quality, which makes the model
substantially different from Overgaard (1994).

3Yet, it can be shown that a reasonable application of forward induction arguments, in the
spirit of the intuitive criterion introduced by Cho and Kreps (1987), thus not eliminate this
multiplicity.
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covered, they are forced out of the market, whereas high quality firms compete
for repeat purchase at the mature stage of the market interaction.

This result offers a new explanation to the shake-out phenomenon commonly
observed by the product life cycle literature, for instance by Gort and Klepper
(1982) and Klepper (1996). This phenomenon is usually attributed to supply
rather than demand factors, namely sellers’ experimentation with new technolo-
gies and varieties, only some of which will turn out to be successful. By contrast,
the explanation proposed here relies on information diffusion among buyers and
on strategic cheating by sellers.

When this shake-out occurs, the time path of prices is rising, since rational
consumers correctly anticipate the lower initial average quality, and therefore
their demand rises over time. Interestingly, a higher competitive pressure, due
to the fact that different varieties are closer substitutes, reduces initial average
market quality and consumers’ trust, because it reduces relatively more high
quality than low quality firms’ profits, due to the fact that high quality firms
compete repeatedly. By contrast, no clear relationship between the number of
entrants and average quality and trust emerges, because entry by a firm of a
given quality makes favors the relative profitability of the other quality4.

1.2 Model

1.2.1 Structure

I consider a game with the following four-stage structure. At stage one N ∈
N∪{∞} firms simultaneously decide whether to enter the market or not. Each
entering firm pays a fixed entry cost ζ > 0, which is sunk after entry, and chooses
a different variety of an experience good. Varieties are imperfect substitutes.
The number of firms who enter the market is denoted by n. At stage two the n
firms on the market simultaneously choose whether to produce high or low qual-
ity. The result of these choices is a vector z ∈ {0, 1}n, with zj = 1 meaning that
firm j has chosen high quality. Denote h =

∑n
j=1 zj the number of high quality

firms. Once decided, the quality level remains the same in the two following
market stages. To simplify and concentrate only on asymmetric information on
consumers’ side, I assume that, once chosen, a firm’s quality becomes known to
all firms on the market, but not to consumers. Consumers may learn a firm’s
quality either through direct experience with its products or by information
extraction from equilibrium price signals. At stage three firms and consumers
interact on the market for the first time. They move sequentially: first, firms
simultaneously choose prices, determining a price vector p1 ∈ Rn

+. Next, having
observed p1, consumers (indeed, a representative consumer) decide how much
to demand to each firm, determining the demand vector q1 ∈ Rn

+. Stage four
is analogous to stage three, but consumer now have additional information: if

4Huck et al. (2006) find in an experiment that competition fosters trust. The present
paper emphasizes the importance to distinguish between competitive pressure, due to higher
product substitutability, and competition in the sense of the number of competitors.
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they have consumed a positive quantity of a firm’s product, they are fully in-
formed about its quality. Again, first firms simultaneously choose prices and
determine the new price vector p2 ∈ Rn

+ and then consumers choose the new
demand vector q2 ∈ Rn

+.

1.2.2 Preferences and technology

Preferences are assumed in such a way as to generate linear demands. This is
done by extending a model first presented by Shubik and Levitan (1980) and
recently used by Motta (2004). I assume the following expected utility function:

U(q, e) =
n∑

j=1

α(ej)qj −
n

2(1 + µ)

 n∑
j=1

q2
j +

µ

n

 n∑
j=1

qj

2
 + y, (1.1)

where e ∈ [0, 1]n is a vector of beliefs, i.e., its elements are the probability
attributed by the representative consumer to the fact that each good is of high
quality, conditional on information about previous play of the game (which I
omit to write for notational simplicity): ej = Pr{zj = 1}; α(ej) reflects the
utility value attributed to good j’s expected quality, defined as α(ej) = β +ejγ,
where β ≥ 0 and γ ≥ 0 are parameters: β captures the value attributed to a
unit of a low quality good and γ the additional value of a unit of a high quality
good; µ ∈ [0,∞) is a parameter capturing the degree of substitutability between
different varieties; y is a perfectly competitive outside good, introduced only to
make partial equilibrium analysis justified. This representation extends Shubik
and Levitan (1980) and Motta (2004) by allowing for imperfect observability
and product-specific quality, two features which are absent in the baseline model
(which may be seen as corresponding to the special case in which ∀j, α(ej) =
α > 0, a known parameter).

One feature of this model is that (at interior consumers’ choices) market
size does not depend upon either the degree of substitutability or the number
of products, but only upon average expected quality and average price. To see
this, notice that maximization with respect to q of (2.1) under an exogenous
income constraint (and given prices and beliefs) implies the system of n FOC’s
∂U
∂qj

= α(ej)− 1
1+µ (nqj + µ

∑n
i=1 qi) = pj , by inverting which one obtains each

product’s demand

qj(p, e, n) =
1
n


[
n + µ(n− 1)

n

]
[α(ej)− pj ]−

µ

n

∑
i 6=j

[α(ek)− pk]

 , (1.2)

or, in matrix notation, q(p, e, n) = E(n) · [α(e) − p], where E(n) is an n × n

matrix with elements Eii(n) = n+µ(n−1)
n2 and Eik(n) = − µ

n2 , α(e) is the vector
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of α(ej)’s and p is the price vector5. The size of the market is then Q(p, e, n) ≡∑n
j=1 qj(p, e, n) = 1

n

∑n
j=1[α(ej)− pj ] = ᾱ− p̄. In the special case in which all

products are expected to be of the same quality α and have the same price p,
individual demands are then clearly qj = α−p

n .
Although I later let consumers’ beliefs depend upon the previous history

of play, it is useful to see how firms with constant returns to scale react to
this demand under exogenous quality expectations. In this case, the general
expression of Nash equilibrium prices can be calculated6. If all firms have the
same marginal cost c and all products are expected to be of the same quality
α(e) > c, this expression simplifies to

pE(n, e, c) =
nα(e) + [n + µ(n− 1)]c

2n + µ(n− 1)
, (1.3)

which converges to c as µ → ∞ and further simplifies to the usual monopoly
price α(e)+c

2 if n = 1.
To later consider deviations from equilibrium, notice that if firm j manages to

convince consumers that it is the only one offering high quality, i.e., if ej = 1 and
∀i 6= j, ei = 0, then ∀n > 0 and ∀p such that pj < α(1) and pi ≥ α(0) ∀i 6= j,
it holds that qj(p, e, n) = 1+µ

n+µ [α(1)− pj ] and ∀i 6= j, qi(p, e, n) = 07.
All goods are produced with a constant returns to scale technology, with

higher quality being more expensive to produce. Marginal costs of low and high
quality are cL ≥ 0 and cH > cL, respectively. Firms can always exit the market
if it is in their interest to do so.

1.2.3 Parameter restrictions

Assumption 1.1. α(1) > cH

Assumption 1.1 is needed to ensure that high quality firms receive positive
demand in equilibrium.

Assumption 1.2. α(0) = cL

Under perfect information, Assumption 1.2, which equalizes the intrinsic
utility of low quality goods and their production cost, makes demand for low

5The procedure to invert the system of FOC’s is analogous to that described in Motta
(2004, pp. 578-579), and is not reported here. Clearly, equation (1.2) characterizes demand
only when all the FOC’s hold with equality.

6Let c be the vector of marginal costs. Nash equilibrium prices are pE
j (n, e, c) =

n+µ(n−1)
[2n+µ(2n−1)][2n+µ(n−1)]

{[
n2(1+µ)

n+µ(n−1)
+ n+ µ(n− 1)

]
α(ej) + n(2 + µ)cj + µ

∑
i6=j [ci − α(ei)]

}
.

7The reason why firm j’s demand depends on n is that, although j is the only one selling
a positive quantity, it is not the only one initially on the market. Consumers are ‘tempted’ by
the other goods, although they do not buy them: the presence of other firms posting prices
and offering their products reduces the marginal utility derived from the j’s good, so that j
is able to sell at pj a lower quantity than it would, at the same price, if it were alone on the
market (i.e., if n = 1). Technically, only j’s FOC holds with equality, whereas all the other
ones hold with strict inequality. Notice that, given n > 1 and p, j’s demand increases in µ,
since a higher degree of substitutability reduces consumers’ temptation from different goods.
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quality goods insufficient even for the profitable entry of a single low quality
monopolist, since its demand would be positive only at prices strictly below
marginal cost. This implies that, under imperfect information, firms can prof-
itably produce goods only as long as they manage to convince consumers of
their high quality (or count to recoup initial losses in the future). Assumption
1.2 makes Assumption 1.1 equivalent to γ > cH − cL, so that the utility dif-
ference between high and low quality is higher than their cost difference. This
implies that an expected increase in firm j’s competitors’ quality makes them
more competitive and therefore forces j to react by lowering its own price.

1.2.4 Equilibrium

I look for a pure strategy weak perfect Bayesian equilibrium (WPBE) of the
entire game. Since several equilibria are possible, depending on how consumers
form expectations on quality based on observed prices, I restrict attention to a
simple class of belief functions (specified below) and to pure strategy equilibria,
in which all firms set the same prices in the first stage of market interaction.
Indeed, if either all firms choose the same quality or if firms with different quality
set different prices, at a WPBE consumers are never fooled, contrary to what
happens in many markets, to explain whose functioning the present analysis is
devoted. I order firms by assigning lower indices to high quality firms. I start
solving the model by backward induction.

1.3 Analysis

1.3.1 Stage 4: second market interaction

When consumers choose demand in the last move before the game ends, they
are fully informed about the quality of goods on the market, because they have
already experienced them. In other words, beliefs are e2

j (p
1,q1,p2) = zj if

q1
j > 08. I assume e2

j = 0 if q1
j = 0, to rule out the possibility that a firm finds

it optimal to produce only at stage 4. Thus consumers never buy either goods
indexed j > h, because they know these goods are of low quality, or goods
they have not experienced in the first stage of market interaction, because they
expect them to be of low quality. Anticipating this behavior, all low quality
firms exit the market, together with all firms that did not previously sell a
positive quantity. High quality firms stay on the market and, taking as given
other firms’s prices, set their own profit maximizing price. This leads to the
following proposition.

Proposition 1.1. (unique stage 4 equilibrium)
For any n ≥ 0, h ∈ {0, . . . , n},p1 and q1, there exists a unique pure strategy
Nash equilibrium in the corresponding stage 4 subgame, at which all firms re-
maining on the market receive strictly positive demand: all firms that at stage

8The superscript 2 is due to the fact that beliefs are relevant only in the two stages of
market interaction and stage 4 is the second one.
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3 did not sell anything (if any) exit the market; among firms that at stage
3 sold positive quantities, low quality ones (if any) exit the market and high
quality ones (if any) set prices, receive demand and make profits as follows:
∀j ∈ {1, ..., h} : q1

j > 0, p2
j = pE(h, 1, cH) = p2(h), q2

j = qj(p2, e2, n) = q2(h)
and π2

j = π2(h), where

p2(h) =
hα(1) + [h + µ(h− 1)]cH

2h + µ(h− 1)
, (1.4)

q2(h) =
h + µ(h− 1)

h[2h + µ(h− 1)]
[α(1)− cH ], (1.5)

π2(h) =
h + µ(h− 1)

[2h + µ(h− 1)]2
[α(1)− cH ]2. (1.6)

Proof. Suppose first all firms produce a positive quantity at stage 3, so their
quality is known at stage 4. By Assumption 1.2, once its quality is known, any
low quality firm receives zero demand if it stays on the market, at any price
(weakly) higher than its marginal cost, independently of what other firms do.
Thus, whatever h ∈ {0, . . . , n}, low quality firms indeed choose to exit and high
quality firm’s best response (if h ≥ 1) is indeed to stay on the market and set
their profit maximizing price. See Motta (2004), formulae (8.65) and (8.66) on
p. 569, for the precise expression of high quality firms’ choices.

Now, by the assumption that e2
j = 0 if q1

j = 0, any firm, which does not
produce at stage 3, is forced out of the market at stage 4 as well, since it is
regarded as a low quality firm.

1.3.2 Stage 3: first market interaction

At stage 3 (first market interaction) firms set prices p1, consumers observe
them, formulate beliefs on each firm’s quality and then choose demand. While
at stage 4 any collection of previous histories of play identifies a proper subgame,
this is not the case at stage 3, because, for any n, any price vector p1 ∈ Rn

+

identifies one information set for the representative consumer, independently of
z ∈ {0, 1}n. To analyze the game, we need to specify each firm’s introductory
price after any possible n > 0 and z ∈ {0, 1}n, since this identifies any possible
information set at which firms may be called to set prices. Moreover, recall that
firms’ quality is not randomly determined by Nature, but is rather chosen by
each firm at stage 2. If such quality choice is in pure strategies, and if consumers
can identify each firm and correctly anticipate its equilibrium strategy, then,
even after observing a pooling price at stage 3 (at least as long as this price
is along the equilibrium path of play), consumers would be able to precisely
anticipate each firm’s quality. Yet, given firms’ initial symmetry to consumers’
eyes, it is more interesting and reasonable to assume that, upon observing a
pooling price (at least on the equilibrium path of play), consumers may extract
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information about average quality, but cannot precisely identify which firm has
chosen which quality9.

I first show that no pure strategy equilibria exist, in which both low and
high quality firms are present and choose different introductory prices. Hence,
I subsequently focus on equilibria with pooling introductory prices.

Proposition 1.2. (no equilibria with separation)
There exist no pure strategy weak perfect Bayesian equilibria, in which, along the
equilibrium path of play, at stage 3 both high and low quality firms are present
on the market and set two different prices.

Proof. Suppose such an equilibrium exists. By observing two prices on the
market, consumers infer each firm’s quality. Then the result follows from the
proof of Proposition 1.1.

Beliefs

It is convenient to specify consumers’ beliefs in terms of a prior e0, which is
updated upon observation of the introductory price vector, because such prior
may be interpreted as the degree of consumers’ initial trust in firms’ product
quality, which is assumed to be common knowledge10.

When n firms post their price at stage 3, and consumers have a prior e0 ∈
[0, 1], the space of possible posterior beliefs is the set of all functions e1 : Rn

+ ×
[0, 1] → [0, 1]n : (p1, e0) 7→ e1(p1, e0), mapping prices and prior to quality
expectations. In order to study equilibria with pooling introductory prices, I
restrict attention to a specific simple class of beliefs, which is especially likely
to support such equilibria: ∀n > 0, ∀j ∈ {1, ..., n}, ∀p1 ∈ Rn

+, ∀e0 ∈ [0, 1],

e1
j (p

1, e0) =

 e0 , if ∃p1 ∈ (cL, α(1)) : ∀i, p1
i = p1

1 , if pj ≤ cL

0 , otherwise
(1.7)

This means that, upon observing a pooling introductory price (in the range
of profitable prices for low quality firms), consumers receive no information from
price signals and do not revise their prior11.

9To make this idea formally consistent with equilibrium, one may either let firms choose
their quality in mixed strategies, or allow Nature to initially randomly choose, for any possible
n, a permutation of the n firms (drawn from a uniform distribution), and assume that con-
sumers cannot observe this move by Nature. This second route is chosen here and it means
that any firms setting the same price are initially indistinguishable for consumers.

10While in principle consumers might have a set of priors, one for each firm, this would not
be coherent with the above assumption, that firms are initially indistinguishable to consumers’
eyes. Hence, I assume that prior beliefs are the same for all goods: ∀j ∈ {1, ..., n}, e0j = e0 ∈
[0, 1].

11Observe that, if the information structure is changed to make each firm only aware of its
own chosen quality, then, after specifying firms’ beliefs about other firms quality, stage 3 fits
the definition of a multistage (continuation) game with observable actions given by Fudenberg
and Tirole (1991, pp. 331-333), for which they define a Perfect Bayesian equilibrium (PBE).
In this case, beliefs (1.7) violate requirement B(iii) of a PBE, because, starting from a pooling
price p1 ∈ (cL, α(1)), a deviation by j 6= i changes consumers’ posterior beliefs on i’s quality.
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If a firm’s price is (weakly) lower than cL, then consumers conclude it must
be a high quality firm. Indeed, at such introductory price no firm makes positive
initial profits, but only a high quality firm may expect to recoup initial losses
at stage 4, whereas a low quality firm, expecting to exit at stage 4, would never
stay on the market unless at stage 3 it can price above its marginal cost.

Further, beliefs (1.7) entail a high degree of distrust in price signals (not
to be confused with trust in product quality, captured by the prior), in the
sense that, if different prices are observed on the market, consumers interpret
any price, at which low quality firms could make profits, as a trial to cheat
them, and hence expect low quality. Indeed, if low quality firms anticipated
that consumers are going to interpret a certain price deviation as a signal of
high quality, they would deviate themselves to such price, as long as it is above
their marginal cost. That is why no deviation above cL is a credible signal.

In summary, I am considering an environment in which consumers do not
trust price signals, because they are too easy to imitate, unless they convey
the information that a firm is indeed willing to incur losses to build a good
reputation, losses that low quality firms could never recoup.

Finally, notice that, differently from what happens in a Bayesian game, the
prior is not implied by an exogenous type distribution. If in equilibrium n∗ firms
enter the market, h∗ of them choose high quality, and all of them set the same
introductory price p1 ∈ (cL, α(1)), then beliefs (1.7) imply e1

j (p
1, e0) = e0 ∀j,

so Bayes’ rule implies e0 = h∗

n∗ (if quality is chosen in mixed strategies, then in
equilibrium e0 = E(h∗)

n∗ , where expectations are based on firms’ strategies)12.

Introductory prices, quantities and profits

As already mentioned, firms’ strategies specify an introductory price p1 for any
possible stage 3 information set, at which they move, thus ∀n > 0, ∀z ∈ {0, 1}n.
Yet, to study equilibria with pooling introductory prices, it is enough to sum-
marize z through h13. Further, since e0 is common knowledge, introductory
prices may depend on it. Thus, I consider each firm’s strategy as specifying an
introductory price function of the form p1(n, h, e0). When all potential entrants
adopt the same p1(n, h, e0), I call it a pooling introductory price function. Ob-
serve that in this case consumers’ quality expectations at stage 3 are the same for
all firms and, using (1.7), can be written as e1(p1, e0), where p1 = p1(n, h, e0).

Consider a pooling introductory price function p1(n, h, e0). Given e0 ∈ [0, 1],
at any stage 3 information set such that n > 0 and h ∈ {0, . . . , n}, denoting
p1 = p1(n, h, e0) and e1 = e1(p1, e0), if p1 < α(e1), then each firm j on the mar-
ket expects to receive demand according to (1.2) as qj(p1, e1, n) = q1(p1, e1, n)

Yet, when considering stage 3 together with stage 2, as we have to do here, this is not a
(multistage) game with observable actions anyway, so the definition of PBE in Fudenberg and
Tirole (1991) does not apply. Further, firms are informed of other firms’ quality, so that their
signal might indeed be revealing some information they possess about others.

12If in equilibrium p1 does not belong to (cL, α(1)), then Bayes’ rule imposes no restrictions
on the prior, since e0 does not affect posterior beliefs along the equilibrium path of play.

13This will imply some slight abuse of language when talking about firms’ stage 3 informa-
tion sets. Such imprecisions are immaterial to the analysis and simplify the exposition.
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(where p1 and e1 denote the n× 1 vectors whose elements are all p1 and e1, re-
spectively), so that initial profits for low and high quality firms are π1

L(p1, e1, n)
and π1

H(p1, e1, n), respectively, where

q1(p1, e1, n) =
α(e1)− p1

n
, (1.8)

π1
L(p1, e1, n) = (p1 − cL) · q1(p1, e1, n), (1.9)

π1
H(p1, e1, n) = (p1 − cH) · q1(p1, e1, n), (1.10)

Overall profits

From equations (1.6), (1.7), (1.9), (1.10), letting again p1 = p1(n, h, e0) and
e1 = e1(p1, e0), define low and high quality firms’ overall expected profits at a
pooling price p1 < α(e1) as πL(n, h, p1, e1) ≡ π1

L(p1, e1, n) and πH(n, h, p1, e1) ≡
π1

H(p1, e1, n) + π2(h), respectively. At any price p1 ≥ α(e1), any firm receives
zero demand and expects zero overall profits: in this case, let πL(n, h, p1, e1) = 0
and πH(n, h, p1, e1) = 0. If n > 1, denote a firm’s overall deviation profits, if it
sets p 6= p1 when all other firms set p1, as π′L(n, h, p, p1, e′) and π′H(n, h, p, p1, e′),
for a low and a high quality firm respectively, where e′ is still derived from
(1.7), but taking into account that the deviating firm prices at p and all the
other ones price at p1. In particular, if n ≥ h > 0, e0 > 0 and p1 > cL,
then by deviating to p = cL, a high quality firm earns overall deviation profits
π′H(n, h, cL, p1, 1) = −(cH − cL)

(
1+µ
n+µ

)
γ + π2(1).

Sequential rationality

To be part of a WPBE, a pooling introductory price function must be sequen-
tially rational.

Definition 1.1. (sequentially rational pooling introductory prices)
Suppose everybody expects that at stage 4 the unique pure strategy Nash equi-
librium is played. A pooling introductory price function p1(n, h, e0) is sequen-
tially rational given beliefs (1.7), with e0 ∈ [0, 1], if at any stage 3 informa-
tion set at which firms choose (hence, ∀n > 0, ∀h ∈ {0, . . . , n}), it specifies
a price p1, which is sequentially rational (given such beliefs and at the corre-
sponding information set) for each firm on the market, provided all other firms
set the same price (i.e., ∀p 6= p1 it holds that, if h < n, then πL(n, h, p1, e1) ≥
π′L(n, h, p, p1, e′), and if h > 0, then πH(n, h, p1, e1) ≥ π′H(n, h, p, p1, e′)).

In particular, pooling introductory prices must be sequentially rational for
a monopolist. Lemma 1.1 in the Appendix shows that a high quality monop-
olist has no sequentially rational introductory prices if initial trust is low (but
different from zero). In this case, it must incur initial losses if it wants to sell
a positive quantity. But then it has no profit maximizing initial price, since,
from any price at which demand is strictly positive, a slight price increase would
reduce initial losses. This implies the following result.
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Proposition 1.3. (either high or zero trust)
Given beliefs (1.7), if e0 ∈

(
0, cH−cL

γ

]
, then no pooling introductory price func-

tion is sequentially rational.

Proof. It follows from Lemma 1.1.

Proposition 1.3 restricts the initial levels of trust, for which we may find se-
quentially rational pooling introductory price functions, to e0 ∈ {0}∪

(
cH−cL

γ , 1
]
.

Given this, necessary and sufficient conditions for a pooling price function to be
sequentially rational are stated in Lemma 1.2 in the Appendix. Under some pa-
rameters, there are many functions satisfying these conditions, and this remains
true even after trying to reduce their number by eliminating untenable beliefs
through forward induction arguments. Under other parameters, there are none.
For this reason, from now on I restrict attention to two special cases, for which
clear results may be obtained: one in which there are infinitely many potential
entrants and one in which their number is limited14. In particular, I consider
the following two alternative assumptions.

Assumption 1.3. N < (cH−cL)γ
π2(1)

Assumption 1.4. N = ∞ and γ ≥ γ̄2

These assumptions have opposite implications for the profitability of the in-
vestment in reputation and for the incentive to deviate in price in order to escape
competition. Assumption 1.3 implies that ∀n ∈ {1, . . . , N}, ∀h ∈ {1, . . . , n}, it
holds that πH(n, h, cL, 1) < 0 and that, if p1 > cL, then π′H(n, h, cL, p1, 1) < 0.
By contrast, Assumption 1.4 implies that ∀n > 0, ∀h ∈ {1, . . . , n}, it holds
that πH(n, h, cL, 1) > 0 and that, if p1 > cL, then π′H(n, h, cL, p1, 1) > 0.
Observe that Assumption 1.3 is equivalent to γ < γ̄, where the threshold

γ̄ ≡ N+2(1+
√

N+1)
N (cH − cL) is decreasing in N , increasing in (cH − cL) and

satisfies γ̄ < γ̄2
15. Moreover, Assumptions 1.2 and 1.4 imply Assumption 1.1.

An infinite pool of potential entrants may be a good assumption to study
potentially large markets, in which the incentive provided by repeated purchase
remains substantial even as the number of competitors grows to infinity. In
markets in which this is not the case, non trivial equilibrium results may be
obtained only if we limit by assumption the number of potential entrants (and
Assumption 1.3 is just a particularly convenient way of doing it). The following
proposition makes this point clear.

Proposition 1.4. (no sequential rationality for low γ, if N = ∞)
Suppose N = ∞. If γ < γ̄2, then no pooling introductory price function
p1(n, h, e0) is sequentially rational.

14The difference in results is due to the fact that the set of off equilibrium paths of play
is substantially different in these two cases, and the notion of WPBE requires sequential
rationality at any information set.

15For instance, for N = 3, γ̄ = 3(cH−cL), for N = 8, γ̄ = 2(cH−cL), and for N = 15, γ̄ =
5
3
(cH − cL).
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Proof. If N = ∞ and e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
, then, given γ < γ̄2, the conditions

stated in Lemma 1.2 are violated for n and h sufficiently high, since in this
case the following holds: if p1(n, h, e0) = cL, then πH(n, h, cL, 1) < 0 (see the
definition of γ̄2); and if p1(n, h, e0) > cL, then deviating to p = cL is profitable
(see the proof of Proposition 1.8).

If high quality is not sufficiently important to consumers, as the number of
initial entrants diverges, coordination on a price higher than cL is impossible,
since any high quality firm would prefer to deviate to cL, thus monopolizing the
market; at the same time, coordination at cL is also impossible, since at that
price future profits are not sufficient to compensate a high quality firm’s initial
losses, so that deviation to a whatever high price granting zero demand, and
thus no losses, would be profitable.

Proposition 1.4 implies that with infinitely many potential entrants an equi-
librium may exist only if γ is sufficiently high as to grant the profitability of
the investment in reputation, no matter how many firms enter the market. For
lower values of γ, investing in reputation may be profitable when the number of
competitors is low, but not when it is high, so that coordination on p1 = cL is
not sequentially rational for high n and h. In this case, coordination on prices
higher than cL is also impossible, since any high quality firm would like to de-
viate to cL and escape high competition. Thus for intermediate values of γ, no
pooling introductory price is profitable for high quality firms when too many
competitors enter the market. For even lower values of γ, and this is the case
considered by Assumption 1.3, investing in reputation is never profitable, not
even for a high quality monopolist. Let me first consider this latter case.

Introductory prices under low γ

Proposition 1.5. (no investment in reputation)
Let Assumption 1.3 hold. If a pooling introductory price function p1(n, h, e0) is
sequentially rational, then ∀(n, h) : N ≥ n ≥ h ≥ 1, ∀e0 ∈ {0} ∪

(
cH−cL

γ , 1
]
,

p1(n, h, e0) > cL.

Proof. Given N < (cH−cL)γ
π2(1) , high quality firms would deviate from a pooling

introductory price equal to cL, since at that price they make negative profits.
Indeed, ∀(n, h) : N ≥ n ≥ h ≥ 1, πH(n, h, cL, 1) ≤ πH(N, 1, cL, 1); and
πH(N, 1, cL, 1) < 0 ⇐⇒ N < (cH−cL)γ

π2(1) .

Proposition 1.5 asserts that when high quality is not very important to
consumers, repeated purchase is not enough remunerative to justify the initial
losses incurred to invest in reputation. Although investing in reputation is not
profitable, several pooling introductory price functions are sequentially rational,
as can be easily checked from Lemma 1.2. The intuition for this multiplicity
is straightforward. If consumers were to believe any price signal that can be
profitably imitated by low quality firms, these latter firms would obviously send
the same signal. Thus, price signals are not credible, unless they cannot be



14 CHAPTER 1. COMPETITION AND REPUTATION

profitably imitated. This would be the case of prices (weakly) below cL, but
under low γ such prices are not profitable. When consumers distrust price
signals so much, it becomes profitable for firms to coordinate on a single price,
which yields positive profits to all firms (or initial losses for high quality firms,
later recouped through future gains). Provided firms can coordinate, there
may be several profitable pooling prices. Yet pooling prices are uninformative
signals, so that consumers’ demand depends on their initial trust e0. If they
distrust product quality so much that they are never induced to try it, the
natural consequence is that no firm finds it profitable to start selling, so all
markets remain closed. Finally, if there is a high quality monopolist, obviously
no coordination issue arises.

The simplest class of sequentially rational pooling introductory price func-
tions, is the one in which firms set the same price both on and off the equilibrium
path of play, provided that e0 > 0 and n > 1 (so that in this case the price
schedule is flat in n and in h)16.

Definition 1.2. (flat pooling introductory price functions)
Let the pooling introductory price function p1

δ(n, h, e0) be defined as follows.
∀e0 ∈ [0, 1], p1

δ(1, 0, e0) = pE(1, e0, cL), p1
δ(1, 1, e0) = pE(1, e0, cH) and ∀n ∈

{2, . . . , N}, ∀h ∈ {0, . . . , n}, p1
δ(n, h, e0) = p1

δ(e
0), where

p1
δ(e

0) = cL + δe0. (1.11)

The parameter δ ∈ [0, γ) is common knowledge (as all parameters). It cap-
tures firms’ price responsiveness to consumers’ trust and it yields a simple
parametrization of firms’ ability to coordinate on higher or lower prices.

Let δ̌ ≡ (cH−cL)2

(cH−cL)2+
4N[N+µ(N−1)][α(1)−cH ]2

[2N+µ(N−1)]2

γ.

Proposition 1.6. (seq. rationality of flat introductory prices)
Let Assumption 1.3 hold. The pooling introductory price function p1

δ(n, h, e0) is

sequentially rational ∀e0 ∈
(

cH−cL

γ , 1
]

if and only if δ ∈ [δ̌, γ).

Proof. By Proposition 1.3, e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
. By Proposition 1.5, e0 > 0,

because p1
δ(0) = cL. Given e0 ∈

(
cH−cL

γ , 1
]

and n > 1, the worst possible case

for high quality firms if when n = h = N and e0 = cH−cL

2δ . In this case, high
quality firms’ overall profits are positive if and only if δ ≥ δ̌. Thus the conditions
of Lemma 1.2 hold ∀e0 ∈

(
cH−cL

γ , 1
]

if and only if δ ∈ [δ̌, γ).

So, given beliefs (1.7) and Assumption 1.3, flat introductory price schedules
are sequentially rational for any trust level such that α(e0) > cH , if and only
if they specify sufficiently high initial prices. The reason is that, in case initial
prices are loss making for high quality firms, the higher they are, the lower initial

16Observe that the following definition may be simplified by amending beliefs (1.7) for the
case of n = 1, but this is not of much interest, given the focus of this paper.
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losses, and thus the easier it is to recoup them through repeated purchase.
A variant of Proposition 1.6 is the following: under the same assumptions,
∀δ ∈ [δ̌, γ), p1

δ(n, h, e0) is sequentially rational if and only if e0 ∈
(

cH−cL

γ , 1
]
.

Further, ∀δ ∈ [δ̌, γ), the variant of p1
δ(n, h, e0), in which all firms exit the market

if e0 = 0, is sequentially rational if and only if e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
.

It can be shown that an application of forward induction reasoning is not
sufficient to rule out the multiplicity of sequentially rational pooling introduc-
tory price functions of the kind p1

δ(n, h, e0), so that these are indeed robust
rational price schedules. Yet one may find the idea that firms set the same price
both on and off the equilibrium path of play excessively restrictive and little
intuitive. Consider then the most intuitive price schedule, by which, whenever
this is rational, low quality firms mimic the price strategy of high quality ones,
by setting pE(n, e0, cH).

Definition 1.3. (intuitive pooling introductory price function)
Let the pooling introductory price function p1

E(n, h, e0) be defined as follows.
∀e0 ∈ [0, 1], firms set p1

E(1, 0, e0) = pE(1, e0, cL) and p1
E(n, h, e0) = pE(n, e0, cH)

in any other case.

Proposition 1.7. (seq. rationality of intuitive introductory prices)
Let Assumption 1.3 hold. The pooling introductory price function p1

E(n, h, e0)

is sequentially rational if and only if e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
.

Proof. Given the restrictions on e0, which follow from Proposition 1.3, the con-
ditions of Lemma 1.2 always hold for p1

E(n, h, e0) under Assumption 1.3.

So the intuitive introductory price schedule, whereby low quality oligopolists
act as if they had high quality goods, is sequentially rational, given beliefs (1.7)
and Assumption 1.3, when trust is either zero or high. The same would be true
for the variant of p1

E(n, h, e0), according to which, if e0 = 0, then all markets
remain closed.

Introductory prices under high γ

When γ is high, pricing at the initially loss making price cL is profitable for high
quality firms. Although any pooling introductory price p1 ∈ (cL, α(1)) is strictly
preferred by all firms to an equilibrium in which they initially pool on p1 = cL,
it holds that, whenever h and n are high, the only sequentially rational pooling
introductory price is precisely p1 = cL. The reason is that the temptation to
monopolize future gains is so high, that any firm would deviate from a profitable
pooling introductory price and would rather incur the initial losses necessary to
grant future monopoly, thus creating a sort of Prisoner’s Dilemma situation.

Proposition 1.8. (investment in reputation under high competition)
Let Assumption 1.4 hold. ∀h > 1, ∀e0 ∈ [0, 1] and for any pooling introductory
price function p1(n, h, e0), ∃ n̄(h, e0) < ∞ such that, if p1(n, h, e0) is sequentially
rational, then it must specify, ∀n > n̄(h, e0), p1(n, h, e0) = cL.
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Proof. For any h > 1 and e0 ∈ [0, 1], as n diverges, the LHS in (1.12) converges
to zero, whereas the RHS remains bounded away from zero.

As was true for low values of γ, here too there is a multiplicity of sequentially
rational pooling introductory price functions. First observe that no functions
in the class p1

δ(n, h, e0) are sequentially rational, given beliefs (1.7), under As-
sumption 1.4, since in this case a high quality monopolist facing zero consumers’
trust has a unique sequentially rational price, namely cL.

Proposition 1.9. (seq. rationality of flat introductory prices)
Let Assumption 1.4 hold. The pooling introductory price function p1

δ(n, h, e0),
with the only modification of letting p1

δ(1, 1, 0) = cL, is sequentially rational if

and only if e0 ∈ {0} ∪
(

cH−cL

γ , 1
]

and δ = 0.

Proof. It follows from Proposition 1.8 and Lemma 1.2.

So the only sequentially rational flat introductory price schedule, given be-
liefs (1.7) and under Assumption 1.4, has oligopolists always investing in repu-
tation. I shall call this the ‘investment in reputation’ pooling introductory price
function and denote it p1

R(n, h, e0).

Definition 1.4. (p1
R(n, h, e0))

Let the pooling introductory price function p1
R(n, h, e0) be defined as follows.

p1
R(1, 1, 0) = cL; ∀e0 ∈ (0, 1], p1

R(1, 1, e0) = pE(1, e0, cH); ∀e0 ∈ [0, 1],
p1

R(1, 0, e0) = pE(1, e0, cL) and ∀n > 1, ∀h ∈ {0, . . . , n}, p1
R(n, h, e0) = cL.

Proposition 1.9 tells us that p1
R(n, h, e0) is sequentially rational, given beliefs

(1.7) and Assumption 1.4, under either zero or high trust.
In light of Proposition 1.8, it is clear that the intuitive introductory price

schedule considered above cannot be sequentially rational, given beliefs (1.7)
and under Assumption 1.4, since rational prices must eventually be equal to cL.
Corollaries 1.1 and 1.2 to Lemma 1.2 in the Appendix study in detail sequential
rationality of pE(n, e0, cH) under Assumption 1.4. Essentially, they show that,
for pE(n, e0, cH) to be sequentially rational, competitive pressure must not be
too high, because otherwise deviating to cL becomes profitable for high quality
firms, since it permits to monopolize the market at both stage 3 and 4. Then
consider the following modification of the function p1

E(n, h, e0) introduced above,
obtained by allowing low quality firms to mimic high quality firms’ prices, unless
high competitive pressure makes deviation to cL profitable. I shall call this the
‘mimicry’ pooling introductory price function and denote it p1

M (n, h, e0).

Definition 1.5. (p1
M (n, h, e0))

Let the pooling introductory price function p1
M (n, h, e0) be defined as follows.

∀e0 ∈ [0, 1], ∀(n, h) : n ≥ h > 1, if π′H(n, h, cL, pE(n, e0, cH), 1) >
πH(n, h, pE(n, e0, cH), e0), then p1

M (n, h, e0) = cL. In any other case, firms
set p1

M (n, h, e0) = p1
E(n, h, e0).
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Let the thresholds µ̄ and γ̃
(
2, 2, pE(2, 1), 1

)
be defined as in the Appendix.

Corollary 1.2 implies the following remark, which tells us that it is meaning-
ful to study the ‘mimicry’ introductory price schedule only if the competitive
pressure generated by consumers’ taste for quality and by the degree of product
substitutability is not too high.

Remark 1.1. The two functions p1
R(n, h, e0) and p1

M (n, h, e0) are different if
and only if µ ≤ µ̄ and γ ≤ γ̃

(
2, 2, pE(2, 1), 1

)
.

Proposition 1.10. (sequential rationality of p1
M (n, h, e0))

Let Assumption 1.4 hold. Assume µ ≤ µ̄ and γ ≤ γ̃
(
2, 2, pE(2, 1), 1

)
. Then

p1
M (n, h, e0) is sequentially rational, given beliefs (1.7), if and only if e0 ∈(
cH−cL

γ , 1
]
.

Proof. It follows from Lemmas 1.1 and 1.2, Corollary 1.1 and Remark 1.1.

So when under Assumption 1.4 mimicry is indeed possible, the ‘mimicry’
introductory price schedule is sequentially rational, given beliefs 1.7, only for
high levels of trust. Under the assumptions of Proposition 1.10, the variant of
the ‘mimicry’ introductory price schedule, in which ∀n ≥ 1, p1

M (n, 1, 0) = cL,

is sequentially rational, given beliefs (1.7), if and only if e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
.

1.3.3 Stage 2: quality choice

At stage 2 the n firms on the market simultaneously choose whether to specialize
their technology to produce high or low quality goods. This choice determines
whether their marginal cost in the two subsequent periods will be cH or cL,
respectively. Indeed, firms’ strategies must specify such quality choice at any
possible stage 2 information set17. This yields a sequence (a vector if N < ∞)
of quality choice profiles z(n, e0), whose sequential rationality has to be studied.

Given a pooling introductory price function p1
ϕ(n, h, e0), e0), let πϕ

i (n, h, e0) ≡
πi

(
n, h, p1

ϕ(n, h, e0), e1(p1
ϕ(n, h, e0), e0)

)
, for i ∈ {L, H}.

Definition 1.6. (sequentially rational quality choices)
Suppose everybody expects that at stage 3 all firms pool on a given introductory
price function p1

ϕ(n, h, e0), and that at stage 4 the unique pure strategy Nash
equilibrium is played. A sequence of quality choice profiles z(n, e0) is sequentially
rational if ∀n > 0, the number of high quality firms h(n, e0) =

∑n
j=1 zj(n, e0)

satisfies the following properties:
17Order the N potential entrants so that if n of them enter the market, it is the first ones

who do. Any potential entrant i’s strategy should specify a quality choice for any n ≥ i (i.e.,
whenever it enters the market) and for any possible permutation of n. To simplify, I assume
symmetry in position-contingent quality choice sequences, so that for any potential entrant i,
its strategy specifies, ∀n ≥ i, ∀j ∈ {1, . . . , n}, zi

j(n), i.e., its quality choice whenever it enters

the market, together with (n − 1) other firms, and is assigned position j in a permutation.
Symmetry also implies that ∀n > 0, ∀i, j, k ∈ {1, . . . , n}, zi

j(n) = zk
j (n) = zj(n). Thus,

∀n > 0, consumers face the same vector z(n), independently of the particular permutation of
n.
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– if h(n) > 0, then πϕ
H

(
n, h(n, e0), e0

)
≥ πϕ

L

(
n, h(n, e0)− 1, e0

)
;

– and if h(n, e0) < n, then πϕ
L

(
n, h(n, e0), e0

)
≥ πϕ

H

(
n, h(n, e0) + 1, e0

)
.

Quality choice under low γ

Consider first the case in which the utility difference between high and low qual-
ity is not much higher than their cost difference, i.e., let Assumption 1.3 hold.
The following analysis shows that similar results for sequentially rational qual-
ity choice profiles are obtained, independently of whether pooling introductory
prices are set according to the flat or to the intuitive price schedule.

Flat prices

Consider first the variant of the flat pooling introductory price schedule p1
δ(n, h, e0),

in which all firms exit the market if e0 = 0. As shown above, under Assumption
1.3 and given δ ∈

(
δ̌, γ

)
, this function is sequentially rational if and only if

e0 ∈ {0} ∪
(

cH−cL

γ , 1
]
.

For e0 = 0, firms are indifferent between choosing either quality and exiting
the market, since in any case they expect to exit at the next stage. Thus in
particular market exit if e0 = 0 is sequentially rational at stage 2. This is not
surprising, since, when consumers distrust the market so much as to expect all
goods to be worthless, and when firms would have to sustain too high initial
losses, in order to convince consumers of their high quality, no firm has an
incentive to stay on the market.

Lemmas 1.3 and 1.4 investigate sequential rationality of quality choice pro-
files when e0 ∈

(
cH−cL

γ , 1
]
. Together, they imply that under Assumption 1.3 a

monopolist, who is going to set its full information monopoly price, taking as
given consumers’ trust and expectations, chooses to produce low quality. The
reason is that a low γ makes the additional demand granted by re-purchase
of a high quality product insufficient to compensate for its additional produc-
tion cost. More interesting are the implications for the case of true oligopoly,
which may be summarized as follows, letting δ̃H(N) and δ̃L(N) be defined as
in Lemma 1.3.

Proposition 1.11. (under low γ and flat prices, trust may worsen mar-
ket quality and competition has ambiguous effects on it)
Let Assumption 1.3 hold. Assume that e0 ∈

(
cH−cL

γ , 1
]
, that prices are set

according to the pooling introductory price function p1
δ(n, h, e0) at stage 3, with

δ ∈
(
δ̌, γ

)
, and that the unique Nash equilibrium is played at stage 4.

1. If introductory prices are very high, relative to consumers’ trust (i.e., if
δ ≥ δ̃H(N)), then ∀n ∈ {2, . . . , N}, ∀e0 ∈

(
cH−cL

γ , 1
]
, h(n, e0) = n

characterizes sequentially rational quality choice profiles.
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2. If introductory prices are very low, relative to consumers’ trust (i.e., if
δ ≤ δ̃L(N)), then ∀n ∈ {2, . . . , N}, ∀e0 ∈

(
cH−cL

γ , 1
]
, h(n, e0) = 0

characterizes sequentially rational quality choice profiles.

3. For intermediate levels of introductory prices, full high quality and full
low quality may be sequentially rational when the number of competitors is
low (depending on whether introductory prices are high within this range
and consumers’ trust is low, or the other way around, respectively), but
when competition is sufficiently strong, sequentially rational quality choices
imply initial coexistence on the market of both high and low quality firms,
with average market quality falling into an interval of length 1/n, whose
boundaries decrease in consumers’ trust.

Proof. It follows from Lemmas 1.3 and 1.4, and from the monotonicity proper-
ties of the thresholds of δ and of the functions f and g there specified.

In words, if at stage 3 oligopolists coordinate on a sufficiently high flat price
schedule, relative to consumers’ trust, so that initial market demand is close
to zero, then each of them makes initial profits (or losses) close to zero. This
makes it convenient to choose high quality and gain stage 4 profits, whatever
small they may be (i.e., independently of the fierceness of market competition
and of consumers’ initial trust). Thus high introductory prices are essentially a
means of reducing firms’ temptation to choose low quality and cheat consumers.

If the flat pooling introductory price is sufficiently low, relative to consumers’
trust, then Assumption 1.3 implies that profits from repeated purchase of high
quality goods are lower than the initial profit advantage obtained by low qual-
ity producers, again independently of the initial number of oligopolists and of
consumers’ initial trust.

If the flat pooling introductory price falls into an intermediate range, relative
to consumers’ trust, then firms’ quality choice depends on both competition and
consumers’ trust. In this case, initial market demand is sufficiently high as to
make the temptation to choose low quality substantial. Since initial demand is
increasing in consumers’ trust, so is the temptation to cheat consumers.

For high prices (within this intermediate range), at low levels of competition
universal adoption of high quality is the unique sequentially rational choice,
independently of consumers’ trust; but when the number of competitors is suf-
ficiently high, full high quality is only sequentially rational for low trust levels,
but not any more for high trust levels. The reason is that, provided that all
entrants are expected to choose high quality, if their number increases, then
each firm’s temptation to choose low quality increases as well. This is due to
the fact that a high quality firm competes twice, whereas a low quality firm
competes only once. At stage 3 the relative profitability of high vs. low quality
increases after entry of additional high quality firms, because low quality firms
lose more profits from a reduction in demand than high quality firms initially
do. At stage 4 the reverse is true, because low quality firms earns zero profits
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independently of the degree of competition, whereas high quality firms are ob-
viously penalized by an increase in their number. Precisely because low quality
firms’ profits do not change at stage 4, this latter effect is stronger than the for-
mer one, so that entry of additional high quality firms shifts the overall relative
profitability in favor of low quality. Thus, when trust is high, at a certain point
a new entrant finds it more profitable to choose low quality. The higher the
number of entrants, the lower the threshold of trust, below which full adoption
of high quality remains sequentially rational.

The converse reasoning implies that, for low prices (within the intermedi-
ate range), when n is low, the unique sequentially rational choice has ∀e0 ∈(

cH−cL

γ , 1
]
, h(n, e0) = 0; but when n is sufficiently high, universal adoption

of low quality is only sequentially rational if trust is high, but not any more
if trust is low. Provided that all entrants are expected to choose low quality,
if their number increases, then each firm’s temptation to choose high quality
increases. Indeed, if it does so, it monopolizes the market at stage 4, and thus
makes the same stage 4 profits independently of the increase in competition.
By contrast, higher competition reduces its stage 3 profits by the same amount,
independently of what quality it chooses. So higher competition increases the
relative profitability of high quality, and when trust is low, at a certain point
a new entrant finds it more profitable to choose high quality. The higher the
number of entrants, the higher the threshold of trust, above which full adoption
of low quality remains sequentially rational.

For intermediate prices (within the intermediate range), sequentially rational
quality choice profiles imply the initial coexistence on the market of both high
and low quality firms, for any admissible trust level and number of oligopolists.
Generically for all admissible combinations of n and e0, there is a unique number
h(n, e0) of high quality firms, which makes the quality choice profile sequentially
rational18. The resulting average quality is decreasing in trust, since higher trust
always makes low quality more profitable, relative to high quality.

In turn, average quality need not be a monotonic function of n, since in-
creases in h(n, e0) and in n need not be simultaneous and proportional. Indeed,
suppose that, given e0 and n, sequentially rational choices determine a given
number h(n, e0) of high quality firms. Then it must be the case that high quality
firms earn (weakly) higher profits than low quality ones, since otherwise they
would deviate; but it must also be the case that, if one firm deviates from low
to high quality, then high quality firms’ profits become lower than low quality
firms’ profits (which, under the flat price schedule, do not change after such
deviation). Now suppose these n firms keep playing the same way, but a new
entrant arrives. If it rationally chooses high quality, then it shifts relative prof-
itability in favor of low quality19. Sequential rationality of the new entrant’s
choice grants that the other n firms’ choices remain sequentially rational, so

18Genericity here refers to the admissible combinations of n and e0.
19The relative advantage to high quality decreases faster at stage 4 than it increases at stage

3, because high quality firms’ profits decrease at both stages of market interaction, whereas
low quality firms are hurt by higher competition only at the initial stage.
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that h(n + 1, e0) = h(n, e0) + 1 and average quality goes up after the increase
in competition. If yet an additional firm enters the market, now it is likely
that, taking as given the other (n + 1) firms’ choices, it rationally chooses low
quality, since the relative profitability of low quality has increased. If it does
so, then h(n + 2, e0) = h(n + 1, e0) and average quality goes down20. Thus,
sequentially rational quality choices may result in oscillations of average quality
as competition increases, although the range of these oscillations shrinks as n
rises.

Intuitive prices

Now consider the variant of the intuitive pooling introductory price schedule
p1

E(n, h, e0), in which all firms exit the market if e0 = 0. As shown above,
under Assumption 1.3 this function is sequentially rational if and only if e0 ∈
{0} ∪

(
cH−cL

γ , 1
]
.

As was true under flat introductory prices, for e0 = 0 firms are indifferent
between choosing either quality and exiting the market. Thus in particular
market exit if e0 = 0 is sequentially rational at stage 2.

Lemma 1.5 investigates sequential rationality of quality choice profiles when
e0 ∈

(
cH−cL

γ , 1
]
. It first shows that a monopolist chooses low quality when the

additional demand granted by re-purchase of high quality goods is not sufficient
to compensate for their additional cost. When n > 1, sequentially rational
quality choices depend on the initial level of consumers’ trust and competition
in the following way.

Proposition 1.12. (under low γ and intuitive prices, trust worsens
market quality and competition has ambiguous effects on it)
Let Assumption 1.3 hold. Assume that prices are set according to the pooling
introductory price function p1

E(n, h, e0) at stage 3, and that the unique Nash
equilibrium is played at stage 4. ∀n ∈ {2, . . . , N}, ∃ẽB(n), ẽT (n) : cH−cL

γ <

ẽB(n) < ẽT (n), such that sequentially rational quality choices depend on con-
sumers’ trust in the following way.

1. Low trust implies full high quality, i.e., if e0 ∈
(

cH−cL

γ , ẽB(n)
)
, then

h(n, e0) = n characterizes sequentially rational quality choice profiles.

2. High trust and low competition may imply full low quality, i.e., if e0 ∈
(ẽT (n), 1] (which is an empty interval for high n), then h(n, e0) = 0 char-
acterizes sequentially rational quality choice profiles.

3. If either trust is at intermediate levels or both trust and competition are
sufficiently high, i.e., if e0 ∈ [ẽB(n), ẽT (n)] (for high n, ẽT (n) > 1), then

20This shifts relative profitability in favor of high quality, because low quality firms lose
more profits from a reduction in demand at stage 3, whereas, given h(n+2, e0) = h(n+1, e0),
the relative advantage to high quality firms at stage 4 is unaffected. So the reasoning may go
on.
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sequentially rational quality choice profiles are characterized by initial co-
existence on the market of both high and low quality firms. Average market
quality falls into an interval of length 1/n, whose boundaries decrease in
consumers’ trust.

Proof. It follows from Lemma 1.5 and the fact that ẽB(n) and ẽT (n) there
defined are respectively decreasing and increasing.

Low trust implies low initial demand, so that high quality is always more
profitable than low quality, independently of the number of competitors, since
it yields profits from repeated purchase. High trust makes the initial profit
advantage of low quality firms higher, the more so, the lower the number of
competitors, so that in particular a combination of high trust and low compe-
tition may induce all firms to cheat the market. For intermediate trust levels,
given n, average quality decreases in trust; yet, given e0, average market quality
needs not be a monotonic function of n. The reason is that entry of additional
low quality firms makes high quality relatively more profitable, and entry of
additional high quality firms tends to make low quality relatively more prof-
itable. Thus, although a proportional increase in n and h raises the relative
profitability of low quality, so that, if we take a sufficiently long sequence of
n, a decreasing trend in average quality, as determined by sequentially rational
choices, should be detectable, this may not be the case when N is low, since
then discrete jumps in n and h may determine non monotonic jumps in average
quality, with no observable trend.

Quality choice under high γ

Consider now the case in which the utility difference between high and low
quality is much higher than their cost difference, i.e., let Assumption 1.4 hold.
Under low γ, the above analysis has shown that for firms facing distrustful
consumers it is rational ro exit the market at stage 2. This does not hold any
more under high γ. The following general result holds, independently of the
specific way in which firms choose sequentially rational introductory prices.

Proposition 1.13. (distrust grants high quality with low and rising
prices)
Let Assumption 1.4 hold. If e0 = 0, then at any WPBE supported by beliefs
(1.7), at which n > 0 markets are open, all firms on the market choose high
quality and subsequently set p1 = cL and p2 = p2(n) > cL.

Proof. Given Assumptions 1.2 and 1.4 and beliefs (1.7) with e0 = 0, a low qual-
ity firm expects to make zero profits at any sequentially rational introductory
price (i.e., at any p1 ≥ cL); a high quality firm has a unique sequentially ratio-
nal introductory price, p1 = cL, by setting which it grants itself strictly positive
profits. Thus all firms choose high quality. Equilibrium pricing strategies must
specify, ∀(n, h) : n > 0, n ≥ h ≥ 0 (i.e., both on and off the equilibrium path of
play), p2 = p2(n), p1 = cL if h > 0, and p1 ≥ cL if h = 0. Along the equilibrium
path of play, if n > 0, then h = n implies p1 = cL and p2 = p2(n).
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Proposition 1.13 confirms the result obtained by Shapiro (1983), that con-
sumer’s initial distrust forces firms to offer high quality at prices that are initially
below marginal cost, since they have to invest in reputation, and later above
marginal cost, since the initial investment pays off. Yet in Shapiro’s equilib-
rium consumers are not fully rational, since their initial expectations turn out
to be on average wrong. In contrast, under the present distinction between ini-
tial trust and posterior beliefs, consumers’ distrust forces high quality firms to
lower their initial price to a level that is unprofitable for low quality ones, thus
convincing consumers of their high quality. So initial distrust is reconciled with
correct equilibrium quality expectations.

To study what happens when consumers’ trust is higher, I restrict attention
to the comparison between p1

R(n, h, e0) and p1
M (n, h, e0).

Proposition 1.14. (full high quality with investment in reputation)
Let Assumption 1.4 hold. If e0 ∈

(
cH−cL

γ , 1
]

and firms price according to

p1
R(n, h, e0) at stage 3 and play the Nash equilibrium at stage 4, then a sequence

of quality choice profiles z(n, e0) is sequentially rational, given beliefs (1.7), if
and only if ∀n > 0, h(n, e0) = n.

Proof. Let n > 1. Since ∀h ∈ {0, . . . , n}, p1
R(n, h, e0) = cL, Assumption 1.4

implies that for h > 0, πR
H

(
n, h, e0

)
> πR

L

(
n, h− 1, e0

)
= 0; and for h <

n, πR
L

(
n, h, e0

)
= 0 < πR

H

(
n, h + 1, e0

)
. Now let n = 1. Since p1

R(1, 1, e0) =
pE(1, e0, cH) and p1

R(1, 0, e0) = pE(1, e0, cL), πR
H

(
1, 1, e0

)
> πR

L

(
1, 0, e0

)
⇐⇒

e0 < cH−cL

γ + [α(1)−cH ]2

(cH−cL)γ , which always holds under Assumption 1.4, because the

latter implies [α(1)−cH ]2

(cH−cL)γ > 1.

Not surprisingly, Proposition 1.14 shows that choosing high quality is the
only sequentially rational choice for firms that are going to invest in reputation,
since, anticipating that they are going to set low introductory prices, which
are not profitable for low quality firms, it would be inconsistent to choose low
quality.

Let ē and ê be the solutions by e0, in the range e0 ∈
(

cH−cL

γ , 1
]
, of πH(2, 2, cL, 1) =

πL(2, 2, pE(2, e0), e0) and of π′H(2, 2, cL, pE(2, e0), 1) = πH(2, 2, pE(2, e0), e0),
respectively. Let ẽ be defined so that, for e0 > cH−cL

γ , π′H(3, 3, cL, pE(3, e0), 1) >

πH(3, 2, pE(3, e0), e0) ⇐⇒ e0 < ẽ.

Proposition 1.15. (full high quality with no investment in reputation)
Let Assumption 1.4 hold. Suppose e0 ∈

(
cH−cL

γ , 1
]
, µ ≤ µ̄, γ ≤ γ̃(2, 2, pE(2, 1), 1),

firms price according to p1
M (n, h, e0) at stage 3 and they play the Nash equilib-

rium at stage 4. Then a necessary condition for a sequence of quality choice
profiles z(n, e0) to be sequentially rational, given beliefs (1.7), is that ∀n >
0, h(n, e0) = n. For the wide majority of parameters (i.e., when ê > ē and
ẽ > 1, which always holds, unless both µ and γ are very low),
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1. if e0 ∈
(

cH−cL

γ , ē
]
, then h(n, e0) = n is a sufficient condition for sequential

rationality and it implies ∀n ≥ 2, p1
M (n, n, e0) = cL;

2. if e0 ∈ (ē, ê), then no z(n, e0) is sequentially rational;

3. if e0 ∈ [ê, 1], then h(n, e0) = n is a sufficient condition for sequential
rationality and it implies ∀n ≥ 3, p1

M (n, n, e0) = cL.

Proof. For any parameter constellation, γ̃ > max{ē, ê}. When µ is low, there
is a small range of γ, close to γ̄2, for which it is possible that ẽ ≤ 1 and ê ≤ ē.
Under such parameters, we are in case 1 of Lemma 1.6 if and only if either n ≥ 4
or n = 3 and e0 ∈ [ê, ẽ). For any other parameter constellation, i.e., for the wide
majority of parameters, ẽ > 1 and ê > ē. Under such parameters we are in case 1
of Lemma 1.6 if and only if either n ≥ 3. In this case, by Lemma 1.6, high quality
is the only sequentially rational choice in markets with either 1 or at least 3 firms.
If e0 < ê, then for n = 2 we are in case 2 of Lemma 1.6. Then sequential rational-
ity requires h(2, e0) = 2. Condition πH(2, 2, cL, 1) ≥ πL(2, 2, pE(2, e0), e0) holds
if and only if e0 ≤ ē. So, h(2, e0) = 2 is sequentially rational if e0 ∈

(
cH−cL

γ , ē
]
,

whereas it is not if e0 ∈ (ē, ê). If e0 ∈ [ê, 1], then for n = 2 we are in case 3
of Lemma 1.6. In this case, if h(2, e0) ∈ {0, 1}, then sequential rationality is
impossible, because deviating to high quality is profitable when h(2, e0) = 0 and
because condition (a) does not hold for h(2, e0) = 1 (it never holds in case 3 for
h(n, e0) = n − 1); in turn, h(2, e0) = 2 is sequentially rational. Price choices
then follow from the definition of p1

M (n, n, e0). An analogous procedure shows
that ∀n > 0, h(n, e0) = n is still a necessary condition for sequential rationality
for low µ and γ. The only difference is that under such parameters, when trust
is high, we have p1(n, n, e0) = pE(n, e0, cH) for n ∈ {1, 2, 3} rather than just for
n ∈ {1, 2}.

Proposition 1.15 shows that the strategy of investing in reputation is not the
only one that may grant full high quality. Indeed, when the difference between
high and low quality is sufficiently important to consumers, relative to the cost
advantage granted by low quality, as captured by Assumption 1.4, profits from
repeated purchase may easily exceed the one shot profit advantage obtained
by cheating the market. Indeed, pE(n, e0, cH) is the most favorable pooling
introductory price function for high quality firms and so for them p1

M (n, h, e0)
is the most favorable sequentially rational pooling introductory price function.
Hence, when firms are going to price according to p1

M (n, h, e0), the initial profit
advantage granted by low quality is minimum. In this case high quality is the
only possible sequentially rational choice.

Proposition 1.15 also shows that, under p1
M (n, h, e0), sequential rationality of

the universal adoption of high quality does not in general hold for any trust level
e0 ∈

(
cH−cL

γ , 1
]
, since it does not hold for an intermediate range of trust within

this interval. There is a tension between the conditions granting sequential
rationality of price choices and of quality choices, and such conditions need not
always be compatible.
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Finally, Proposition 1.15 makes clear that, under Assumption 1.4, and given
(sequentially rational) universal adoption of high quality, p1

M (n, n, e0) 6= p1
R(n, n, e0)

only in the case of a duopoly with high trust. Whenever n ≥ 3, Assumption 1.4
makes the incentive to initially deviate from any pooling price p1 6= cL to p = cL

(and thus monopolize the market) so strong, that cL remains the only sequen-
tially rational pooling introductory price. This, in turn, makes the incentive to
choose high quality very strong.

1.3.4 Stage 1: entry and consistency

At stage 1 firms decide whether to enter the market or not. Since, given beliefs
(1.7) and e0, under any of the above considered sequentially rational continua-
tions of the game, overall expected profits, for both high and low quality firms,
are decreasing in n, the sequentially rational number of entrants is uniquely
determined in each case as the highest integer such that each firm’s overall
expected profits are higher than the fixed entry cost ζ. This yields n as an
increasing function of e0 ∈ {0} ∪

(
cH−cL

γ , 1
]
.

At a WPBE beliefs must be consistent with strategies along the equilibrium
path of play. Whenever equilibrium introductory pooling prices imply that be-
liefs are determined by initial trust, consistency imposes equality in equilibrium
between trust and average expected quality.

Low γ

When the utility difference is not much higher than the cost difference between
high and low quality, under either the flat or the intuitive introductory price
schedule, nothing grants the joint existence of a sequentially rational pure strat-
egy quality choice profile and of an initial level of consumers’ trust, which, under
beliefs (1.7), makes quality expectations consistent with equilibrium strategies.
Yet, in either case this is only due to an integer problem, which is easily solved
by allowing just one firm to choose quality in mixed strategies along the equi-
librium path of play. Lemmas 1.7 and 1.8 make this precise and thus grant
equilibrium existence. The analytical expressions of the equilibrium number of
entrants and of expected average quality can be obtained, but this requires solv-
ing a third degree polynomial equation, whose solution is essentially unreadable.
Yet, comparative statics on n is easy to draw, based on our previous results.

Proposition 1.16. (equilibrium and comparative statics for low γ)
Let Assumption 1.3 hold and suppose that ζ is sufficiently low as to allow equilib-
rium entry by a number of firms higher than γ

cH−cL
. Suppose further that beliefs

are given by (1.7) and that firms play the unique Nash equilibrium at stage 4,
pool on either the flat or the intuitive introductory price function at stage 3 (in
case of flat prices, with δ ∈ (δ̌, γ) sufficiently high as to make ēM (n) > cH−cL

γ ),
make sequentially rational quality choices at stage 2, with the possibility that
one firm randomizes along the equilibrium path of play, and keep entering until
expected profits exceed entry costs. Then there exists only one level of initial
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consumers’ trust, which makes beliefs consistent with strategies along the equi-
librium path of play. So under these assumptions a WPBE exists, is unique and
has the following properties.

1. The equilibrium number of entrants is increasing in N , decreasing in ζ, µ
and cH , trend increasing in γ, and under the flat pooling introductory price
function its relationship with δ has no stable sign.

2. If firms pool on a very high flat introductory price function, then in equi-
librium universal adoption of high quality is granted, consumers’ trust is
high (e0 = 1), and prices decrease over time.

3. If firms pool on a lower (but not too low) flat introductory price function,
then in equilibrium average expected quality and consumers’ trust are de-
creasing in cH , trend increasing in δ, trend decreasing in µ, unrelated to
N and their relationship with ζ and γ has no stable sign. As the market
matures, there is a shake-out, after which prices rise if δ is low and fall if
δ is high.

4. If firms pool on the intuitive introductory price function, then in equilib-
rium average expected quality and consumers’ trust are trend increasing
in cH , trend decreasing in µ, unrelated to N and their relationship with
ζ and γ has no stable sign. As the market matures, there is a shake-out,
after which prices rise.

Proof. Existence and uniqueness of a WPBE follow from Lemmas 1.7 and 1.8.
No WPBE with flat pooling introductory prices and low δ exists, since this
would imply that too many firms rationally choose low quality, so that consistent
beliefs make trust so low, that p1

δ(n, h, e0) is not sequentially rational any more.
The above assumption of a sufficiently high δ eliminates this concern.

1. The number of potential entrants matters only when entry costs are so
low that all N firms enter the market. For higher costs, it does not affect
the equilibrium number of entrants. An increase in entry costs obviously
reduces the number of entrants. An increase in the elasticity of substitu-
tion makes competition tougher at stage 4 under p1

δ(n, h, e0), and both at
stage 3 and 4 under p1

E(n, h, e0). This reduces firms’ profits and therefore
the number of entrants. A rise in the production cost of high quality obvi-
ously discourages high quality production, and thus decreases consumers’
confidence and reduces the size of the market, allowing entry by a lower
number of firms21. A rise in γ expands consumers’ demand and allows
more firms to enter the market. Yet, as shown below, a rise in γ may
be associated to a reduction in trust, which reduces consumers’ demand
and thus works in the opposite direction. Numerical analysis shows that
the former effect tends to prevail, with the number of entrants increasing
stepwise in γ, but that this trend is compatible with occasional stepwise

21I do not make comparative statics exercises on cL, since, under Assumption 1.2, their
interpretation would be unclear
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falls of n after an increase in γ. An increase in δ under flat introductory
prices has two effects: first, given n and e0, it reduces or increases firms’
initial profits, depending on whether initial prices fall into an elastic or
inelastic region of demand, respectively; second, given n, it favors high
over low quality. The first effect increases the equilibrium number of en-
trants for low δ and reduces it for high δ; the second effect would raise
equilibrium trust and average expected quality if the number of entrants
remained constant, but when a rise in δ triggers a change in n, equilibrium
trust and average expected quality may either rise or fall, determining a
variable sign of the equilibrium relationship between δ and n.

2. In case of high flat pooling introductory prices, the result follows from
Proposition 1.11. The fact that prices decrease over time follows from
numerical analysis.

3. Consider now lower flat pooling introductory prices (yet with δ high
enough as to grant that equilibrium trust is sufficiently high to make
the flat pooling introductory price function sequentially rational). The
negative impact of a rise in cH on equilibrium average expected quality
is obvious. The non monotonic impact of δ on average expected qual-
ity has been discussed above. Notwithstanding the possible fluctuations,
numerical analysis shows a clear increasing trend in the relationship be-
tween δ and equilibrium average expected quality. As shown above, a
rise in µ lowers the number of entrants. Given n, it favors low over high
quality, since it does not affect relative profitability at stage 3, whereas
it reduces high quality firms’ profits at stage 4. Jumps in n make this
effect discontinuous, with possible upwards jumps in trust after a rise in
µ, but numerical analysis shows a clear decreasing trend in the relation-
ship between µ and equilibrium average expected quality. The number
of potential entrants is irrelevant for equilibrium average expected qual-
ity. Higher barriers to entry reduce the number of entrants, and this in
turn expands the interval [ēM (n), ēN (n)] in which, according to Lemma
1.4, average expected quality must fall in an asymmetric quality choice
equilibrium. Yet, within this range, equilibrium trust may increase as
well as decrease in ζ. A higher γ has two effects: on one side, as shown
above, it tends to (stepwise) increase the equilibrium number of entrants;
on the other side, within those intervals in which n does not change, it
raises or lowers average expected quality and trust depending on whether
δ < [γ + (cH − cL)]/2 or δ > [γ + (cH − cL)]/2, respectively (because
in Lemma 1.4 ∂g

∂γ < 0 ⇐⇒ δ < γ+(cH−cL)
2 ). Moreover, when a rise in

γ triggers a change in the equilibrium number of entrants, it also makes
average expected quality and trust change discontinuously. Finally, it is
possible to find numerical examples of both an increasing and a decreasing
time path of prices, depending on whether δ is low or high, respectively.

4. Now consider intuitive pooling introductory prices. A rise in cH has two
effects (besides that of reducing the number of entrants). First, it tends
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to make low quality relatively more profitable, since this becomes com-
paratively cheaper to produce. Second, it raises firms’ prices. Since low
quality firms’ introductory prices are already distorted upwards with re-
spect to their full information optimum, and since moreover they set a
higher markup than high quality firms initially do, the profit loss may
be higher for low quality than for high quality firms, so that equilibrium
average expected quality may go up after a rise in cH . Numerical analysis
indicates that indeed this tends to be the case. The elasticity of sub-
stitution, the number of potential entrants, entry costs and consumers’
preference for high quality, all have the same effects on equilibrium aver-
age expected quality, and for the same reasons, under intuitive prices as
under flat prices (in the case of γ, this is due to the fact that in Lemma
1.5 ∂g̃

∂γ < 0 ⇐⇒ e0 > 2(cH−cL)
γ+2(cH−cL) , i.e., given n, and provided that equi-

librium trust is sufficiently high, a rise in γ makes high quality relatively
more profitable, thus fostering an increase in average quality and in trust;
but this, in turn, raises the size of the market and makes more firms en-
ter, with counterbalancing effects, since a proportional increase in n and
h makes low quality relatively more profitable). Finally, whenever average
expected quality is initially lower than 1 (as is the case in all the numeri-
cal exercises performed), either with certainty or with positive probability
there is a shake-out, and since prices are decreasing in the number of firms
on the market, their time path is increasing.

While all parameters have the expected impact on the equilibrium number
of entrants, more interesting is to discuss their effect on equilibrium average
expected quality, trust and prices.

If all firms pool on a high flat introductory price schedule, then they make
consumers fully confident that the quality of their products is high. Indeed,
at such prices initial demand is very high, so that the initial profit advantage
from cheating the market is very low, and it is more than compensated by
the subsequent profit advantage, which accrues to firms complying with high
quality promises due to repeated purchase. This result is in line with Bagwell
and Riordan (1991), who show that a monopolist uses high and declining prices
to signal high quality in markets with information diffusion. In markets with
an endogenous number of firms, the intuition that high and declining prices
make consumers confident in good quality still holds, as long as firms’ strategies
specify a sufficiently high flat pooling introductory price. Yet, it does not hold
any more if firms pool on intuitive introductory prices, since in this case some
firms rationally choose low quality, mimic the pricing strategy of high quality
firms, are able to initially cheat the market, but, upon discovery, are forced out
of the market, and prices rise over time both because the number of competitors
is lower and because average quality, consumers’ confidence and hence demand
are higher.

Most parameters have an analogous effect on average expected quality and
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on trust, independently of whether firms pool on intuitive introductory prices
or on flat a introductory price schedule, which is not so high as to guarantee
full high quality. In particular, average quality and quality expectations tend
to be lower in markets in which products are closer substitutes, because this
erodes the price premium that motivates firms to produce high quality goods.
More specifically, at the equilibrium levels of n, h and e0, a rise in µ lowers high
quality firms’ profits at stage 4 (which is the same as their profit advantage,
since low quality firms exit the market), whereas its effect at stage 3 depends on
how introductory prices are set: under flat prices, it has no effect one either high
or low quality firms’ profits; under intuitive prices, it lowers high quality firms’
profits and raises low quality firms’ profits (because it reduces their upward
prices distortion and allows them to sell more). In either case, it makes low
quality relatively more profitable, and this effect tends to remain predominant
even after considering the equilibrium decrease in n and in e0. To have a concrete
example of this, think for instance of many souvenir markets for tourists. More
broadly, a higher competitive pressure due to higher product substitutability
imposes a trade-off to consumers between lower prices and lower average quality.

The number of potential entrants, entry costs and consumers’ preference for
high quality (within the range allowed by the fact that we are considering the
case in which γ is low, relative to cH − cL), have no clear effect on average
quality and on quality expectations. While this is intuitive for N and ζ, since
these parameters directly affect the number of entrants, but not the relative
profitability of high vs. low quality, it is surprising for γ. Indeed, the first intu-
ition would be that a higher consumers’ preference for high quality should raise
average market quality. This effect is at work, but there are also counterbal-
ancing effects: given n and e0, a higher number of high quality firms increases
the relative profitability of low quality, since it decreases high quality firms’
stage 4 profits; moreover, if consumers expect a higher average quality, the size
of the market increases and this may raise the number of entrants; additional
entrants may then be tempted to choose low quality, precisely because it has
become relatively more profitable; yet, if this happens and is anticipated, aver-
age quality and trust may decrease. Thus, it is not at all straightforward that
a higher consumers’ preference for high quality translates into higher average
market quality.

The only parameter that has a different impact on average quality and ex-
pectations under the flat and under the intuitive pooling introductory price
schedule, besides δ, is cH . It does not surprise that δ tends to raise average
quality and trust under flat prices, since higher introductory prices favor high
over low quality. Under flat prices, a rise in cH , besides reducing the number
of entrants, has the only effect of making high quality less profitable. Under
intuitive prices, by contrast, this effect is counterbalanced by the price increase
induced by a rise in cH . Higher prices favor high over low quality at stage 3 and
low over high quality at stage 4, with the former effect that tends to prevail on
the latter.



30 CHAPTER 1. COMPETITION AND REPUTATION

High γ

When the utility difference is much higher than the cost difference between
high and low quality, equilibrium existence and properties under the pooling
introductory price functions p1

R(n, h, e0) and p1
M (n, h, e0) are easy to derive,

based on our previous results. Since they are very similar, I state them formally
only for p1

R(n, h, e0)22.

Proposition 1.17. (equilibrium and comparative statics for high γ)
Let Assumption 1.4 hold. The strategy profile (n, h(n), p1

R(n, h, e0)), together
with the unique Nash equilibrium at stage 4 and with beliefs (1.7), is WPBE if
and only if e0 ∈ {0} ∪

(
cH−cL

γ , 1
]

and the following holds.

1. If ζ ≤ (1+µ)[α(1)−cH ]2

(2+µ)2 , then n = ∞. Then along the equilibrium path of

play h = n, p1 = cL, p2 = α(1)+(1+µ)cH

2+µ .

2. If ζ ∈
(

(1+µ)[α(1)−cH ]2

(2+µ)2 , (cL−cH)γ
2 + (1+µ)[α(1)−cH ]2

(2+µ)2

]
, then n is the high-

est natural number such that equilibrium profits exceed entry costs, i.e.,
πH(n, n, cL, 1) = (cL−cH)γ

n + [n+µ(n−1)][α(1)−cH ]2

[2n+µ(n−1)]2 ≥ ζ. Then n is increas-
ing in γ and decreasing in µ and (cH−cL), and along the equilibrium path
of play 2 ≤ n < ∞, h = n, p1 = cL, p2 = p2(n).

3. If ζ ∈
(

(cL−cH)γ
2 + (1+µ)[α(1)−cH ]2

(2+µ)2 , (cL − cH)γ + [α(1)−cH ]2

4

]
, then e0 = 0

and n = 1. Then along the equilibrium path of play h = 1, p1 = cL, p2 =
p2(1).

4. If ζ ∈
(
(cL − cH)γ + [α(1)−cH ]2

4 , [α(1)−cH ]2

2

]
, then e0 = 1 and n = 1. Then

along the equilibrium path of play h = 1, p1 = p2 = p2(1).

5. If ζ > [α(1)−cH ]2

2 , then all markets are closed.

Proof. It follows from Propositions 1.8, 1.9, 1.13 and 1.14, with some algebra.

In words, the number of entrants is decreasing in entry costs, and it passes
from infinity to zero as as ζ rises. Whenever markets are open, all firms choose
high quality, and whenever they compete with other firms, they invest in rep-
utation, initially pricing at low quality firms’ marginal cost and then raising
prices at their perfect information optimum. Given this pricing strategy, consis-
tency of consumers’ beliefs does not impose any restriction on their initial trust
level, except for the particular case in which entry costs are so high that just a

22Results under p1M (n, h, e0) are analogous in terms of equilibrium strategies, although
they may imply different restrictions on initial trust. In particular, equilibrium strategies are
different only when e0 = 1 and in equilibrium n = 2, in which case h = 2 and p1 = p2 = p2(1).
This follows from Propositions 1.8, 1.10, 1.13, 1.15 and Lemma 1.6.
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monopolist enters the market. In all other cases, firms’ low introductory prices
convince consumers that quality is high, independently of initial trust.

This is in line with Shapiro (1983), who shows that at a competitive equi-
librium firms signal product quality through low and rising prices, and that
premiums for high quality products in the mature phase of market interaction
are just the normal market return to the initial investment in reputation. The
same intuition works in the present oligopoly model with endogenous entry, as
long as the utility difference between high and low quality is high, relative to
their cost difference. Yet, as shown above, this intuition stops working when the
cost of producing high quality rises relative to its utility, because in that case
convincingly low price signals are unprofitable (i.e., the investment in reputa-
tion is too expensive), high and declining prices may guarantee quality and make
consumers confident, and it is also possible (indeed, likely, according to intuitive
forward induction arguments) that both high and low quality firms initially sell
at a low, uninformative price, consumers are initially cautious, because they
anticipate that, although rational, they are going to be fooled by some firms,
and prices rise after information diffusion clears the market of cheating firms.

In summary, when investing in reputation is cheap, low and rising prices
guarantee high quality. When investing in reputation is expensive, high and
decreasing prices may guarantee high quality, but it is likely that the reputation
mechanism fails to grant high quality production by all firms. In this case
a number of interesting phenomena emerge, like rational consumers who are
fooled by some firms, a demand-driven shake-out, an increasing time path of
market prices and a negative impact of the competitive pressure due to product
substitutability on average market quality and consumers’ trust.

1.4 Conclusion

I have displayed a linear demand oligopoly model, in which firms endogenously
decide whether to enter the market and whether to specialize on high or low
quality products, and then repeatedly interact to sell experience goods to con-
sumers, who are able to precisely discover a firm’s product quality only after
the first purchase, but who are sufficiently rational to form correct expectations
about average market quality. Although introductory prices may be used as
signals of quality, consumers do not trust them if such signals are too easy to
imitate. This creates a strong incentive for firms to pool on the same introduc-
tory price, independently of their quality. This coordination incentive, in turn,
creates the scope for multiple pooling price equilibria.

Results are presented for the simplest class of pricing rules (in which firms
set the same introductory price on and off the equilibrium path of play) and for
the most intuitive pricing rule (in which low quality firms mimic high quality
firms’ introductory price and, given this, high quality firms’ introductory price
is the most profitable they can set). It is possible to show that an application
of forward induction to the simplest class of pricing rules, which adapts the
Intuitive Criterion to the present context, does not rule out the multiplicity
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of sequentially rational pooling introductory prices. On the other hand, the
intuitive pricing rule is labeled intuitive precisely because not only it survives
the adaptation of the Intuitive Criterion, but it also considers that, since high
quality firms would like to be recognized and low quality firms would not like it,
the former have a sort of advantage, so that it is intuitive to expect that they
set the introductory price that is best for them, given that they are going to be
imitated.

Under either the simplest class of introductory pricing rules and the most
intuitive pricing rule, both the case in which investing in reputation is cheap and
the case in which it is expensive are studied. In the former case the incentive
provided by repeated purchase is sufficient to make the reputation mechanism
work well, so that low and increasing prices guarantee that all firms produce
high quality goods. In the latter case, high quality may be guaranteed by high
and decreasing prices under the simplest class of pricing rule, but the most likely
outcome is that the market initially hosts both high and low quality firms, and
that they pool on the same introductory price, which is therefore uninformative.
In this case, a number of interesting results emerge: first, rational consumers
know that they are going to be fooled by some firms at the early stage of market
interaction, and therefore do not trust firms’ initial quality claims very much;
second, cheating firms exit the market when discovered and this tends to raise
both average quality and prices at the mature stage of market interaction; third,
higher product substitutability raises competitive pressure, but tends to lower,
besides the number of entrants, both prices and average market quality.

These main results have been derived under the assumption that low quality
products cannot be profitably sold under perfect information. This allows to
focus on equilibria with pooling introductory prices, which are the only ones in
which actual cheating occurs and consumers are not able to distinguish a firms’
product quality based on its price. Relaxing this assumption makes the analy-
sis of equilibria with pooling introductory prices significantly and unnecessarily
more complicated, although it would be necessary to investigate markets in
which different qualities are sold at different prices, with no cheating. Prelimi-
nary investigation indicates that this extension promises to yield new interesting
results, but that it also poses new subtleties and therefore requires a separate
work.

The above results have been obtained under the assumption of either very
cheap or very expensive reputation investment, in order to grant that either such
investment is always profitable, independently of the degree of market compe-
tition, or it is always unprofitable. The analysis of the intermediate case, in
which investing in reputation may be profitable when competition is low but
not when it is high, would make derivation and presentation of results unneces-
sarily cumbersome, without adding much to intuition. It is to be expected that,
if entry costs are high and the equilibrium number of entrants is low, results
would be analogous to those obtained here for the case of very cheap reputa-
tion investment; in turn, if entry costs are low and the equilibrium number of
entrants is high, results would resemble those obtained here in the case of very
expensive reputation investment.
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Appendix

Definitions

For h > 0 and p1 < α(e1), let ñ(h, p1, e1) ≡ (cH−p1)[α(e1)−p1]

π2(h)
be the solution by n of

πH(n, h, p1, e1) = 0, so that at the pooling introductory price p1 < α(e1) high quality
firms expect positive overall profits if and only if n ≥ ñ(h, p1, e1)23.

For h > 0 and p1 > cL, let n̄ ≡
[

(1+µ)(cH−cL)γ

π2(1)
− µ

]
be the solution by n to

π′H(n, h, cL, p1, 1) = 0, so that for a high quality firm deviating from the pooling price
p1 > cL to p = cL yields strictly positive overall profits if and only if n > n̄24.

For h > 1 and p1 ∈ (cL, α(e0)), let γ̃(n, h, p1, e0) be implicitly defined by the
solution by γ, in the range γ > cH − cL, to πH(n, h, p1, e1) = π′H(n, h, cL, p1, 1), so
that for a high quality firm deviating from a pooling price p1 ∈ (cL, α(e0)) to p = cL

is profitable if and only if γ > γ̃(n, h, p1, e0)25.

Let γ̄1 and γ̄2 be implicitly defined by the solutions by γ, in the range γ > cH−cL,
of ñ(1, cL, 1) = 1 and of limn→∞

n
ñ(n,cL,1)

= 1, respectively26. This means that at the

introductory price p1 = cL a high quality monopolist expects positive overall profits if
and only if γ ≥ γ̄1. Moreover, at the pooling introductory price p1 = cL, high quality
firms expect strictly positive overall profits for any n > 0 and h ∈ {1, . . . , n}, if and
only if γ ≥ γ̄2.

Let µ̄ be implicitly defined by the solution by µ, in the range µ > 0, of γ̃
(
2, 2, pE(2, 1), 1

)
=

γ̄2, so that, when more than one high quality firm is initially present on the market,
pricing at pE(n, e0, cH) may be sequentially rational under Assumption 1.4 only if
µ ≤ µ̄27.

Let h̄ be the highest h such that πH(h, h, pE(h, 1), 1) ≥ π′H(h, h, cL, pE(h, 1), 1), so

23For h > 0 and p1 < α(e1), the function ñ(h, p1, e1) is increasing in h, increasing in p1 if
α(e1) ≤ cH , inverted U shaped in p1 if α(e1) > cH , increasing in e1 if p1 < cH and increasing
in e1 if p1 > cH . ∀n > 0, ∀h ∈ {1, . . . , n}, ∀e0 ∈ [0, 1], ∀p1 < α(e1), if γ is sufficiently high,
then n ≥ ñ(h, p1, e1).

24If γ is sufficiently high, then ∀n > 1, n > n̄
25To see that the defining equation admits a unique solution in the required range, look

at expression (1.12). If n, h, e0 and p1(n, h, e0) were given and independent of γ, the LHS
would be a linear, increasing and strictly positive function of γ (to verify it, take the limit
for p1 → cL): deviating to p = cL is always initially costly. The RHS would be a quadratic
function of γ, converging to zero as γ → (cH − cL) and increasing above this value: the gains
from future monopoly increase quadratically in γ, since both price and quantity increase. The
function γ̃(n, h, p1, e0) is decreasing in n and in h, converges to (cH − cL) as n diverges, is
increasing in p1 ∈

(
cL, p

M
H (e0)

)
and decreasing in p1 ∈

(
pM

H (e0),max{cH , α(e0)}
)
, and is

increasing in e0 for p1 > cH and decreasing in e0 for p1 ≤ cH .

26The precise expression of γ̄2 is γ̄2 =

[
µ2+6(1+µ)+(2+µ)

√
µ2+8(1+µ)

2(1+µ)

]
(cH − cL). Its defini-

tion comes from observing that n ≥ ñ(h, cL, 1) holds for any n > 0 and h ∈ {1, . . . , n}, if and
only n ≥ ñ(n, cL, 1) holds for any n > 0. In turn, since ñ(n, cL, 1) is always strictly positive
and n

ñ(n,cL,1)
is decreasing in n, this holds if and only if limn→∞

n
ñ(n,cL,1)

≥ 1. Observe that

γ̄2 > γ̄1, that γ ≥ γ̄2 implies n̄ < 1, and that γ̄2 is a continuous and unboundedly increasing
function of both µ and (cH − cL).

27This solution exists and is unique, due to the fact that γ̃
(
2, 2, pE(2, 1), 1

)
=[

2(1+µ)(4+µ)2+(2+µ)µ2+2(4+µ)
√

(1+µ)2(4+µ)2+(1+µ)(2+µ)µ2

(2+µ)µ2

]
(cH − cL) is a continuous and

decreasing function of µ, diverging as µ→ 0, and to the above seen properties of γ̄2. Explicit
calculation yields µ̄ ' 6.3.
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that, for a high quality firm, deviating from the pooling price pE(n, e0, cH) to p = cL

is profitable if h > h̄.

Sequentially rational pooling introductory price functions

Lemma 1.1. (either high or zero trust)
A high quality monopolist has no sequentially rational introductory price, given beliefs

(1.7), if e0 ∈
(
0, cH−cL

γ

]
.

Proof. Under Assumption 1.2, α(e0) ∈ (cL, cH ] ⇐⇒ e0 ∈
(
0, cH−cL

γ

]
. In this case,

if a high quality monopolist sets p1 ≥ α(e0), it receives zero demand and makes zero
overall profits. This is not sequentially rational, because there exists an introductory
price p ∈ (cL, α(e0)), sufficiently close to α(e0), which grants strictly positive overall
profits. In turn, ∀p1 < α(e0), ∃ p ∈ (p1, α(e0)), which grants strictly lower initial
losses and the same future profits, and hence strictly higher overall profits.

Lemma 1.2. (seq. rational pooling introductory price functions)
A pooling introductory price function p1(n, h, e0) is sequentially rational given beliefs

(1.7), with e0 ∈ {0} ∪
(

cH−cL
γ

, 1
]
, if and only if it satisfies the following conditions.

1. ∀n > 0, ∀h ∈ {0, . . . , n}, p1(n, h, e0) ≥ cL.

2. If n = 1, h = 0 and e0 ∈
(

cH−cL
γ

, 1
]
, then p1(1, 0, e0) = pE(1, e0, cL).

3. If n = 1 and h = 1, then

(a) if e0 ∈
(

cH−cL
γ

, 1
]
, then p1(1, 1, e0) = pE(1, e0, cH);

(b) if e0 = 0 and γ < γ̄1, then p1(1, 1, 0) > cL;

(c) if e0 = 0 and γ > γ̄1, then p1(1, 1, 0) = cL.

4. If n > 1, then

(a) if h ∈ {1, . . . , n}, then p1(n, h, e0) = cL ⇒ n ≥ ñ(h, cL, 1);

(b) if h ∈ {1, . . . , n} and e0 ∈
(

cH−cL
γ

, 1
]
, then

p1(n, h, e0) ≥ α(e0) ⇒ n ≤ n̄;

(c) if h ∈ {1, . . . , n} and e0 = 0, then p1(n, h, e0) > α(e0) ⇒ n ≤ n̄;

(d) if h = 1, then p1(n, 1, e0) ∈ (cL, α(e0)) ⇒
πH(n, h, p1(n, 1, e0), e0) ≥ 0;

(e) if h ∈ {2, . . . , n}, then p1(n, h, e0) ∈ (cL, α(e0)) ⇒
πH(n, h, p1(n, 1, e0), e0) ≥ 0 and

[p1(n, h, e0)− cH ]

{
e0γ − [p1(n, h, e0)− cL]

n

}
+ (cH − cL)

(
1 + µ

n + µ

)
γ

≥
{

1

4
− h + µ(h− 1)

[2h + µ(h− 1)]2

}
[γ − (cH − cL)]2. (1.12)
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Proof. 1. If, for some n > 0 and h ∈ {0, . . . , n}, p1(n, h, e0) < cL, then at the
corresponding information set any firm would strictly gain by deviating to p =
cL.

2. Given Assumption 1.2, e0 ∈
(

cH−cL
γ

, 1
]

implies α(e0) > cL. In this case, under

beliefs (1.7) a low quality monopolist faces exogenous quality expectations e0,
whatever price it may choose in the interval (cL, α(e0)). Only if it chooses its
optimal monopoly price in this interval, no profitable deviations are possible28.

3. For a high quality monopolist,

(a) if α(e0) > cH , then the above argument applies;

(b) if e0 = 0, then overall profits are zero at any price p1(1, 1, 0) > cL. Devi-
ating from any such price to p = cL is not profitable if and only if γ ≤ γ̄1.
In turn, if p1(1, 1, 0) = cL, deviating to some p > cL is not profitable if
and only if γ ≥ γ̄1;

(c) see the above argument.

4. When several firms initially enter the market and a pooling introductory price
p1(n, h, e0) ≥ cL is expected, low quality ones have no profitable deviations.
Any high quality firm (if present) may guarantee itself zero overall expected
profits through a deviation to p > cL; if it deviates to p ≤ cL, it monopolizes
the market at both stages 3 and 4, but it makes initial losses (so that the best
such deviation is to p = cL).

(a) If h > 0, the pooling price is p1(n, h, e0) = cL is sequentially rational if
and only if πH(n, h, cL, 1) ≥ 0 ⇐⇒ n ≥ ñ(h, cL, 1).

(b) If h > 0 and e0 > 0, at any pooling price p1(n, h, e0) ≥ α(e0), all firms
expect zero demand and zero overall profits. By deviating to p = cL, a high
quality firm earns overall deviation profits π′H(n, h, cL, p1(n, h, e0), 1) =

−(cH − cL)
(

1+µ
n+µ

)
γ + π2(1). Such deviation is not profitable if and only

if π′H(n, h, cL, p1(n, h, e0), 1) ≤ 0 ⇐⇒ n ≤ n̄.

(c) This holds by the same argument as above.

(d) If h = 1, at stage 4 the unique high quality firm monopolizes the mar-
ket, and makes the same profits, independently of whether at stage 3
it sticks to a pooling price p1(n, h, e0) ∈ (cL, α(e0)) or it deviates to
p = cL. Yet, such deviation yields strictly lower initial profits (indeed,
strictly higher initial losses), so it is not profitable. Hence, a pooling price
p1(n, h, e0) ∈ (cL, α(e0)) is sequentially rational in this case if and only if
πH(n, h, p1(n, 1, e0), e0) ≥ 0.

(e) If h > 1, then a pooling price p1(n, h, e0) ∈ (cL, α(e0)) is sequentially ratio-
nal if and only if both πH(n, h, p1(n, h, e0), e0) ≥ 0 and πH(n, h, p1(n, h, e0), e0) ≥
π′H(n, h, cL, p1(n, h, e0), 1). (1.12) is just the explicit expression of this last
condition.

28Observe that, here and below, in the cases not explicitly considered no additional con-
straints are imposed. So for e0 = 0, any p1(1, 0, e0) ≥ cL is sequentially rational at the
corresponding information set.
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Corollary 1.1. (sequential rationality of pE(n, e0, cH))
Let Assumption 1.4 hold. At a stage 3 information set such that n > 0 and h ∈
{0, . . . , n}, and given beliefs (1.7), with e0 ∈

(
cH−cL

γ
, 1

]
, suppose all firms set pE(n, e0, cH).

1. If n = 1, then pE(n, e0, cH) is sequentially rational if and only if h = 1.

2. If n > 1, then pE(n, e0, cH) is sequentially rational if and only if either h ∈ {0, 1}
or πH(n, h, pE(n, e0, cH), e0) ≥ π′H(n, h, cL, pE(n, e0, cH), 1).

Proof. This follows from Lemma 1.2, since Assumption 1.4 implies that

πH(n, h, pE(n, e0, cH), e0) ≥ 0 holds ∀(n, h) : n ≥ h > 1, ∀e0 ∈
(

cH−cL
γ

, 1
]
.

Corollary 1.2. (no seq. rationality of pE(n, e0, cH) for high µ, γ, h or n)
Let Assumption 1.4 hold.

1. If either γ > γ̃
(
2, 2, pE(2, 1), 1

)
or µ > µ̄, then ∀(n, h) : n ≥ h > 1, ∀e0 ∈(

cH−cL
γ

, 1
]
, p1(n, h, e0) = pE(n, e0, cH) is not sequentially rational at the corre-

sponding stage 3 information set.

2. If µ ≤ µ̄ and γ ≤ γ̃
(
2, 2, pE(2, 1), 1

)
, then

(a) the maximum number h̄ of high quality firms, such that, ∀h > h̄, ∀n ≥
h, ∀e0 ∈

(
cH−cL

γ
, 1

]
, pE(n, e0, cH) is not sequentially rational at the cor-

responding stage 3 information set, is finite and satisfies h̄ ≥ 2;

(b) ∀h ∈ {2, . . . , h̄}, the maximum number n̄(h) of high quality firms, such that,

∀n ≥ n̄(h), ∀e0 ∈
(

cH−cL
γ

, 1
]
, pE(n, e0, cH) is not sequentially rational at

the corresponding stage 3 information set, is finite, decreasing in h, and
satisfies n̄(h) ≥ h.

Proof. This follows from Lemma 1.2, Corollary 1.1, and four observations. First,

∀(n, h) : n ≥ h > 1, ∀e0 ∈
(

cH−cL
γ

, 1
]
, we have γ̃

(
n, h, pE(n, e0, cH), e0

)
≤ γ̃

(
2, 2, pE(2, 1), 1

)
.

Second, γ̄2 > γ̃
(
2, 2, pE(2, 1), 1

)
⇐⇒ µ > µ̄. Third, γ ≤ γ̃

(
2, 2, pE(2, 1), 1

)
⇒ h̄ ≥ 2.

Fourth, ∀e0 ∈
(

cH−cL
γ

, 1
]
, γ̃

(
n, h, pE(n, e0, cH), e0

)
is decreasing in n and h, and

limh→∞ γ̃
(
h, h, pE(h, e0), e0

)
= (cH − cL) < γ̄2, so there must exist h̄ ∈ [2,∞) with

the above mentioned properties. The same kind of argument applies to n̄(h).

These last two corollaries assert that when high quality is sufficiently important to
consumers, and several high quality firms are initially present on the market, future
monopoly profits are so much higher than initial monopoly losses that deviating to
p = cL is always profitable. This is always the case, for any γ satisfying Assumption
1.4, when the elasticity of substitution is high, since this makes competition fierce
and monopoly more attractive. In turn, a low elasticity of substitution, by alleviating
competitive pressure, shifts the threshold of γ, above which pE(n, e0, cH) stops being
sequentially rational, above γ̄2, so that, under Assumption 1.4, if γ is not too high,

then there exist (n, h, e0) : n ≥ h > 1, e0 ∈
(

cH−cL
γ

, 1
]
, for which pE(n, e0, cH) is

sequentially rational. Indeed, in this case sequential rationality holds as long as the
competitive pressure is not too high, i.e., as long as n and h are not too high.
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Sequentially rational quality choices

Let f(x, n) ≡ (1+µ)x− µ
n

[(2+µ)x− µ
n

]2
and g(e0) ≡ (cH−cL)(γ−δ)e0

[α(1)−cH ]2
. The functions f and g have

the following properties: f( 1
n
, n) = n

4
; f(1, n) = n[n+µ(n−1)]

[2n+µ(n−1)]2
; given n ≥ 1, f(x, n)

is decreasing in x ∈
[

1
n
, 1

]
and f

(
x + 1

n
, n

)
defines a new function of x, which is

just a leftwards shift of f(x, n) by 1/n; given x ∈
[

1
n
, 1

]
, f(x, n) is decreasing in n;

given x ∈ [0, 1], f
(
x + 1

n
, n

)
defines a new function of n, which is increasing; given

h ∈ {1, . . . , n}, f( h
n
, n) defines a new function of n, which is increasing; g(e0) is

increasing.

Let δ̃H(n) ≡ γ − n[n+µ(n−1)][α(1)−cH ]2

[2n+µ(n−1)]2(cH−cL)
, δ̃L(n) ≡ γ − n[α(1)−cH ]2γ

4(cH−cL)2
,

δ̂H(n) ≡ γ − n[n+µ(n−1)][α(1)−cH ]2γ

[2n+µ(n−1)]2(cH−cL)2
and δ̂L(n) ≡ γ − n[α(1)−cH ]2

4(cH−cL)
.

Let ēB(n) ≡ n[n+µ(n−1)][α(1)−cH ]2

[2n+µ(n−1)]2(cH−cL)(γ−δ)
and ēT (n) ≡ n2

4(cH−cL)(γ−δ)
.

Lemma 1.3. (thresholds for flat prices)
Let Assumption 1.3 hold and assume N ≥ 8. Then ∀n ∈ {2, . . . , N},
0 < ēB(n) < ēT (n), 0 < δ̃L(n) < δ̂L(n) < δ̂H(n) < δ̃H(n) and

1. if δ > δ̃H(n), then ēB(n) > 1;

2. if δ ∈
(
δ̂H(n), δ̃H(n)

]
, then ēB(n) ∈

(
cH−cL

γ
, 1

]
and ēT (n) > 1;

3. If δ ∈
(
δ̂L(n), δ̂H(n)

]
, then ēB(n) ≤ cH−cL

γ
and ēT (n) > 1;

4. if δ ∈
(
δ̃L(n), δ̂L(n)

]
, then ēB(n) ≤ cH−cL

γ
and ēT (n) ∈

(
cH−cL

γ
, 1

]
;

5. if δ ≤ δ̃L(n), then ēT (n) ≤ cH−cL
γ

.

Proof. The above thresholds are defined so that, ∀n ∈ {2, . . . , N}, g(ēB(n)) = f(1, n);

g(ēT (n)) = f( 1
n
, n); f

(
1
n
, n

)
> g

(
cH−cL

γ

)
⇐⇒ δ > δ̃L(n); f (1, n) < g(1) ⇐⇒ δ <

δ̃H(n); f
(

1
n
, n

)
< g(1) ⇐⇒ δ < δ̂L(n); f (1, n) < g

(
cH−cL

γ

)
⇐⇒ δ < δ̂H(n);

and under Assumption 1.3 and N ≥ 8, it is immediate to verify the above chain
of inequalities. Observe that δ̃L(n) and δ̂L(n) are decreasing; δ̃H(n) and δ̂H(n) are
increasing; ēB(n) is decreasing and ēT (n) is increasing.

Let δ̄(n) ≡ γ − n2[α(1)−cH ]2

4(cH−cL)
. Let x1(n, e0) be the solution of g(e0) = f

(
x + 1

n
, n

)
,

by x > 0, given e0 ∈ [ēB(n), ēT (n)]; x2(n, e0) be the solution of g(e0) = f (x, n), by
x > 1

n
, given e0 ∈ [ēB(n), ēT (n)]; ēM (n) be the solution of g(x) = f

(
x + 1

n
, n

)
, by

x > 0, given δ ≤ δ̃H(n); and ēN (n) be the solution of g(x) = f (x, n), by x > 1
n
, given

δ ∈ [δ̄(n), δ̃H(n)].

Lemma 1.4. (quality choice under low γ, flat prices and e0 > 0)

Let Assumption 1.3 hold. Assume that e0 ∈
(

cH−cL
γ

, 1
]

and that prices are set accord-

ing to the pooling introductory price function p1
δ(n, h, e0) at stage 3, with δ ∈

(
δ̌, γ

)
,

and that the unique Nash equilibrium is played at stage 4. Assume as well N ≥ 8. Then

∀e0 ∈
(

cH−cL
γ

, 1
]
, the unique sequentially rational quality choice for a monopolist is

low quality. ∀n ∈ {2, . . . , N},

1. if e0 ∈
(

cH−cL
γ

, ēB(n)
)
, then the unique sequentially rational quality choice

profile has h(n, e0) = n;
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2. if e0 ∈ [ēB(n), ēT (n)], then a quality choice profile is sequentially rational if

and only if h(n,e0)
n

∈ [x1(n, e0), x2(n, e0)]; in particular, x1(n, e0) and x2(n, e0)
are both decreasing in e0; x1(n, e0) is increasing in n; x2(n, e0) is decreasing
in n; ēM (n) is increasing in n; if δ ≥ δ̄(n), then ēN (n) is decreasing in n,
the two intervals [x1(n, e0), x2(n, e0)] and [ēM (n), ēN (n)] are both contained in
[0, 1], may or not overlap, satisfy x2(n, e0) − x1(n, e0) = 1

n
, ēN (n) − ēM (n) <

1
n
, [ēM (n + 1), ēN (n + 1)] ⊂ [ēM (n), ēN (n)], and

(a) e0 > ēN (n) ⇒ x2(n, e0) < e0;

(b) e0 ∈ [ēM (n), ēN (n)] ⇒ e0 ∈ [x1(n, e0), x2(n, e0)];

(c) e0 < ēM (n) ⇒ x1(n, e0) > e0;

3. if e0 ∈ (ēT (n), 1], then the unique sequentially rational quality choice profile has
h(n, e0) = 0.

Proof. Notice first that γ̄ ≤ 2(cH − cL) ⇐⇒ N ≥ 8. Under Assumption 1.3 and
N ≥ 8, a monopolist pricing according to p1

δ(n, h, e0) strictly prefers low to high quality

∀e0 ∈
(

cH−cL
γ

, 1
]

(to be precise, weakly for N = 8 and γ = γ̄, and strictly in any

other case)29. Given n ∈ {2, . . . , N} and e0 ∈
(

cH−cL
γ

, 1
]
, sequential rationality of

the quality choice profile z(n, e0) may be conveniently rewritten in terms of the above
defined functions f and g:

f

(
h

n
, n

)
≥ g(e0) ≥ f

(
h + 1

n
, n

)
, (1.13)

where only the first inequality matters if h = n and only the second one if h =
0. Lemma 1.3 establishes, ∀n ∈ {2, . . . , N}, whether and how the two intervals(

cH−cL
γ

, 1
]

and (ēB(n), ēT (n)) intersect.

1. If e0 ∈
(

cH−cL
γ

, ēB(n)
)
, then the second inequality of (1.13) is always violated

for h < n, whereas the first one always holds for h = n.

2. If e0 ∈ [ēB(n), ēT (n)], then condition (1.13) holds if and only if h(n,e0)
n

∈
[x1(n, e0), x2(n, e0)]. The monotonicity properties of the boundaries of this in-
terval follow from those of f and g, and the same is true for whether e0 ∈
[x1(n, e0), x2(n, e0)] or not. Since the length of the [x1(n, e0), x2(n, e0)] interval
is 1/n, an integer h(n, e0) ∈ {0, . . . , n} such that (1.13) holds exists30. Notice
that e0 ∈ [ēB(n), ēT (n)] ⇒ δ ≤ δ̃H(n), so that ēM (n) in this case is well de-
fined. In turn, ēN (n) is well defined if and only if δ ≥ δ̄(n), since this condition
is equivalent to f( 1

n
) ≥ g( 1

n
). Since δ̄(n) is decreasing, δ ≥ δ̄(n) implies that

ēN (n′) is well defined ∀n′ > n. The fact that [ēM (n), ēN (n)] is a sequence of
shrinking intervals, each contained in the previous one, again follows from the
monotonicity properties of f and g31.

29The assumption of N ≥ 8 plays no other role than to simplify the exposition of a monop-
olist’s choice.

30If n · x1(n, e0) ∈ {0, . . . , n − 1}, then both h(n, e0) = n · x1(n, e0) and h(n, e0) = n ·
x1(n, e0) + 1 satisfy condition (1.13). In any other case, the integer h(n, e0) such that (1.13)
holds is unique.

31Observe that ēM (n) and ēN (n) are decreasing in µ and (cH − cL), and increasing in δ
and γ.
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3. If e0 ∈ (ēT (n), 1], then the first inequality of (1.13) is always violated for h > 0,
whereas the second one always holds for h = 0.

Let f̃(x, n) ≡ [2n+µ(n−1)][(1+µ)x− µ
n

]

[n+µ(n−1)][(2+µ)x− µ
n

]2
and g̃(e0) ≡ (cH−cL)[α(e0)−cH ]

[α(1)−cH ]2
. The functions

f̃ and g̃ have the following properties: f̃( 1
n
, n) = n[2n+µ(n−1)]

4[n+µ(n−1)]
; f̃(1, n) = n

2n+µ(n−1)
;

given n ≥ 1, f̃(x, n) is decreasing in x ∈
[

1
n
, 1

]
and f̃

(
x + 1

n
, n

)
defines a new function

of x, which is just a leftwards shift of f̃(x, n) by 1/n; given x ∈
[

1
n
, 1

]
, f̃(x, n) is

decreasing in n; given x ∈ [0, 1], f̃
(
x + 1

n
, n

)
defines a new function of n, which tends

to be increasing; given h ∈ {1, . . . , n}, f̃( h
n
, n) defines a new function of n, which is

increasing; g(e0) is increasing; ∀n ∈ {1, . . . , N} it holds that f̃
(

1
n
, n

)
> g̃

(
cH−cL

γ

)
and that, if N ≥ 3, then f̃ (1, n) < g̃(1).

Let ẽB(n) ≡ cH−cL
γ

+ n[α(1)−cH ]2

[2n+µ(n−1)](cH−cL)γ
and ẽT (n) ≡ cH−cL

γ
+ n[2n+µ(n−1)][α(1)−cH ]2

4[n+µ(n−1)](cH−cL)γ
.

Let x̃1(n, e0) and x̃2(n, e0) be the solutions of g̃(e0) = f̃
(
x + 1

n
, n

)
and g̃(e0) = f̃ (x, n),

by x > 0, given e0 ∈ [ẽB(n), ẽT (n)], respectively.
Let ẽM (n) be the solution by x > 0 of g̃(x) = f̃

(
x + 1

n
, n

)
; and ẽN (n) be the solution

by x > 1
n

of g̃(x) = f̃ (x, n).

Lemma 1.5. (quality choice under low γ, intuitive prices and e0 > 0)

Let Assumption 1.3 hold. Assume that e0 ∈
(

cH−cL
γ

, 1
]
, that prices are set according

to the pooling introductory price function p1
E(n, h, e0) at stage 3, and that the unique

Nash equilibrium is played at stage 4. Assume as well N ≥ 8. Then ∀e0 ∈
(

cH−cL
γ

, 1
]
,

the unique sequentially rational quality choice for a monopolist is low quality. ∀n ∈
{2, . . . , N},

1. if e0 ∈
(

cH−cL
γ

, ẽB(n)
)
, then the unique sequentially rational quality choice

profile has h(n, e0) = n;

2. if e0 ∈ [ẽB(n), ẽT (n)], then a quality choice profile is sequentially rational if

and only if h(n,e0)
n

∈ [x̃1(n, e0), x̃2(n, e0)]; in particular, x̃1(n, e0) and x̃2(n, e0)
are both decreasing in e0; x̃1(n, e0) and ẽM (n) tend to be increasing in n;
x̃2(n, e0) and ẽN (n) are decreasing in n; the two intervals [x̃1(n, e0), x̃2(n, e0)]
and [ẽM (n), ẽN (n)] are both contained in [0, 1], may or not overlap, satisfy
x̃2(n, e0)− x̃1(n, e0) = 1

n
and ẽN (n)− ẽM (n) < 1

n
, and

(a) e0 > ẽN (n) ⇒ x̃2(n, e0) < e0;

(b) e0 ∈ [ẽM (n), ẽN (n)] ⇒ e0 ∈ [x̃1(n, e0), x̃2(n, e0)];

(c) e0 < ẽM (n) ⇒ x̃1(n, e0) > e0.

3. if e0 ∈ (ẽT (n), 1], then the unique sequentially rational quality choice profile has
h(n, e0) = 0.

Proof. Under Assumption 1.3 and N ≥ 8, a monopolist pricing according to p1
E(n, h, e0)

strictly prefers low to high quality ∀e0 ∈
(

cH−cL
γ

, 1
]
32. Given n ∈ {2, . . . , N} and

32As in Lemma 1.4, the assumption of N ≥ 8 plays no other role here than to simplify the
exposition of a monopolist’s choice.
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e0 ∈
(

cH−cL
γ

, 1
]
, sequential rationality of the quality choice profile z(n, e0) may be

conveniently rewritten in terms of the following condition:

f̃

(
h

n
, n

)
≥ g̃(e0) ≥ f̃

(
h + 1

n
, n

)
, (1.14)

where only the first inequality matters if h = n and only the second one if h = 0.
∀n ∈ {2, . . . , N}, ẽB(n) and ẽT (n) are the solutions by e0 > 0 of f̃(1, n) = g̃(e0) and
f̃

(
1
n
, n

)
= g̃(e0), respectively; and the following holds.

1. If e0 ∈
(

cH−cL
γ

, ẽB(n)
)
, then the second inequality of (1.14) is always violated

for h < n, whereas the first one always holds for h = n.

2. If e0 ∈ [ẽB(n), ẽT (n)], then condition (1.14) holds if and only if h(n,e0)
n

∈
[x̃1(n, e0), x̃2(n, e0)]. The monotonicity properties of the boundaries of this in-
terval, as well as those of [ẽM (n), ẽN (n)], follow from those of f̃ and g̃, and the
same is true for whether e0 ∈ [x̃1(n, e0), x̃2(n, e0)] or not33. Since the length
of the [x̃1(n, e0), x̃2(n, e0)] interval is 1/n, an integer h(n, e0) ∈ {0, . . . , n} such
that (1.14) holds exists34.

3. If e0 ∈ (ẽT (n), 1] (but observe that this interval is empty for high n), then the
first inequality of (1.14) is always violated for h > 0, whereas the second one
always holds for h = 0.

Lemma 1.6. (seq. rat. quality choice under p1
M (n, h, e0) and e0 > 0)

Let Assumption 1.4 hold. If e0 ∈
(

cH−cL
γ

, 1
]
, µ ≤ µ̄, γ ≤ γ̃(2, 2, pE(2, 1), 1) and firms

price according to p1
M (n, h, e0) at stage 3 and play the Nash equilibrium at stage 4, then

a sequence of quality choice profiles z(n, e0) is sequentially rational, given beliefs (1.7),
if and only if the following conditions are satisfied: h(1, e0) = 1 and for n > 1,

1. if π′H(n, n, cL, pE(n, e0, cH), 1) > πH(n, n− 1, pE(n, e0, cH), e0), then h(n, e0) =
n;

2. if πH(n, n, pE(n, e0, cH), e0) < π′H(n, n, cL, pE(n, e0, cH), 1) ≤ πH(n, n−1, pE(n, e0, cH), e0),
then h(n, e0) = n and πH(n, n, cL, 1) ≥ πL(n, n, pE(n, e0, cH), e0);

3. if π′H(n, n, cL, pE(n, e0, cH), 1) ≤ πH(n, n, pE(n, e0, cH), e0), then either h(n, e0) =
n, or 0 < h(n, e0) < n and the following holds:

(a) πH(n, h(n)+1, pE(n, e0, cH), e0) < π′H(n, n, cL, pE(n, e0, cH), 1) ≤ πH(n, h(n), pE(n, e0, cH), e0),

(b) πL(n, h(n), pE(n, e0, cH), e0) ≥ πH(n, h(n) + 1, cL, 1).

Proof. If either n = 1 or n > 1 and π′H(n, h, cL, pE(n, e0, cH), 1) > πH(n, h−1, pE(n, e0, cH), e0),
then p1

M (n, h, e0) = p1
R(n, h, e0) and the result follows from Proposition 1.14. Now con-

sider n ≥ h > 1 and π′H(n, h, cL, pE(n, e0, cH), 1) ≤ πH(n, h − 1, pE(n, e0, cH), e0). If
πH(n, h, pE(n, e0, cH), e0) < π′H(n, h, cL, pE(n, e0, cH), 1), then p1

M (n, h, e0) = cL, so
that h < n cannot be sequentially rational, since p1

M (n, h+1, e0) = cL and low quality

33Observe that ẽM (n) and ẽN (n) are decreasing in µ, increasing in (cH−cL), and increasing
in γ when they are high, but decreasing in γ when they are low

34If n · x1(n, e0) ∈ {0, . . . , n − 1}, then both h(n, e0) = n · x1(n, e0) and h(n, e0) = n ·
x1(n, e0) + 1 satisfy condition (1.14). In any other case, the integer h(n, e0) such that (1.14)
holds is unique.
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is a strictly dominated choice; h = n is sequentially rational if and only if e0 is strictly
lower than 1 and sufficiently close to cH−cL

γ
, since p1

M (n, h − 1, e0) = pE(n, e0, cH)

and deviating to low quality is profitable for e0 = 1, because πN
L (n, n − 1, 1) =

πL(n, n − 1, pE(n, 1), 1) = π1
L(pE(n, 1), 1, n) > π2(n) > πH(n, n, cL, 1) = πN

H (n, n, 1),
but it is not for e0 → cH−cL

γ
, because then πL(n, n − 1, pE(n, 1), 1) → 0. No-

tice that deviation gains are continuous in e0. If π′H(n, h, cL, pE(n, e0, cH), 1) ≤
πH(n, h, pE(n, e0, cH), e0), then p1

M (n, h, e0) = p1
M (n, h − 1, e0) = pE(n, e0, cH) and

πN
H (n, h, e0) > πN

L (n, h−1, e0) always holds under Assumption 1.4. In this case, if h <
n, then πN

L (n, h, e0) ≥ πN
H (n, h + 1, e0) never holds for π′H(n, h, cL, pE(n, e0, cH), 1) ≤

πH(n, h + 1, pE(n, e0, cH), e0), because then p1
M (n, h + 1, e0) = pE(n, e0, cH), for h =

n − 1 we know from above that πN
L (n, n − 1, e0) < πN

H (n, n, e0), and if it is prof-
itable to deviate to high quality for h = n − 1, then it is profitable to do it for any
h < n − 1; in turn, if π′H(n, h, cL, pE(n, e0, cH), 1) > πH(n, h + 1, pE(n, e0, cH), e0),
then p1

M (n, h + 1, e0) = cL and πN
L (n, h, e0) ≥ πN

H (n, h + 1, e0) does not hold for
e0 → cH−cL

γ
, because then πL(n, h, pE(n, e0, cH), e0) → 0, but it may hold or not for

higher e0, depending on parameters.

Trust and consistent expectations

Let h̄(n) be the unique integer such that h̄(n)
n

∈
(
ēN (n)− 1

n
, ēN (n)

]
.

Lemma 1.7. (consistency under low γ and flat prices)
Under the assumptions of Lemma 1.4, suppose that in equilibrium n ∈ {2, . . . , N}
firms enter the market and allow one firm to randomize between high and low quality.
Assume that δ is sufficiently high as to make ēM (n) > cH−cL

γ
. Then both sequential

rationality at stages 2, 3 and 4 and consistency of beliefs (1.7) along the equilibrium
path of play simultaneously hold if and only if h̄(n) firms choose high quality in pure
strategies and

1. if h̄(n)
n

∈ [ēM (n), ēN (n)], then (n− h̄(n)) firms choose low quality in pure strate-

gies and e0 = h̄(n)
n

;

2. if h̄(n)
n

∈
(
ēN (n)− 1

n
, ēM (n)

)
, then (n − h̄(n) − 1) firms choose low quality in

pure strategies,

e0 =
n[h̄(n) + 1 + µh̄(n)][α(1)− cH ]2

[2h̄(n) + 2 + µh̄(n)]2(cH − cL)(γ − δ)
(1.15)

and the mixing firm chooses high quality with probability w = ne0 − h̄(n).

Proof. Under the above assumptions, consistency of beliefs requires e0 = h̄(n)
n

if all

firms play in pure strategies, with h̄(n) of them choosing high quality, and e0 = E(h)
n

=
h̄(n)+w

n
if one firm chooses high quality with probability w ∈ (0, 1), h̄(n) firms choose

high quality in pure strategies and (n − h̄(n) − 1) firms choose low quality in pure
strategies. By Lemma 1.4, given this, sequential rationality of quality choices implies
that either δ > δ̃H(n) (i.e., ēB(n) > 1 and ēN (n) > 1), or e0 ∈ [ēM (n), ēN (n)]. In the
former case, consistency and sequential rationality imply e0 = 1 and h(n, 1) = n. In
the latter case, if δ is so low that ēM (n) ≤ cH−cL

γ
, then a WPBE with flat pooling

introductory prices may not exist, because consistent beliefs may require e0 ≤ cH−cL
γ

,

in which case p1
δ(n, h, e0) is not sequentially rational. By contrast, if δ is sufficiently
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high as to grant ēM (n) > cH−cL
γ

, as assumed above, then sequential rationality of

p1
δ(n, h, e0) is not an issue. In this case, if h̄(n)

n
∈ [ēM (n), ēN (n)], then we have consis-

tency and sequential rationality in pure strategies. If this does not hold and one firm
chooses high quality with probability w ∈ (0, 1), this firm must be indifferent between
the two qualities. Given the other firms’ pure strategy quality choices (i.e., given that
h̄(n) other firms choose high quality and (n− h̄(n)− 1) choose low quality), this con-

dition may be expressed as g(e0) = f
(

h̄(n)+1
n

, n
)
, which, solved for e0, yields (1.15).

Firms choosing low quality in pure strategies then expect exactly the same profits as
the mixing firm. In turn, firms choosing high quality in pure strategies expect slightly
higher profits, because with probability w there will be h̄(n) + 1 competitors at stage
4, but with probability (1− w) there will be only h̄(n). Yet, no firm has a profitable
deviation, since if h̄(n) + 1 firms were to choose high quality in pure strategies, then
expected profits would be lower than in equilibrium. Then w is determined by the

consistency equation e0 = h̄(n)+w
n

, and this indeed grants that e0 ∈ [ēM (n), ēN (n)]).
Finally, Lemma 1.4 implies that for any other number of firms choosing high quality
in pure strategies and any other specification of w, sequential rationality of quality
choices and consistency of beliefs cannot hold at the same time.

Let h̃(n) be the unique integer such that h̃(n)
n

∈
(
ẽN (n)− 1

n
, ẽN (n)

]
.

Lemma 1.8. (consistency under low γ and intuitive prices)
Under the assumptions of Lemma 1.5, suppose that in equilibrium n ∈ {2, . . . , N}
firms enter the market and allow one firm to randomize between high and low quality.
Then both sequential rationality at stages 2, 3 and 4 and consistency of beliefs (1.7)
along the equilibrium path of play simultaneously hold if and only if h̃(n) firms choose
high quality in pure strategies and

1. if h̃(n)
n

∈ [ẽM (n), ẽN (n)], then (n− h̃(n)) firms choose low quality in pure strate-

gies and e0 = h̃(n)
n

;

2. if h̃(n)
n

∈
(
ẽN (n)− 1

n
, ẽM (n)

)
, then (n − h̃(n) − 1) firms choose low quality in

pure strategies,

e0 =
cH − cL

γ
+

n[2n + µ(n− 1)][h̃(n) + 1 + µh̃(n)][α(1)− cH ]2

[n + µ(n− 1)][2h̃(n) + 2 + µh̃(n)]2(cH − cL)γ
(1.16)

and the mixing firm chooses high quality with probability w = ne0 − h̃(n).

Proof. The proof is analogous to that of Lemma 1.7, with h̃(n), ẽM (n) and ẽN (n)
in place of h̄(n), ēM (n) and ēN (n), respectively; with, by Lemma 1.5, sequential
rationality implying e0 ∈ [ẽM (n), ẽN (n)]; and with (1.16) being a re-writing of g̃(e0) =

f̃
(

h̃(n)+1
n

, n
)
.



Chapter 2

Trade Policy and Industrial
Structure

2.1 Introduction

How and when should an industrial structure be protected? Answers to this ques-
tion go back into to the early stages of development of contemporary industrialized
countries and have motivated a plethora of work in international trade and vigorous
disagreements among economists and policy makers. Consensus in this area has been
alternating over time between the polar cases of infant industry protection and trade
liberalization.

At the core of the development strategy of several countries lies an imitation and
replication process, whereby more sophisticated technologies, available in advanced
countries, are copied or reverse engineered. See for example Lewis (1954); Hirschman
(1968); Kim and Nelson (2000) and Kim (1997). This enables developing countries to
produce goods that are highly substitutable to those produced by advanced economies
and that, although produced at lower quality levels (at least temporarily), rely on cost
advantage to be competitive. This high substitutability aspect of internationally com-
peting goods produced at different quality levels tends to be overlooked by the recent
literature on trade with heterogeneous firms. One reason is that vertical differences
are modelled in terms of cost rather than quality1. While both choices yield a version
of comparative advantages, the latter one allows to focus in a natural way on the dif-
ferent degree of substitutability between two varieties (horizontal heterogeneity) and
two qualities of the same variety (vertical heterogeneity). We argue that imitation-
driven industrialization makes such distinction relevant and explore its implications
for trade policy and industrial development. This sheds light on the different patterns
of industrialization followed by successful South-Eastern Asian and unsuccessful Latin
American countries.

We first analyze a static, small open economy, general equilibrium model with

1This holds both in the models developed along the path set by Melitz (2003) and by
Bernard et al. (2003), and in the literature on trade and innovation, such as Aghion et al.
(2005). Instead of investigating innovation effort, we focus on the evolution of the industrial
structure.
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heterogenous firms. We rule out any gains from trade due to either love of variety
or increasing returns. This way, gains from trade for the small economy derive from
vertical differentiation alone, because it allows to substitute higher quality imported
goods for lower quality, domestically produced ones.

Our first result is that whether protection is better than liberalization, or the
other way around, crucially depends on the degree of vertical heterogeneity. Domestic
vertical heterogeneity increases gains from trade and therefore liberalization becomes
preferable when it is sufficiently high. In this case, local champions can emerge and
compete internationally, and it is desirable to let international competition substitute
high quality imported goods for low quality domestic ones. By contrast, protection
tends to be preferable where the local industrial structure is more homogeneous, since
in this case gains from trade are lower. A crucial role for this result is played by trade
costs. Our second result is that the lower transportation costs, the lower is the degree
of heterogeneity required for free trade to be better. Thus globalization makes free
trade a better policy for a wider range of industrial structures. This may also help
understand why the sign of the correlation between tariffs and growth changes over
time (Clemens and Williamson, 2004).

We next extend the static framework to include dynamic learning externalities. If
externalities arise from localized network interaction with other firms, liberalization
adds dynamic costs to static trade costs if, when forcing several industries to close, it
brings about a loss of relevant learning externalities. The relevance of learning should
be out of doubt. Amsden (1989) already observed: “If industrialization first occurred
in England on the basis of invention, and if it occurred in Germany and the United
States on the basis of innovation, then it occurs now among ‘backward’ countries on
the basis of learning” (Amsden, 1989, p. 4). The fact that learning externalities are
highly localized has been recently emphasized by the literature on innovation and
growth. The strong implications this has for trade are investigated by Baldwin and
Robert-Nicoud (2006) in the context of Melitz’s (2003) model. Yet, although localized
learning externalities are plausible and relevant, they are not necessarily the main
source of learning. Thus, beyond their intrinsic interest, our reason for focusing on
them is that they deliver a dynamic version of the infant industry argument and we
can assess its sensitivity to the specific characteristics of a country’s initial industrial
structure, defined by the distribution of its firms’ quality. Our focus on both vertical
and horizontal heterogeneity thus allows us to articulate in a novel way Baldwin and
Robert-Nicoud’s (2006) analysis.

As was true in the static model, our dynamic analysis confirms that, the higher
trade costs, the narrower the range of initial industrial structures for which liberal-
ization is preferable, and in particular the higher the initial degree of vertical hetero-
geneity necessary for this to hold. When there are two types of firms, technologically
backward and technologically advanced, the relative gains to initial protection increase
with the quality of backward firms (the cost of protection becomes lower), decrease
with the quality of advanced firms (a lower level of heterogeneity reduces the benefits
from free trade) and increase with the mass of backward firms (the loss of learning
externalities would be higher). In essence, a rather homogeneous industrial structure,
with all firms at a similar (and not too wide) quality gap from the frontier, is more
worth protecting than a heterogeneous industrial structure, with a few very backward
sectors and many relatively advanced ones.

We finally discuss how farsighted a policy maker should be to choose the right
policy, and observe that this also changes with the initial industrial structure. Thus
some countries are more exposed to policy mistakes than others, due to a stronger
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temptation to follow a policy that is better in the short run, but worse in the long run.

The remainder of this paper is organized as follows. Sections 2 and 3 introduce
the model and discuss its static equilibria. Section 4 introduces the leaning dynamic
and presents simulation results. Section 5 concludes.

2.2 Model

We consider a small open economy, populated by a measure 1 of identical individuals,
each endowed with 1 unit of labor, which is supplied inelastically in a competitive labor
market, and where a continuum [0, 1] of goods are produced. Good 1 is a consumption
good, produced and sold by a perfectly competitive representative firm; goods [0, 1)
are intermediate goods, produced and sold by monopolistic firms.

The representative consumer maximizes

U =

∞∑
t=0

(
1

1 + ρ

)t

ln c(t), (2.1)

where ρ ∈ (0, 1) is the intertemporal discount rate and c(t) is consumption at time t.
Since we do not consider intertemporal transfer, the solution to this problem reduces
to the solution of the static problem, so that demand for good 1 (the consumption

good) at time t is yd(1, t) = E(t)
p(1,t)

, where E(t) denotes aggregate income and p(1, t) the

price of good 1, both at time t. Aggregate income E(t) = W (t)+Π(t)+T (t) is equal to
the sum of aggregate wage income W (t), which under full employment simply equals
the wage rate w(t), aggregate profits Π(t) =

∫ 1

0
π(m, t) dm, where π(m, t) denotes

firm m’s profits at time t, and aggregate tariff revenue on imports T (t), which will be
specified below.

Each intermediate good m ∈ [0, 1) is produced with labor according to the de-
creasing returns to scale technology

y(m, t) = L(m, t)α, (2.2)

with α ∈ (0, 1). Even though we make this assumption for simplicity, it goes in line
with the the empirical evidence suggesting that manufacturing firms in developing
countries do not enjoy scale economies (Tybout, 2000)2.

Intermediate goods, which are both horizontally and vertically differentiated, are
the only input in the production of the unique consumption good, which is produced
according to the constant returns to scale technology

y(1, t) =

[∫ 1

0

h(m, t)
σ−1

σ dm

] σ
σ−1

, (2.3)

2Simplicity comes from the fact that decreasing returns allow us to easily introduce vertical
differentiation in a small open economy model. Decreasing returns reinforce trade costs in our
model, because specialization implies production on a higher, less efficient scale. Yet, since
we explicitly introduce trade costs in the form of transportation costs, decreasing returns are
not crucial for our results and most of them would hold even if we assumed a technology with
initially increasing and eventually decreasing returns to scale. With globally non-decreasing
returns they would probably still hold, but we would have to explicitly model the number of
trading countries.
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where σ > 1 captures the elasticity of substitution between any two different varieties
of intermediate goods and h(m, t) is the ‘effective input’ of good m at time t.3.

The ‘effective input’, which may be either bought locally or imported from the rest
of the world, is given by its quantity multiplied by its quality:

h(m, t) =

{
x(m, t)v(m, t) , if it is bought locally
x(m∗, t)v(m∗, t) , if it is imported

(2.4)

where x(m, t) denotes local quantity and v(m, t) the quality of the domestically pro-
duced good m, and m∗ is a perfect substitute to m, produced in the rest of the world
at the quality frontier v(m∗, t).

Local intermediate goods directly compete with their foreign perfect substitutes.
Taking into account the presence of an import tariff τ(t) ≥ 0 (applying to landed
import and the same for each variety at a given time) and of transport (or adoption)
costs of the iceberg type a ≥ 0, which render the buyer price of an imported interme-
diate good equal to p(m∗, t)[1 + τ(t)](1 + a), the final good producer decides whether
to buy locally or to import according to the best quality/price ratio. The set of locally
acquired inputs, and indeed of domestic intermediate good producers who are active

at all, is D(t) =
{

m ∈ [0, 1) : v(m,t)
p(m,t)

≥ v(m∗,t)
p(m∗,t)[1+τ(t)](1+a)

}
, where p(m, t) denotes the

price of good m at time t set by its local producer. Therefore, defining the threshold
function

pH(m, t) ≡ v(m, t)

v(m∗, t)
p(m∗, t)[1 + τ(t)](1 + a), (2.5)

we have D(t) = {m ∈ [0, 1) : p(m, t) ≤ pH(m, t)}. Goods m ∈ [0, 1) \ D(t) are not
produced domestically and their foreign perfect substitutes are imported.

Calling M(m∗, t) the quantity of good m∗ imported at time t implies that the
aggregate revenue from an import tariff is

T (t) =

∫
[0,1)\D(t)

τ(t)p(m∗, t)(1 + a)M(m∗, t)dm∗.

A similar production structure for the world economy implies that the final good
producer in the rest of the world will be willing to import intermediate good m from
our small economy only if the quality/price ratio is competitive. Letting τ∗(t) be
the foreign import tariff at time t, the set of exportable intermediate goods for our

small economy is F (t) =
{

m ∈ [0, 1) : v(m,t)
p(m,t)[1+τ∗(t)](1+a)

≥ v(m∗,t)
p(m∗,t)

}
which defines the

threshold function

pL(m, t) ≡ v(m, t)

v(m∗, t)

p(m∗, t)

[1 + τ∗(t)](1 + a)
, (2.6)

and therefore we have F (t) = {m ∈ [0, 1) : p(m, t) ≤ pL(m, t)}.
We assume the rest of the world immediately responds reciprocally to the tariff

choice of the domestic economy, by imposing the same import tariff (τ∗(t) = τ(t))4.

3Together with perfect competition, it is equivalent to assuming that each consumer as-
sembles and consumes a bundle of traded intermediates.

4We regard this assumption as the most meaningful to study the dynamic effects of trade
policy in the context of a small open economy model: keeping the tariff set by the rest of the
world fixed would be dynamically implausible, but for a deeper analysis of the tariff choice
problem of the rest of the world a different, more complicated, two country (or n country)
model would be better suited than our small open economy model. Yet our interest is not
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Equations (2.5) and (2.6) then show that a higher level of tariff protection allows
a greater number of domestic intermediate good producers to survive, but at the same
time reduces the number of them who may profitably export.

We now drop for notational simplicity the time index. The domestic producer
of intermediate good m ∈ [0, 1) receives a local demand x(m) and a foreign demand
x∗(m), so the total demand she receives is yd(m) = x(m) + x∗(m)5. Letting P be the
hedonic price aggregator, local demand is

x(m) =

{
p(m)−σ [v(m)P ]σ−1 p(1)y(1) , if p(m) ≤ pH(m)
0 , if p(m) > pH(m)

(2.7)

At price p(m) = pL(m), local production of intermediate goods is assumed to be
first absorbed by local demand and then exported for the reminder. Since we are
dealing with a small open economy, foreign demand is infinitely elastic at pL(m):

x∗(m) =

{
∈ [x (m |pL(m) ) ,∞) , if p(m) = pL(m)
0 , if p(m) > pL(m)

(2.8)

When p(m) > pH(m), good m is not bought locally and its perfect substitute m∗

is imported. Local demand for imports are

M(m∗) =

{
[p(m∗)(1 + a)(1 + τ)]−σ [v(m∗)P ]σ−1 p(1)y(1) , if p(m) > pH(m)
0 , if p(m) ≤ pH(m)

(2.9)

While equation (2.8) follows from our assumptions, equations (2.7) and (2.9) are
obtained from cost minimization given the technology described in (2.3) and (2.4).

The term P that appears in (2.7) and in (2.9) is a price index corresponding to
the marginal cost of production of good 1. It is determined taking into account the
fact that prices must be weighted by quality and that there is the possibility to import
intermediate goods:

P =

{∫ 1

0

[
pF (m)

vF (m)

]1−σ

dm

} 1
1−σ

,

where

pF (m) =

{
p(m) , if p(m) ≤ pH(m)
p(m∗)(1 + τ)(1 + a) , if p(m) > pH(m)

and

vF (m) =

{
v(m) , if p(m) ≤ pH(m)
v(m∗) , if p(m) > pH(m)

.

Merging the previous equations yields total demand for good m ∈ [0, 1):

on strategic trade policy, but rather on the interaction of different industrial structures and
dynamic learning, and on its implications for policy. We feel that our assumption reaches a
good compromise between plausibility and simplicity.

5When necessary, we will write x (m |pL(m) ) to denote local demand of good m at price
pL(m) (and analogously for other prices), but we drop the price for notational simplicity
whenever this does not create confusion.
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yd(m) =


∈ [x (m |pL(m) ) ,∞) , if p(m) = pL(m)
x(m) , if p(m) ∈ (pL(m), pH(m)]
0 , if p(m) > pH(m)

(2.10)

Finally, recalling that D is the set of active domestic intermediate good producers,
the overall demand for labor is

Ld =

∫
D

[y(m)
1
α ]dm. (2.11)

We now solve the firms’ profit maximization problem. The final good producer
operates in a perfectly competitive market and thus sells its product at its marginal
cost:

p(1) = P.

The case of intermediate good producers is somewhat more complicated. Recall
that they are monopolists facing a discontinuous demand function. They first decide
whether to produce or not and then, if they produce, they establish their optimal
quantity of production under the constraints imposed by technology (equation 2.2)
and demand (equation 2.10). Defining the two thresholds yH(m) ≡ x(m |pL(m) ) and
yL(m) ≡ x(m |pH(m) ), using inverse demand and letting R(y(m)) be the revenues
and C(y(m)) the cost, one gets a profit function π(m) = R(y(m)) − C(y(m)), which
is twice differentiable almost everywhere, it is continuous but not differentiable at
yH(m), it is discontinuous at yL(m), and it is twice differentiable and concave within
each of the ranges determined by these two thresholds, but it is not globally concave6.
Therefore, the usual condition of equality between marginal cost (MC) and marginal
revenue (MR) is neither sufficient nor necessary to ensure optimality. Rather, the
following result holds.

For either sufficiently low or sufficiently high w, there exists a unique (local and
global) profit maximizing quantity; for intermediate wage levels there may exist two
local optima, one involving production just for the domestic market and one also
involving exports. In such case a firm’s choice is determined by direct comparison of
the profitability of these two strategies.

This is formally stated in Lemma 2.1.

Lemma 2.1. (intermediate firms’ optimal choice) ∀m ∈ [0, 1), there exist positive
thresholds w0(m), ŵ1(m), w̃1(m) and τ , such that

1. If w ≤ σ−1
σ

ŵ1(m), then m produces yE(m) = [ α
w

pL(m)]
α

1−α .

2. If w ∈ (σ−1
σ

ŵ1(m), max{ŵ1(m), w̃1(m)}), then m’s choice depends on a combi-
nation of wage and protection level.

• For τ ≤ τ , we have two cases:

– if w < w̃1(m), then m compares π(yE(m)) and π(yM (m));

– if w ≥ w̃1(m), then m compares π(yE(m)) and π(yL(m)).

• For τ > τ , we have again two cases:

– if w < ŵ1(m) , then m compares π(yE(m)) and π(yM (m));

6For the details see Appendix A and Albornoz and Vanin (2005).
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– if w ≥ ŵ1(m), then m produces yM (m).

3. If w ∈ [max{ŵ1(m), w̃1(m)}, w0(m)], then m produces yL(m).

4. If w > w0(m), then m stays inactive.

Proof. See Appendix A.

Given this result, in order to characterize the equilibria of the model, it may
become necessary to first identify a candidate equilibrium and then check whether the
optimality conditions established by Lemma 2.1 are satisfied.

2.3 Static Equilibria

We define an equilibrium as a collection of prices and quantities such that consumers
maximize utility, producers maximize profits and all markets clear. We call an equi-
librium symmetric when firms with the same quality level make the same choices.
We restrict our attention to symmetric equilibria. We first discuss the symmetric
equilibrium of our economy under autarky. We next let our small economy be open.

To keep the general equilibrium analysis as simple as possible, we make the fol-
lowing assumptions on initial conditions.

Assumption 2.1. A fraction u of local intermediate good producers begins with a
‘bad’ quality, i.e., with a quality gap w.r.t. the international quality frontier. The
remaining fraction (1−u) starts with no quality gap7. Formally, ∃ u, β ∈ [0, 1] : ∀m ∈
[0, u), v(m, 0) = βv(m∗, 0) and ∀m ∈ [u, 1), v(m, 0) = v(m∗, 0).

We can thus study two dimensions of the initial industrial structure: horizontal
one, given by the proportion u of ‘bad’ firms, and the vertical one, given by their
quality gap 1− β w.r.t. the international quality frontier.

Assumption 2.2. We normalize at the beginning the international quality frontier
for each sector: ∀m∗ ∈ [0, 1), v(m∗, 0) = v∗(0).

Since over time both ‘good’ and ‘bad’ firms may learn, and the international quality
frontier moves, we define the ratio of local to international quality at time t, βL(t) ≡
v(L,t)
v∗(t) and βH(t) ≡ v(H,t)

v∗(t) , for ‘bad’ and ‘good’ firms, respectively8. We also denote

by pL(L, t) and pL(H, t) the lower price threshold and by pH(L, t) and pH(H, t) the
higher price threshold, for the two types of firms at a given point in time.9

2.3.1 Equilibrium under autarky

Proposition 2.1. (Autarkic symmetric equilibrium) There exists a unique sym-
metric equilibrium under autarky.

Proof. See Appendix A.

7In the remainder of the paper we indifferently refer to these two groups of firms as ‘back-
ward’ and ‘advanced’, ‘low quality’ and ‘high quality’, or ‘bad’ and ‘good’, respectively.

8Thus Assumption 1 means βL(0) = β and βH(0) = 1. In some cases we relax assumption
1 to allow for βH(0) ≤ 1.

9Observe that pH(L, t) < pL(H, t) ⇔ βL(t)
βH (t)

< 1
{[1+τ(t)](1+a)}2 , where

βL(t)
βH (t)

denotes the

ratio of ‘bad’ firms’ quality to ‘good’ firms’ quality.
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From the proof of Proposition 2.1 production and consumption patterns in the
autarkic equilibrium are:

yA(1) =
[
uv(L)

σ−1
α+σ(1−α) + (1− u)v(H)

σ−1
α+σ(1−α)

] α+σ(1−α)
σ−1

(2.12)

yA(L) =

{
u + (1− u)

[
v(L)

v(H)

]− σ−1
α+σ(1−α)

}−α

(2.13)

yA(H) =

{
u

[
v(L)

v(H)

] σ−1
α+σ(1−α)

+ (1− u)

}−α

(2.14)

The autarkic consumption level yA(1) is a decreasing function of u and an increas-
ing function of both v(L) and v(H) (and therefore, given v(H), of the domestic ‘bad’
to ‘good’ quality ratio). It is also an increasing function of σ, since a higher elasticity
of substitution allows a more intensive use of ‘good’ inputs and a less intensive use of
‘bad’ ones. As it was to be expected, yA(1) does not depend on either τ or a.

The autarkic production patterns of intermediate good producers have the follow-
ing properties: yA(L) < 1 < yA(H); both yA(L) and yA(H) are increasing functions of

u; yA(L) is increasing in v(L)
v(H)

; yA(H) is decreasing in v(L)
v(H)

; yA(L) is decreasing in σ;

yA(H) is increasing in σ. Thus the difference in production between ‘good’ and ‘bad’
domestic firms increases with the quality gap between them, and a higher elasticity of
substitution yields a more intensive use of high quality inputs (confirming analytically
the intuition given above). Again, τ and a do not affect autarkic production patterns.

2.3.2 Equilibrium in the rest of the world

When we open our small economy, we consider the equilibrium in the rest of the
world as determined under autarky. Taking the final good produced abroad at time
t = 0 as numeraire, i.e., setting p(1∗, 0) = 1, Assumption 2 and the definition of the
price index P ∗ imply that, letting p∗(t) be the common price of all intermediate goods
produced abroad at time t, the initial foreign marginal cost of producing the final good
is P ∗(0) = p∗(0)

v∗(0) = p(1∗, 0) = 1, so that p∗(0) = v∗(0). Our derivation of the autarkic

equilibrium then implies that for any t ≥ 0, foreign consumption is y(1∗, t) = v∗(t),
the common quantity of all intermediate goods produced abroad is y∗(t) = 1, prices

are p(1∗, t) = P ∗(t) = 1, p∗(t) = v∗(t), and the wage rate is w∗ = α(σ−1)
σ

v∗(t).

2.3.3 Equilibrium for the small open economy

In the open economy, the sharp international competition implied by the perfect substi-
tutability of intermediate goods at different quality levels, combined with the presence
of heterogeneous local producers, significantly complicates the (symmetric) general
equilibrium analysis of the model. Since we consider two types of domestic intermedi-
ate good producers, each of which has three basic alternatives (stay closed, serve just
the local market or also export), and since it is easy to show that ‘bad’ firms cannot
profitably export when ‘good’ ones do not, and cannot profitably stay open unless
also ‘good’ ones can, there exist six types of structurally different potential symmetric
equilibria, summarized in the following table.
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Type of symmetric eq. ‘Good firms’ ‘Bad firms’

EE Export and export sell locally and export sell locally and export

ES Export and survive sell locally and export just sell locally

ED Export and die sell locally and export stay closed

SS Survive and survive just sell locally just sell locally

SD Survive and die just sell locally stay closed

DD Die and die stay closed stay closed

In Appendix B we provide a detailed analytical discussion of the issue of existence
and uniqueness of each type of equilibrium. In that discussion, and in the remainder of
the paper, we take initial foreign consumption as numeraire. The following proposition
summarizes our results:

Proposition 2.2. The following results hold.

• If an ED equilibrium exists, then it is unique and its consumption and production
patterns are

yED(1) =
(1− u)1−αpL(H)

PED − uτ(1 + a)[(1 + a)(1 + τ)]−σP σ
ED

, where

PED =
{
u[(1 + a)(1 + τ)]1−σ + (1− u)[(1 + a)(1 + τ)]σ−1} 1

1−σ

yED(L) = 0

yED(H) = (1− u)−α

• If tariff protection is sufficiently high, then there exists an SS equilibrium with the
same production and consumption patterns as in autarky, namely those described
by equations (2.12), (2.13) and (2.14). We call it henceforth ‘autarky-like SS
equilibrium’.

• For some parameter values, there exists a different SS equilibrium, which we call
‘limit price SS equilibrium’, whose consumption and production patterns are

ySS(1) =
[
uv(L)−

1
α + (1− u)v(H)−

1
α

]−α

ySS(L) =

{
u + (1− u)

[
v(L)

v(H)

] 1
α

}−α

ySS(H) =

{
u

[
v(L)

v(H)

]− 1
α

+ (1− u)

}−α

• No other type of symmetric equilibrium exists.

Proof. See Lemmata 2.2 to 2.7 in Appendix B.

The intuition behind these results is as follows. No EE and ES equilibria exist,
because their high demand for labor would push up wages too much to allow even
‘good’ firms to profitably export. Recall that, because in our model we rule out any
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gains to trade due to specialization or product differentiation, the only competitive
advantage of domestic firms is labor costs.

For some parameter values, an ED equilibrium exists and it is unique. In other
words, in a symmetric equilibrium of this economy, exporting is only compatible with
the existence of some inactive local firm. Exit of backward firms reduces labor demand
and therefore allows advanced firms to enjoy a cost advantage and therefore to export.
Parameter restrictions come from the fact that, for ‘good’ firms to profitably export
when ‘bad’ ones find it optimal to stay closed, the quality gap between them must be
sufficiently high.

Since in an SS equilibrium there is no international trade, taking time 0 foreign
consumption as a numeraire opens the possibility that, for some values of the parame-
ters (in particular, of the tariff), there is an entire range of one price compatible with
equilibrium. Under autarky, taking a numeraire was sufficient to uniquely determine
all prices. Yet for an open economy, when the numeraire is taken in the foreign econ-
omy, and there is no international trade, one price in the domestic SS equilibrium
remains analytically undetermined. Every value of that price then defines a potential
SS equilibrium, and one has to check whether nobody has an incentive to deviate.
We perform this check and find that there may exist a continuum of SS equilibria,
corresponding to values of the undetermined price within a given interval. We show
that this is true both for the SS equilibrium with autarkic production quantities and
for that with higher quantities and limit pricing10. We further show that in both cases
any equilibrium in the corresponding range displays the same production quantities
and consumption levels, independently of the particular price chosen in the equilibrium
interval11.

As far as SD equilibria are concerned we give conditions for them to exist and find
numerically that they are never satisfied. Notice in any case that such equilibria are
not very interesting from an economic point of view. Finally, we prove that no DD
equilibrium exists, because there would be excess supply of labor.

2.3.4 Autarky versus Free Trade

Let us now compare, when an ED equilibrium exists, its consumption level with the
autarkic one: i.e, yA(1) with yED(1) as to identify for which industrial structures an ED
equilibrium under free trade exists and yields a higher consumption than autarky. The
best way to think of this comparison (and indeed the way that gives an ED equilibrium
its best chances) is as one between the the two polar cases of high protection, which

10In the working paper version of this paper we show that if, for a given tariff value, both
an ‘autarky-like SS equilibrium’ and a ‘limit price SS equilibrium’ exist, then the former
Pareto-dominates the latter. This is intuitive because, algebraically, a ‘limit price SS equi-
librium’ corresponds to the autarkic equilibrium that would hold if there were no possibility
of substitution between different intermediate inputs. We also show that the ‘limit price SS
equilibrium’ may exist for lower tariff values, for which the ‘autarky-like SS equilibrium’ does
not exist.

11Therefore, given that our focus is on production and consumption patterns, in our nu-
merical simulations we resolve this multiplicity issue by picking up one specific value for the
undetermined price. For mathematical convenience, we take the undetermined price to be
p(L) in the former case and w in the latter case and, from the respective intervals where
SS equilibria exist, we pick up the mean value of p(L) and the highest value of w. While
this is clearly arbitrary, it is useful to stress once again that it has no consequences on the
determination of production and consumption patterns, which is what we are interested in.
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isolates the economy from the rest of the world, and of free trade, in the sense of zero
tariff.

Defining K ≡
{

1−u
u

[(
u(1+a)2(1−σ)+(1−u)

1−u

) 1
α+σ(1−α) − 1

]} α+σ(1−α)
σ−1

, equations (2.12)

and (2.15) yield

yED(1) > yA(1) ⇐⇒ v(L)

v(H)
< K. (2.15)

Notice that 0 < K < 1 and that K is decreasing in a12. Therefore, we have the
following proposition.

Proposition 2.3. If under free trade an ED equilibrium exists, then it is Pareto-
superior to the autarkic equilibrium if and only if the industrial structure displays
sufficient vertical heterogeneity.

Proof. The result immediately follows from equation (2.15).

Remark 2.1. As long as an ED equilibrium under free trade exists, a reduction in
transportation costs, which is a simple way of thinking of globalization, makes free
trade preferred to autarky for a wider range of industrial structures.

Remark 2.2. As we have noticed above, under free trade an ED equilibrium exists
only if the industrial structure is sufficiently heterogeneous. Therefore, heterogeneity
of the domestic industrial structure plays the double role of generating gains from trade
and of allowing them to be reaped in equilibrium.

2.4 Simulation Exercises on Dynamics

We turn now to the dynamic analysis of the model. It is a well known fact that
the dynamic benefits of any trade policy depend on firms’ learning curves (see Melitz
(2005) for a modern study of this question13). In a general formulation, the quality
and quantity of own production, as well as aggregate production in the local industrial
network, imports and exports, are all potential factors that help technological progress
through learning externalities (leaving aside, to remain in the present framework, hu-
man capital accumulation, R&D investment and so on). Which of these factors are
the main engines of learning will determine the dynamic optimality of trade policy.
For example, in the presence of learning by doing or of relevant cross-country learn-
ing externalities, either through imports or through exports, international trade and
specialization would obviously favor dynamic learning. In turn, localized learning
externalities set a dynamically favorable case for protection.

The empirical literature has not yet offered a clear verdict about the main sources
of learning in different sectors and countries, so that any specific assumption on the

12To see that K < 1 calculate it for a = 0 and then observe that in that case a sufficient

condition for K < 1 is 1 − (1 − u)
1

α+σ(1−α < u, which is always satisfied for u < 1, due to
strict convexity of the left hand side, to continuity and to equality of the two sides for u = 0
and u = 1.

13Melitz focuses on competitive firms producing imperfect substitutes at home and abroad,
and on the role of quotas. We rather emphasize market power, perfect substitutability across
quality and the role of tariffs.
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learning curve is to some degree arbitrary14. Since we want to place our analysis in
the debate about the validity of the infant industry argument, we incorporate the
idea that initial protection may be desirable by assuming that in its absence potential
learning externalities may be lost. We thus focus on knowledge spillovers due to
interaction within the local industrial network. Recently, Baldwin and Robert-Nicoud
(2006) have introduced the same idea (namely, that learning externalities increase in
the number of locally active firms) in Melitz’s (2003) model and have shown that
under this extension freer trade may be detrimental to growth, even if it initially
raises productivity. Coherently with their finding, our assumptions also yield a growth
detrimental effect of trade in our framework. Yet, while their interest is then devoted
to explore the effects of different learning externalities, we rather investigate how the
dynamic costs and benefits to protection depend on the initial industrial structure,
are affected by globalization and expose different countries to policy mistakes.

Specifically, we assume the following learning dynamic

v(m, t + 1) = v(m, t) + v(m, t)ϕ

[∫
D(t)

y(i, t)v(i, t) di

]1−ϕ−ε

(2.16)

where ϕ ∈ (0, 1) and ε ∈ (0, 1 − ϕ) are parameters. The rest of the world learns
according to the same dynamic, with its respective variables. Concavity of the learning
function (granted by our parameter restrictions) implies, all else equal, a tendency to
converge to the technological frontier. If free trade forces initially inefficient sectors
out of the market, it may destroy a potentially important base for future development.
Observe that the networking effect (captured by the term in brackets) depends on the
production of domestic firms in efficiency units: while it is possible to learn something
from any firm, one learns more from technologically more advanced partners.

We study the following two policies

1. Free Trade, under which τ(t) = 0 for all t ≥ 0;

2. Temporary Protection, which requires selecting, at each point in time, the min-
imum tariff that is necessary to keep all domestic firms active15.

These policies allow us to compare an outward-oriented development strategy, more
associable to contemporaneous consensus, with an import substitution strategy (es-
pecially aimed at protecting infant industries), which was a common recommendation
between World War II and mid Seventies.

We compare these two policies when Free Trade gives rise to an ED equilibrium
at any point in time and when the Paretian ranking of their outcome is reversed when
we pass from the static analysis of the initial industrial structure to the dynamic anal-
ysis over an infinite time horizon16. This tends to happen when static trade costs are

14Trade theory has considered both the implications of cross-country but industry-specific
learning externalities, as in Krugman (1987), and of externalities which are both industry and
country-specific, as in Brezis et al. (1993). Knowledge spillovers have been found to be highly
localized in the empirical literature on innovation and growth, for instance by Keller (2002)
and by Bottazzi and Peri (2003). In the same literature, Jones (1995) and Segerstrom (1998)
have stressed that learning functions are concave in own knowledge, which in our context
means that good products are harder to improve than bad ones.

15Protection here is termed temporary because, due to concavity of the learning function,
and therefore to convergence, the minimum tariff necessary to keep all domestic firms active
converges to zero in finite time.

16If, under Free Trade, at some point in time no ED equilibrium exists, or even no symmetric
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very low. Therefore, we initially carry out our simulations assuming no transporta-
tion costs (a = 0). From our assumptions it is immediate to derive the following result.

For any initial industrial structure, for which Free Trade is initially Pareto-superior
to Temporary Protection from a static point of view, it holds that

• there exists a discount rate ρ̄ > 0, such that, for any ρ < ρ̄, the present dis-
counted value of the stream of consumption obtained in a sequence of SS equi-
libria under Temporary Protection is higher than that obtained in a sequence
of ED equilibria under Free Trade17;

• consequently, for any value of ρ < ρ̄, there exists a time t̄, such that the partial
sum of the difference in discounted utility between the two policies is negative
until t̄ and positive afterwards.

In light of this result, one way of comparing Free Trade and Temporary Protec-
tion across different initial industrial structures is to ask how t̄ changes with initial
conditions. This way is interesting because in several cases it is reasonable to assume
that policy makers are myopic, in the sense that, although aware of the representative
consumer’s time discount rate, they only plan over a finite horizon18. In the following
table we compare the values of t̄ for four different initial industrial structure and two
degrees of patience19.

t̄ u = 0.2 u = 0.2 u = 0.7 u = 0.7
βL(0) = 0.3 βL(0) = 0.7 βL(0) = 0.3 βL(0) = 0.7

ρ = 0.05 30 12 22 7

ρ = 0.1 ∞ 14 39 7

The main message conveyed by this table is that, given consumers’ patience, the
planning horizon necessary to appreciate the dynamic advantages to protection (where
they exist) is highly sensitive to the initial industrial structure20. In particular, quite
intuitively, t̄ is increasing in vertical backwardness (1 − βL(0)), because the costs of
protection have to be borne for more time before convergence makes its dynamic
advantages prevail. More surprisingly, it is decreasing in horizontal backwardness

equilibrium exists at all, then the comparison is either trivial or impossible. If, in turn, one
policy is better than the other both statically (given the initial industrial structure) and
dynamically, then the analysis is again trivial. Finally, if at some time t for τ(t) = 0 both
an ED and an SS equilibrium exist, then we focus on the former under Free Trade and on
the latter under Temporary Protection. Observe that our welfare measure is always given by
equation (2.1).

17In all of our numerical simulations we find that, if an ED equilibrium under Free Trade is
statically superior to an SS equilibrium under Temporary Protection for the initial industrial
structure, then under Free Trade at each point in time along the entire dynamic there exists
an ED equilibrium. Thus, existence of ED equilibria in this case is not an issue. Recall that
SS equilibria always exist for a sufficiently high tariff.

18A similar comparison might be done in terms of ρ̄ rather than of t̄, without considering
any myopic policy maker. Qualitative results would obviously be the same.

19Parameters are set at the following values: βH(0) = 1, p∗(0) = v∗(0) = 1, a = 0,
σ = 4, ϕ = 0.3 and ε = 0.1. The term ∞ appears because under the quadruple
(u, βL(0), βH(0), ρ) = (0.2, 0.3, 1, 0.1) both the gains from trade and the discount rate are
too high to make Temporary Protection dynamically preferable to Free Trade.

20Obviously, the gains from protection increase with the level of patience (the lower ρ, the
lower t̄).
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(u), because, although a wider mass of backward firms raises the cost of Temporary
Protection, it raises even more the cost of Free Trade, when such policy, by driving a
greater number of firms out of business, substantially shrinks the industrial network
and therefore surviving firms’ development potential. In terms of the old debate on
infant industries, the payoff to protection is higher when there are many backward
firms, but it becomes smaller when these firms are very backward.

When also domestic advanced firms start with an initial quality gap from the in-
ternational frontier (βH(0) < 1), we find that, contrary to what one could expect, it
now takes a shorter time to appreciate the dynamic superiority of Temporary Protec-
tion (obviously, when it exists). While at first sight surprising, this result is explained
by the fact that a lower βH(0) implies a higher homogeneity of the initial industrial
structure, which, as discussed above, reduces the relative gains to Free Trade.

When transportation or adoption costs increase, this obviously reduces the gains
from trade and thus favors protection and reduces t̄, but it does not alter the way
t̄ depends on the initial industrial structure21. If we interpret again globalization
as a reduction of a, these results may help explain changes in the consensus on the
benefits of protecting backward firms: with lower transport costs, the horizon over
which Temporary Protection appears superior becomes longer, so that the ability of
such policy to command political consensus decreases.

2.5 Conclusions

In this paper we investigate the static and dynamic effects of trade policy on industrial
structure in a context characterized by perfect substitutability between domestic and
foreign varieties. This characteristic is common in developing economies and is con-
sistent with many facts associated to trade liberalization: replacement of low quality
inputs by better quality imports (Amiti and Konings, 2005), higher exit than entry
resulting in a reduction of the mass of active firms (Alvarez and Vergara, 2006; Eslava
et al., 2005), entry of surviving firms into the export market (Bernard et al., 2003,
among others) and exporters’ supply of higher quality products (Kraay et al., 2002).
We contend that vertical differentiation is a relevant (and overlooked) dimension to
be considered when assessing the effects of any trade policy.

Our contribution to the debate between supporters of an outward-oriented devel-
opment strategy, more associable to contemporaneous consensus, and of an import
substitution strategy (especially aimed at protecting infant industries), which was a
common recommendation between World War II and mid Seventies, consists in arguing
that the choice should be context-dependent.

We find that free trade is preferred to autarky when an industrial structure is suf-
ficiently heterogeneous. The level of heterogeneity required for free trade to Pareto-
dominate temporary protection increases with transport costs. We also find that
transport costs reduce the optimality of free trade in a dynamic setting. These results
may help explain changes in the consensus on the benefits of protecting backward
firms: with lower transport costs, the horizon over which temporary protection ap-
pears superior becomes longer, so that the ability of such policy to command political
consensus decreases.

21To have a numerical feeling, with u = 0.8, βL(0) = 0.3, βH(0) = 1 and ρ = 0.05, passing
from a = 0 to a = 0.1 makes t̄ pass from 19 to 8. With βL(0) = 0.6 these two values become
10 and 3, respectively.



APPENDIX A 57

A main result emerging from our analysis is that the benefits of protection depend
upon the level of backwardness in the following way: for a given mass of backward
firms, the relative gains from protection increase with the quality of backward firms
(the cost of protection is lower) and decrease with the quality of advanced firms (a
lower level of heterogeneity reduces the benefits from free trade). On the other hand,
for given production quality levels, the relative advantage of protection increases with
the mass of backward firms. According to these results, for instance, the gains to
protection are much higher for a quite homogeneous, not too backward industrial
structure than for a heterogeneous one, with a few very backward firms and many
relatively advanced firms.

Our findings do not constitute an overall assessment of the relative desirability of
temporary protection vs. free trade. Rather, they specify how the dynamic costs and
benefits of these two policies depend on several characteristics of the country to which
they are applied, of its development process, and of the world trading environment.
We thus see this work as a starting point for a new wave of careful and critical research
on an old theme, rather than as a point of arrival.

Appendix A: Proofs of Lemma 2.1 and Proposi-
tion 2.1

Proof of Lemma 2.1

When deciding, each firm m considers other firms’ choice and all equilibrium variables
as given. Revenues and costs are

R(y(m)) =


0 , if y(m) < yL(m)

y(m)
σ−1

σ [v(m)P ]
σ−1

σ [p(1)y(1)]
1
σ , if y(m) ∈ [yL(m), yH(m))

pL(m)y(m) , if y(m) ≥ yH(m)

and

C(y(m)) = wy(m)
1
α , respectively.

Therefore, marginal revenues and marginal costs are

MR(y(m)) =


0 , if y(m) < yL(m)
σ−1

σ
y(m)−

1
σ [v(m)P ]

σ−1
σ [p(1)y(1)]

1
σ , if y(m) ∈ [yL(m), yH(m))

pL(m) , if y(m) ≥ yH(m)

,

(2.17)

MC(y(m)) =
w

α
y(m)

1−α
α . (2.18)

Observe that MC is concave if α ∈
(

1
2
, 1

)
, convex otherwise. Observe further that

lim
y(m)↘yL(m)

MR(y(m)) = σ−1
σ

pH(m) and lim
y(m)↗yH (m)

MR(y(m)) = σ−1
σ

pL(m).

Notice that MC and MR do not necessarily cross. Four cases are possible:

1. If, for any y(m) ≥ 0, MC(y(m)) ≥ MR(y(m)), then firm m is either not active
or, if and only if π(yL(m)) ≥ 0, it sells

yL(m) = pH(m)−σ[v(m)P ]σ−1p(1)y(1)

at pH(m).
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2. If MC(y(m)) and MR(y(m)) cross only once for strictly positive quantities, and
if they cross in the open interval between yL(m) and yH(m), i.e., if MC(yL(m)) <

lim
y(m)↘yL(m)

MR(y(m)) and MC(yH(m)) ≥ lim
y(m)↘yH (m)

MR(y(m)), then there

exists a unique (global) profit maximizer, yM (m) ∈ (yL(m), yH(m)). Such quan-
tity is entirely sold on the local market at price pM (m). Given that within this
range, the equality between MC and MR is sufficient to ensure optimality, we
can derive from (2.18) and (2.17) that:

yM (m) = (
σ − 1

σ

α

w
)

ασ
α+σ(1−α) [v(m)σ−1P σy(1)]

α
α+σ(1−α) (2.19)

and

pM (m) = (
σ

σ − 1

w

α
)

α
α+σ(1−α) [v(m)σ−1P σy(1)]

1−α
α+σ(1−α) (2.20)

3. If between yL(m) and yH(m) MC(y(m)) lies below MR(y(m)), and crosses it
afterwards, i.e., if MC(yH(m)) ≤ lim

y(m)↗yH (m)
MR(y(m)), then there exists a

unique (global) profit maximizer, yE(m) > yH(m). Such quantity is sold at
price pL(m), partly on the local market, which absorbs yH(m), and for the
remaining part, yE(m)−yH(m), it is exported. In this case the choice to export
induces marginal cost pricing, which yields

yE(m) = [
α

w
pL(m)]

α
1−α .

4. If either MC(y(m)) and MR(y(m)) cross twice for strictly positive quantities
or if they cross once, but MC(y(m)) lies above MR(y(m)) between yL(m)
and yH(m), i.e., if MC(yH(m)) > lim

y(m)↘yL(m)
MR(y(m)) and MC(yH(m)) <

lim
y(m)↘yH (m)

MR(y(m)), then there exist two positive local maximizers, one in

which firm m sells exclusively on the local market, choosing either yM (m) or
yL(m), and one in which it also exports, choosing yE(m). Its choice in this case
cannot be determined a priori at the present stage, but has to be determined
in equilibrium by comparison of the two local maxima.

Explicit calculation allows us to find the thresholds mentioned in Lemma 2.1. Let
us define

w0(m) ≡ pH(m)
α+σ(1−α)

α
[v(m)σ−1P σy(1)]

α−1
α

,

ŵ1(m) ≡ α[(1 + τ)(1 + a)]−2
α+σ(1−α)

α w0(m),

w̃1(m) ≡ α
σ − 1

σ
w0(m),

τ ≡ 1

1 + a

(
σ

σ − 1

) α
2[α+σ(1−α)]

− 1.

These thresholds are defined such that

• π(m|yL(m)) ≥ 0 ⇐⇒ w ≤ w0(m),

• MC(yL(m)) = lim
y(m)↘yL(m)

MR(y(m)) ⇐⇒ w = w̃1(m),
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• MC(yH(m)) = lim
y(m)↗yH (m)

MR(y(m)) ⇐⇒ w = ŵ1(m)

• w̃1(m) > ŵ1(m) ⇐⇒ τ > τ .

Given this, Lemma 2.1 just amounts to a re-writing of the results obtained above.

It is also easy to show that w0(m) is greater than both w̃1(m) and ŵ1(m), that all
of them are increasing functions of v(m), and that therefore, at a given w, firms with
a very low quality will remain inactive, firms with intermediate quality will produce
to serve the domestic market, and firms with a very high quality will also export.

Proof of Proposition 2.1

In closed economy, there is no competition with the rest of the world, which means
that intermediate good producers face a continuous demand with no threshold ef-
fects. Then the general equilibrium is easy to derive. From the final good market we
know that p(1) = P . Equilibrium in the intermediate goods market (y(m) = x(m),
m = L, H, according to (2.7)) and in the labor market (Ld = 1, according to (2.11))
then yield y(1) as a function of P and of the prices of low and high quality interme-
diate goods, p(L) and p(H), respectively. The definition of the price index P in (2.2)
then yields y(1) as a function of the prices of intermediate goods alone. Such prices
are determined by p(m) = pM (m), m = L, H, according to (2.20). This yields the
wage rate w as a function of p(L) and p(H). Substituting for w, we can therefore
express p(H), w, P and y(1), y(L), y(H), all as functions of p(L) alone. In partic-
ular, we find that the real part of the equilibrium is independent from the nominal

part: defining a variable A ≡
{

u
[

v(L)
v(H)

] σ−1
α+σ(1−α)

+ (1− u)

}
, which is decreasing in

u and increasing in the domestic ‘bad’ to ‘good’ quality ratio v(L)
v(H)

, we have y(1) =

v(H)A
α+σ(1−α)

σ−1 , y(L) =
[

v(L)
v(H)

] α(σ−1)
α+σ(1−α)

A−α and y(H) = A−α. The nominal part is

defined by p(H) =
[

v(L)
v(H)

] (α−1)(σ−1)
α+σ(1−α)

p(L), w = α(σ−1)
σ

A1−α
[

v(L)
v(H)

] (α−1)(σ−1)
α+σ(1−α)

p(L) and

p(1) = P = A
1

1−σ

[
v(L)
v(H)

] (α−1)(σ−1)
α+σ(1−α) p(L)

v(H)
. Taking one good as numeraire, for instance

setting p(1) = 1, completes the characterization of the unique general equilibrium.

Appendix B: Existence and uniqueness of sym-
metric equilibria

Given the discontinuities and non convexities of the model we prove existence in two
steps: first, we provide an analytical characterization of a candidate symmetric equi-
librium of a given type, by assuming that every agent in the economy behaves in a
specific way and by imposing that, given this, all markets clear; second, we study
the conditions under which the candidate equilibrium is indeed an equilibrium, i.e.,
the conditions under which nobody wants to deviate. This second step amounts to
checking whether the optimality conditions spelled out in Lemma 2.1 are satisfied in
the candidate equilibrium. In what follows, we give the general expressions that are
necessary for the proofs. Explicit calculations are given in Albornoz and Vanin (2005).
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Lemma 2.2. (non existence of ‘export and export’ equilibria) There does not
exist any symmetric equilibrium such that every intermediate good producer both serves
the domestic market and exports.

Proof. Suppose there exists a symmetric equilibrium such that both types of firms, be-

sides serving the local market, also export. They would produce y(m) =
[

α
w

pL(m)
] α

1−α

and sell it at p(m) = pL(m), for m = L, H. Labor market equilibrium Ld =

u
[

α
w

pL(L)
] 1

1−α + (1 − u)
[

α
w

pL(H)
] 1

1−α = 1 would then determine the wage rate

w = α
[
upL(L)

1
1−α + (1− u)pL(H)

1
1−α

]1−α

. Plugging w into the expressions for y(L)

and y(H) yields these variables as functions of the parameters only. Observing that
P = [(1 + a)(1 + τ)]−1 = p(1), it is then immediate to calculate intermediate goods
producers’ profits and add them to the aggregate wages to derive nominal national
income E = w +uπ(L)+(1−u)π(H) = w

α
. Equilibrium in the final good market then

yields y(1) =
[
upL(L)

1
1−α + (1− u)pL(H)

1
1−α

]1−α

[(1 + a)(1 + τ)]. This immediately

yields a contradiction since, given these values, it is immediate to prove that interme-
diate firms’ production is entirely absorbed by domestic demand, so that, contrary to
the hypothesis, there are no exports.

Lemma 2.3. (non existence of ‘export and survive’ equilibria) There does not
exist any symmetric equilibrium such that high quality firms both serve the domestic
market and export, and low quality firms just serve the domestic market.

Proof. Suppose an ES equilibrium exists. Advanced firms sell at pL(H) their produc-
tion whereas Backward firms may sell either at pM (L) or pH(L). We then have two
subcases:

1. p(L) = pM (L)

Solving for P and y(1) at the candidate equilibrium we obtain

P =

1− u

[
y(1)

v(L)

] 1−σ
σ

[
1

u
− 1− u

u

( α

w
pL(H)

) 1
1−α

] α(σ−1)
σ


1

σ−1
(1− u)

1
1−σ

[(1 + a)(1 + τ)]

(2.21)

and

y(1) =
{

u[y(L)v(L)]
σ−1

σ + (1− u)[y(H)v(H)]
σ−1

σ

} σ
σ−1

(2.22)

From (2.7) we know that local demand for advanced firms equals

x(H) = p(H)−σv(H)σ−1P σy(1) (2.23)

Plugging equations (2.21) and (2.22) into (2.23) leads to a contradiction, since
we obtain x(H) = y(H). This means that input supply of advanced firms equals
local demand and therefore there are no exports.

2. y(L) = yL(L)

In this case, backward firms sell their production at the limit price: p(L) =
pH(L). A similar procedure leads to the same contradiction: x(H) = y(H)
and therefore under this candidate equilibrium, exporting is not optimal for
advanced firms and therefore the candidate is not an equilibrium.
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Lemma 2.4. (existence and uniqueness of ‘export and die’ equilibria) For
some parameter values there exists a symmetric equilibrium such that high quality
firms both serve the domestic market and export, whereas low quality firms stay closed
and the corresponding goods are imported. If it exists, such equilibrium is unique and
its consumption level is

y(1) =
(1− u)1−αpL(H)

P − uτ(1 + a)[(1 + a)(1 + τ)]−σP σ
, (2.24)

where

P =
{
u[(1 + a)(1 + τ)]1−σ + (1− u)[(1 + a)(1 + τ)]σ−1} 1

1−σ (2.25)

Proof. Suppose there exists an ED equilibrium. Advanced firms would produce y(H) =

[αpL(H)]
α

1−α w
α

α−1 and sell it at pL(H). Labor market equilibrium Ld = (1−u)y(H)
1
α =

1 yields w = (1 − u)1−ααpL(H). Equation (2.25) follows from the fact that back-
ward firms stay closed and the corresponding goods are imported, and therefore their
price for the domestic buyer includes both transportation costs and tariff. Profits are

π(H) = pL(H)y(H)− wy(H)
1
α = pL(H)(1−α)

(1−u)α . As τ applies to landed imports, aggre-

gate tariff revenue is T = τp∗(1+a)Im where Im = uP σy(1)[(1+a)(1+τ)p∗]−σ(v∗)σ−1

as stated by equation (2.9). Having determined w, π(H) and T , we can now compute

E = w + (1 − u)π(H) + T . Equilibrium in the final good market E = y(1)
P

then
yields y(1) as stated in equation (2.24). This determines a unique candidate equilib-
rium. Therefore, if such equilibrium indeed exists, uniqueness is trivially proved. In
Albornoz and Vanin (2005) we characterize the (necessary and sufficient) conditions
under which nobody has incentive to deviate from the candidate equilibrium, that is,
under which this is indeed an equilibrium, and provide abundant numerical examples
of parameter constellations for which such conditions are satisfied.

Lemma 2.5. (existence of ‘survive and survive’ equilibria) For any parameter
constellation, if τ is sufficiently high, then there exist symmetric equilibria such that
both high quality and low quality firms are only active on the local market. In such
equilibria, each intermediate good producer m can either produce the same quantity as
under autarky, yM (m), or produce the higher quantity yL(m). If both high quality and
low quality firms produce yM (m), then the consumption level is

y(1) =
[
uv(L)

σ−1
α+σ(1−α) + (1− u)v(H)

σ−1
α+σ(1−α)

] α+σ(1−α)
σ−1

(2.26)

If they both produce yL(m), then the consumption level is

y(1) =
[
uv(L)−

1
α + (1− u)v(H)−

1
α

]−α

(2.27)

Proof. Suppose that an SS equilibrium exists. From the final good market we know
that p(1) = P . Equilibrium in the intermediate goods market and in the labor market
yields

y(1) = P−σ
{

u
[
p(L)−σv(L)σ−1

] 1
α + (1− u)

[
p(H)−σv(H)σ−1

] 1
α

}−α

. From Lemma

2.1 it is immediate to see that any intermediate firm m who chooses to sell only to the
domestic market, has only two possible optimal choices: it either produces yM (m) and
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sells it at pM (m), or it produces yL(m) and sells it at pH(m). Such quantities and prices
are defined in equations (2.19), (2.20), and, through (2.7), by yL(m) ≡ x(m|pH(m))
and (2.5), respectively.

Since there are two types of intermediate goods producers, we have four possible
combinations of their choices. Only for expositional purposes, we restrict attention to
the two cases in which either y(L) = yM (L) and y(H) = yM (H), or y(L) = yL(L) and
y(H) = yL(H).

Consider first the former case, i.e., y(L) = yM (L) and y(H) = yM (H). The
definition of the price index P in (2.2) allows to write y(1) as a function of p(L) and
p(H) alone. Then (2.20) yields the wage rate w as a function of them. Substituting
for w, we can therefore express p(H), w, P , y(L), y(H), y(1), all as functions of p(L)

alone. In particular, defining a variable A ≡ u
[

v(L)
v(H)

] σ−1
α+σ(1−α)

+ (1 − u), which is

decreasing in u and increasing in the domestic quality gap v(L)
v(H)

, we find the following
expressions:

p(H) =

[
v(L)

v(H)

] (σ−1)(α−1)
α+σ(1−α)

p(L)

w = α
σ − 1

σ
A1−α

[
v(L)

v(H)

] (σ−1)(α−1)
α+σ(1−α)

p(L)

P =
A

1
1−σ

v(H)

[
v(L)

v(H)

] (σ−1)(α−1)
α+σ(1−α)

p(L)

y(L) =

[
v(L)

v(H)

] α(σ−1)
α+σ(1−α)

A−α

y(H) = A−α

and y(1) is given by (2.26), which is the same as (2.12).

This proves that, if the equilibrium considered in this case exists, then its level
of production of both final and intermediate goods is univocally determined, indepen-
dently of p(L). We now have to make sure that this candidate equilibrium is indeed an
equilibrium, in the sense that nobody wants to deviate. This is going to determine a
set of values of p(L), for each of which such an equilibrium exists. In principle, this set
can either be empty, or be a singletone, or have cardinality higher than one. We find
two results: first, for τ sufficiently high this set is not empty. To see this, recall that the
autarkic equilibrium always exists. Second, when it is not empty, this set is an interval,
that is, there exists an interval of values of p(L), for each of which there exists a sym-
metric SS equilibrium. Any such equilibrium displays the same production quantities
as under autarky. For our purposes, thus, this multiplicity is more apparent than real,
and it is due to the fact that we take time 0 foreign consumption as numeraire, but
that in equilibrium there is no international trade. This means that the choice of the
numeraire is not sufficient to pin down all equilibrium prices, but still the characteris-
tics of the rest of the world influence our small economy, because they determine the
range in which no agents wants to deviate. For instance, an SS equilibrium in which
production quantities are the same as under autarky exists for the following constel-
lation of parameters: v∗ = 1, v(H) = 1, v(L) = 0.8, u = 0.5, a = 10%, α = 0.9, σ = 4
and τ > 85%.
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Consider now the second possibility, i.e., y(L) = yL(L) and y(H) = yL(H). In-
termediate goods prices are p(L) = pH(L) and p(H) = pH(H), so that p(1) = P =
(1 + a)(1 + τ). Then intermediate goods market equilibrium and labor market equi-
librium imply that y(1) is given by (2.27). Knowing this, also y(L) and y(H) are
univocally determined. Once again, we have a free price, in this case w. Therefore,
each value of w defines a candidate equilibrium, and we have to check for which values
of w nobody has an incentive to deviate (so that prices and quantities indeed con-
stitute an equilibrium). In any such equilibrium, production quantities are the same,
so that, if multiple such equilibria exist, once again for our purposes multiplicity is
more apparent than real. For instance, an SS equilibrium in which both high and low
quality firms produce more than under autarky exists for the following constellation
of parameters: v∗ = 1, v(H) = 1, v(L) = 0.8, u = 0.5, a = 10%, α = 0.9, σ = 4 and
τ > 10%.

Lemma 2.6. (non existence of ‘survive and die’ equilibria) There does not exist
any symmetric equilibrium such that high quality firms are only active on the local
market and backward firms stay closed.

Proof. Assume an SD equilibrium exists. Solving for y(1) we obtain

y(1) = v(H)(1−u)
α+σ(1−α)

σ−1

{
1−

[
u

1
σ−1

Γ

] σ−1
σ

} σ
1−σ

, where Γ ≡ [(1+a)(1+τ)]−τ(1+

a)[(1 + a)(1 + τ)]σ.

Observe that Γ > u
1

σ−1 is a necessary and sufficient condition for y(1) > 0. This
means that this equilibrium may exist only for sufficiently low values of τ , which push
backward firms out of the domestic market. Given that advanced firms are only active
on the domestic market, they can either produce quantity yM (H) and sell it at price
pM (H), or they can produce yL(H) and sell it at the limit price pH(H). We therefore
have two cases.

1. For y(H) = yM (H), in Albornoz and Vanin (2005) we characterize the (necessary
and sufficient) conditions for this to be an equilibrium. Despite careful and
systematic numerical exploration of the parameter space, we have never found
parameter values for which such conditions are satisfied.

2. For y(H) = yL(H), notice that this holds if and only if (1−u)−α = pH(H)−σv(H)σ−1P σy(1),
which after some algebra becomes

Γ =
1

u
(2.28)

Since Γ is decreasing in τ and for τ = 0 we have Γ = 1 + a, where a ∈ [0, 1)
is small, a sufficient condition for (2.28) NOT to hold is 1

u
> 1 + a, which we

assume.

Lemma 2.7. (non existence of ‘die and die’ equilibria) There cannot exist any
symmetric equilibrium such that both high and low quality firms are inactive.

Proof. Trivially, if such an equilibrium existed, domestic labor demand would be zero,
but then the domestic labor market would not clear.
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Chapter 3

Economic Growth and
Social Development

3.1 Introduction

In the long run, individual and aggregate well-being depend on both material growth
and social and cultural development. Although this has perhaps always been true,
systematic and sustained material growth has been absent for most of human history,
with some positive and negative exceptions (see, e.g., Goodfriend and McDermott,
1995). Instead, since the Industrial Revolution, a significant fraction of the world has
kept growing at a positive rate, accumulating physical capital, developing better and
better technologies, and accumulating human capital. Indeed, these processes have
captured most of economists’ attention, whereas social and cultural dynamics have
remained at the margin of economic analysis. In recent years, however, an increasing
number of economists have begun to pay attention to the interplay between material
growth and social development.

When material needs have been satisfied to a substantial degree, as is the case in
advanced economies, well-being depends to an increasing extent upon social factors,
like social environment, individual relative position and social status, and the ability
to construct and enjoy meaningful and satisfactory relations with other people1. Social
status has already received a great deal of attention by economists. Here, we rather
focus on the social environment and the enjoyment of social relations, building on the
notions of ‘social capital’ and ‘relational goods’.

The present contribution proposes a simple growth model with private and social
capital accumulation. We investigate whether these two processes move in the same
direction or whether they conflict with each other, and show that both outcomes are
possible, depending on the parameters and initial conditions of the economy. Taking
into account the effects of these dynamics on the consumption of both private and rela-
tional goods, we draw conclusions about well-being that apply to advanced economies.
Section 2 clarifies the concepts and motivates our set-up. Sections 3 and 4 introduce
the static and dynamic versions of our model. Section 5 concludes.

1Sacco et al. (2006) provide an extensive discussion of these issues.
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3.2 Motivation

Social capital is the collection of those productive assets which are incorporated in the
social structure of a group (rather than in physical goods and single human beings, as
physical and human capital) and which allow cooperation among its members to reach
common goals. If we bear in mind that the group considered may range from being
very small to including the whole of society, this definition of social capital encompasses
most of the definitions to be found in the literature. At one extreme, some scholars
even define social capital as an individual asset, but we prefer to consider it as a
collective asset, in order to emphasise its interpersonal nature2. Examples of social
capital range from trust to effective civic norms and to the networks of voluntary
associations typical of civil society. A peculiar feature of social capital is that it is not
accumulated through a standard mechanism of individual investment, since most of its
benefits are not privately appropriable3. Rather, or at least to a much greater extent, it
is accumulated through social participation in group activities. This participation may
only partially be regarded as an investment, since it is, perhaps mainly, an activity that
entails the simultaneous production and consumption of a particular kind of goods,
namely, relational goods.

Relational goods display two peculiar features: they cannot be enjoyed alone, but
exist only inasmuch as they are shared; and their production and consumption very
often cannot be separated: relational goods are produced and consumed at the same
time through participation in some social activity with other people4. Examples range
from going out with friends to participating in a choir, a football club, a voluntary
organization, and so on.

We focus on two aspects of the relationship between relational goods and social
capital. On one hand, a higher social capital increases the return to the time spent in
social participation. For instance, it is easier and more rewarding to participate in an
association with people whom we trust and who share our values and norms, and in a
social context characterised by a rich network of associative opportunities; similarly,
it is more rewarding to go out with friends with whom we share a higher capital of
confidence, long-lasting relations and common norms, and in a context that offers
many options for socially enjoyed leisure. In other words, social capital may be seen
as an input in the production of relational goods5. On the other hand, higher social

2Glaeser et al. (2002) call ‘social capital’ the ‘social’ component of human capital. Since
we distinguish social capital from human capital, we do not follow their approach. DiPasquale
and Glaeser (1999) define individual social capital as an individual’s connections to others,
and argue that it is important for private provision of local amenities and of local public
goods. This is in line with our focus, although we emphasize more the role of aggregate social
participation.

3Glaeser et al. (2002) make the opposite point, namely, that social capital accumulation
responds to incentives to investment in exactly the same way as human capital. Indeed, this
result is natural if one defines social capital as a component of human capital, but it does not
hold if one considers social capital as a group asset rather than as an individual asset.

4The concept of relational goods is due to Uhlaner (1989). Corneo and Jeanne (1999) refer
to them as to socially provided private goods and study their interplay with social status and
growth. (ed.) Gui (2000) provides a number of interesting contributions on the interpersonal
dimension of economic interaction.

5Much of the literature on social capital also stresses its positive impact on the productivity
of traditional private goods. We do not examine this effect here, thus making our point
sharper: as in our framework, a problem of under-accumulation of social capital exists, this
problem will become even worse if we also consider the effect of social capital on private
production. We discuss this point in more detail in the concluding section.
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participation brings about social capital accumulation as a by-product. For instance,
trust (or empathy) may be reinforced and generalised through social interactions (if
individuals do not behave opportunistically). Likewise, high social participation may
lead to the formation of new associations, while continuing to feed the existing ones.

Social participation is an activity intrinsically characterised by external effects
(generally speaking, there is no market in which other people’s participation may be
bought, and even less is there a market for social capital). If other people’s partici-
pation is low, or if the level of social capital is low, the time spent in participating is
little productive, and it becomes worthwhile to shift to private activities, that is, to
ones which yield private goods. For instance, if my friends do not have time to go out
with me, or if they do go out with me but the environment does not offer any inter-
esting social opportunities, I may decide to spend my time better watching television
or reading a book. Indeed, Corneo (2005) presents striking empirical evidence that
the time devoted to watching television and working are positively correlated across
countries, and proposes an explanation based on the substitution between privately
enjoyed and socially enjoyed leisure (i.e., between some private goods and relational
goods). While our work is quite close in spirit to Corneo’s paper, the main difference
is that we analyse the dynamics of private and social capital accumulation, whereas
he displays a simple static model with multiple equilibria.

Specifically, we propose here a model in which a reduction in social participation
implies at the same time an increase in labour supply and a substitution of private for
relational goods. On one hand, such a shift stimulates the economy6; on the other, it
generates a negative externality on the productivity (in terms of relational goods) of
social participation. Dynamically, this change has a negative effect on social capital
accumulation, whereas the sign of its effect on private capital accumulation depends
on whether total savings increase (together with private production) or decrease (due
to a more than proportional increase in private consumption)7. Theoretically, private
and social capital may be both positively or negatively correlated8.

Both ideas - that private growth brings about social development, and that it gen-
erates social disruption - are supported by long-standing traditions of thinking. We do
not attempt to reconstruct this fascinating intellectual debate here, but limit ourselves
to referring to Hirsch (1976) as a representative of the view that private growth may
entail negative social externalities. In particular, Hirsch argues that growth makes
individual time constraints increasingly binding, thereby inducing a shift from time-
intensive activities (among which there is indeed social participation) to time-saving
ones (among which there are many forms of private consumption – e.g., fast food)9.
We emphasise here that this kind of shift may even reinforce private growth.

The idea that negative externalities, either on the natural or the social environ-
ment, may foster growth was first studied within an evolutionary framework by Antoci
(1996) and Antoci and Bartolini (1997). The environmental economics literature on
this subject has subsequently been rapidly expanding. For instance, Bartolini and
Bonatti (1997) and several other contributions have further explored the basic idea

6While most private goods enter the GDP, most relational goods do not.
7While this is consistent with an interpretation of private capital in terms of physical

capital, an extension of the concept to include human capital would not alter the picture
significantly.

8See also the empirical findings of Putnam (1995, 2000) about the rise and decline of US
social capital.

9See Becker (1965) for a pioneering economic analysis of time allocation.
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within a neoclassical framework10. While our work is closely related to theirs, the
main departure consists in our focus on social capital accumulation, which depends
on social participation, whereas the above literature, although it mentions the possi-
bility of a sociological interpretation, is more focused on natural resources, which are
typically subject to a spontaneous flow of renewal.

In two companion papers (Antoci et al., 2007a,b), we explore a similar framework,
respectively with the tools of evolutionary game theory and of neoclassical economics.
In both studies we find that growing economies may fall into social poverty traps,
defined as situations in which, although material wealth is high, social poverty forces
down overall well-being. For the sake of simplicity, in those models we consider the
dynamics of only one asset, social capital. Here, we extend an analysis to include the
accumulation of private capital. One might expect that, once the latter is taken into
account, possibly together with the positive externalities it causes, material growth
may be strong enough, from the point of view of well-being, to more than compensate
its negative social externalities. Indeed, we show that this may but need not be the
case, and that whether it happens or not depends on the parameters of preferences
and technology. An interesting result is that impatience may increase steady-state
well-being, since it reduces inefficient over-accumulation of private capital11.

3.3 Static model

We now present a simple growth model with private and social capital accumulation.
Since some of the basic insights may be appreciated even in a static framework, we
first introduce a static version, in which private and social capital are considered as
exogenously given in some strictly positive amount, and then introduce their dynamics
(in continuous time).

Preferences and technology

We model an economy populated by a continuum of identical, infinitely lived indi-
viduals, of size normalised to 1, whose utility depends on three goods: a private
consumption good C, used to satisfy basic needs (e.g., food and clothes); a relational
good B (e.g., enjoying time with friends); and a private consumption good Cs that
serves as a substitute for the relational good (e.g., a luxury good). Instantaneous
preferences are described by the utility function u(C, B, Cs) = ln C + a ln(B + bCs),
where a > 0 is the elasticity of substitution between basic needs satisfied by C on one
hand and needs satisfied by either B or Cs on the other, and b > 0 is the marginal
rate of substitution between B and Cs

12.
The key point is how individuals decide to allocate their time (they are endowed

with one unit) between social participation, labour and private consumption, besides
the allocation of the latter between the two private goods. Since it is out of our
focus, we disregard the allocation of time to C and Cs, simply assuming that both

10Among recent contributions, see Antoci and Bartolini (2004) for an evolutionary one and
Bartolini and Bonatti (2004) for a neoclassical one.

11A similar result is also found in the above-mentioned environmental economics literature,
since in that case too growth is the result of a failure of coordination.

12The assumption of perfect substitutability between B and Cs greatly simplifies the math-
ematics. Relaxing this assumption may have non-obvious economic consequences and make
closed-form solutions hard to obtain. We simulated a version of this model with the hypothesis
of imperfect substitution, but did not gain any interesting insight.
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require income but not time; on the contrary, B may only be enjoyed if an individual
spends time in social participation. Time must therefore be allocated between social
participation (fraction s) and labour (fraction 1 − s). A single individual considers
average social participation s̄ =

∫ 1

0
s(i)di in the economy as exogenously given.

We assume a backyard technology13, by which identical individuals produce private
goods for their own consumption using labour and private capital K, according to
production function Y = (1 − s)εK1−εA, where ε ∈ (0, 1) is a parameter. Term
A ≡ (1 − s̄)σK̄ϑ captures a positive externality in production, which can be due to
either the observability of other people’s production or the availability of help when
needed. Average private capital K̄ =

∫ 1

0
K(i)di is considered as exogenously given by

each individual and, consequently, the same is true for the whole term A (σ and ϑ are
strictly positive parameters).

Besides private capital, our economy is characterised by the presence of social
capital Ks. Social capital is not the private property of any individual, but is rather an
endowment of the entire economy, that each single individual considers as exogenous.

The quantity of relational good B enjoyed by the representative individual is a
function of his own social participation, average social participation and social capital,
all of which are indispensable factors: B = sαs̄βKγ

s , where α, β, γ > 0.

The maximisation problem of the representative individual, and sym-
metric Nash equilibria

The problem solved by the representative individual is:

max
s,C,Cs

u(C, B, Cs) = ln C + a ln(sαs̄βKγ
s + bCs) s.t. (3.1)

C + Cs = Y = (1− s)εK1−ε(1− s̄)σK̄ϑ, C, Cs ≥ 0, s ∈ [0, 1]. (3.2)

A symmetric Nash equilibrium (SNE) is a triplet (s∗, C∗, C∗s ) that solves problem
(3.1) under constraints (3.2), given that every other individual in the economy chooses
s∗, so that, in particular, s̄ = s∗.

It is easy to show that there is always an SNE with no social participation. To see
this, let s̃ ≡ 0, C̃ ≡ 1

1+a
K1+ϑ−ε, and C̃s ≡ a

1+a
K1+ϑ−ε.

Proposition 3.1. The triplet (s̃, C̃, C̃s) is always an SNE, that is, for any parameter
constellation, there exists an SNE with no social participation14.

In this equilibrium, no time is devoted to social interaction, since each individ-
ual believes that every other one will spend his entire amount of time working, thus
rendering social participation not worthwhile.

To be able to investigate analytically the existence of an SNE in which s > 0, we
make the following simplifying assumption.

Assumption 3.1. α+β = ε+σ = ϕ < 1: this implies that, at an SNE, the elasticity
of relational goods with respect to social participation equals the elasticity of private
production with respect to labour; we call this elasticity ϕ, and assume that the two
functions are concave (ϕ < 1)15.

13This simplifying assumption allows us to rule out any concern about market structure.
14All proofs are given in the Appendix.
15The equality plays no other role than to enable us to derive an analytic solution, whereas

the assumption that ϕ < 1 allows a strictly positive equilibrium social participation, even for
a low ratio of social over private capital.
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Proposition 3.2. Under Assumption 3.1, there exists a unique SNE with strictly
positive social participation, namely, the triplet (ŝ, Ĉ, Ĉs), defined as follows:

Case (a) : Ks < h(K) :


ŝ ≡ 1

1+

(
bεK1+ϑ−ε

αK
γ
s

) 1
1−ϕ

Ĉ ≡ 1
b(1+a)

ŝϕKγ
s + 1

(1+a)
(1− ŝ)ϕK1+ϑ−ε

Ĉs ≡ a
(1+a)

(1− ŝ)ϕK1+ϑ−ε − 1
b(1+a)

ŝϕKγ
s

(3.3)

Case (b) : Ks ≥ h(K) :


ŝ ≡ aα

aα+ε

Ĉ ≡ (1− ŝ)ϕK1+ϑ−ε

Ĉs ≡ 0

(3.4)

where h(K) ≡
[(

εb
α

)ϕ
(ab)1−ϕK1+ϑ−ε

] 1
γ .

Note that ŝ is an increasing function of Ks and α and a decreasing function of K.
We will come back to the interpretation of these findings in the context of the dynamic
specification of the model. Observe also that cases (a) and (b) of Proposition 3.2, de-
fined as Ks < h(K) and Ks ≥ h(K), respectively, identify an economy in which social
capital is scarce and, respectively, abundant relative to private capital. Whatever the
economy’s (exogenous) endowment of the two forms of capital, Proposition 3.2 gives
us the SNE with participation (ŝ, Ĉ, Ĉs) as a function of them and of the parameters.

Proposition 3.3. Let Assumption 3.1 hold.

In case (a), there are both parameter constellations for which the SNE with pos-
itive social participation (ŝ, Ĉ, Ĉs) Pareto-dominates the SNE with no participation
(s̃, C̃, C̃s), and other ones for which the reverse is true.

In case (b), let g(K) ≡

{[
(aα+ε)

1+a
a

(1+a)
1+a
aϕ

]ϕ

(ab)1−ϕK1+ϑ−ε

} 1
γ

. For any parameter

constellation, the SNE with participation (ŝ, Ĉ, Ĉs) Pareto-dominates the one with
no participation (s̃, C̃, C̃s) if and only if Ks > g(K), the reverse being true when
Ks < g(K).

Proposition 3.3 tells us that in economies relatively poor in social capital and rich
in private capital (meaning Ks < h(K)), which of the two equilibria Pareto-dominates
the other depends on the parameters of preferences and technology; but when social
capital is abundant enough relative to private capital (Ks ≥ h(K)), it eventually (that
is, for Ks > g(K)) becomes more efficient to devote a positive fraction of time to
social participation, thereby foregoing some (or all) luxury consumption but enjoying
relational goods. Since, for any parameter constellation and for any strictly positive
endowment of both forms of capital, both equilibria are present, it is possible that, due
to coordination failure, an economy becomes stuck in the Pareto-inferior equilibrium.
The limitation of Proposition 3.3 is that it does not tell us anything about the sources
of the relative abundance of private versus social capital. To investigate this aspect,
we have to turn to the dynamic specification of our model.

However, before doing this, a further comment may be made on the externalities
which drive the story of this static model. Since both average social participation and
average labour time are supposed to exert positive external effects (on the production
of the relational good and of the private goods, respectively), it is not a priori clear
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whether, overall, social participation displays positive or negative spillovers16. In
general, in this game there tend to be positive spillovers from social participation when
social capital is high relative to private capital, whereas they are, overall, negative when
the reverse is true17.

Remark 3.1. Under Assumption 3.1, since, generically, in the SNE with positive
participation (ŝ, Ĉ, Ĉs) spillovers are present, this equilibrium is inefficient even when
it Pareto-dominates the SNE with no participation (s̃, C̃, C̃s)

18.

Remark 3.1 tells us that the common result that, in the presence of non-internalised
externalities, even the best SNE is generally inefficient, also applies to our case.

3.4 Dynamic model

In the dynamic specification of the model, preferences and technology are the same as
above, with the only difference that now private and social capital are endogenously
determined. The dynamics of the representative individual’s private capital is given
by K̇ = Y − C − Cs − ηK, where η ≥ 0 is the private capital depreciation rate19.

Social capital is not accumulated through a process of investment; rather, its stock
increases when a high average social participation brings about a high average en-
joyment of the relational good (denoted B̄ =

∫ 1

0
B(i)di). Since relations deteriorate

over time if individuals do not actively take care of them, we also assume that Ks

depreciates at a rate δ > 0. We can thus summarise the dynamics of social capital as
K̇s = f(B̄) − δKs, where f is a strictly increasing function20. The more rewarding
social participation is in terms of relational goods, the more it contributes to social
capital accumulation21.

For the sake of simplicity, we make the following assumptions.

Assumption 3.2. η = 0: we ignore private capital depreciation.

Assumption 3.3. f(x) ≡ x: this means that K̇s = B̄ − δKs.

16According to Cooper and John’s (1988) terminology, social participation has positive
(negative) spillovers if an increase in average social participation raises (decreases) individual

utility, i.e., if
∂u(C,B,Y−C)

∂s̄
is positive (negative).

17Formally, under the reasonable assumption that β, σ < 1, which is even weaker than

Assumption 3.1,
∂u(C,B,Y−C)

∂s̄
> 0 ⇔ βsαs̄β−1Kγ

s > bσ(1 − s)ε(1 − s̄)σ−1K1+ϑ−ε, i.e.,
when Ks is high relative to K, s is high and s̄ is low.

18Precisely, in the SNE (ŝ, Ĉ, Ĉs) there are positive spillovers when α < βε
σ

and negative
ones when the reverse is true. There are no spillovers only in the non-generic case in which
α = βε

σ
. Remark 3.1 then follows from Proposition 2 of Cooper and John (1988).

19For notational simplicity, we omit the time index t ∈ <+.
20The idea that non-material forms of capital may be accumulated through a ‘consumption’

activity rather than through investment, although unconventional in economics, is neither new
(it goes back to Aristotle’s analysis of ethical virtues, the influence of which is to be found in
the discussion of relational goods by Nussbaum (1986)) nor surprising (e.g., knowledge, which
is accumulated through the use of knowledge itself).

21This specification seems a good first approximation for both main forms of social capital,
namely trust and social norms on one hand, and association networks on the other, since the
ability of both of them to prosper and expand crucially depends on the reward they yield to
the people involved, and this reward consists to a high degree of relational goods. The reason
it is a first approximation is that material rewards may also play a role: we discuss this point
in the concluding section.
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Assumption 3.4. ε > ϑ and γ < 1: this means that we do not allow either K or Ks

to grow steadily at a strictly positive rate.

Assumption 3.2 is an innocent one. Assumption 3.3 is only made for the sake of
analytical simplicity22. Assumption 3.4 means that, in our model, there is no engine
for endogenous growth.

The representative individual’s maximisation problem

Let r > 0 be the inter-temporal discount rate. The representative individual chooses
at time t = 0 how to allocate, at present and at any point in the future, his own
time to participation and labour, and his private production to subsistence and luxury
consumption on one hand, and investment in new private capital on the other, in
order to maximise lifetime utility. At any given point in time, his control variables are
therefore s, C and Cs (which must respect C, Cs ≥ 0 and s ∈ [0, 1]). A strategy is a time
path of controls. Initial stocks of social capital (K0

s ) and private capital (K0, assumed
to be the same for every individual: K0 = K̄0) are exogenously given. When choosing
his strategy, the representative individual regards as exogenously given the strategies
of the rest of the population. Since the time path of social capital and population
averages are independent of any single individual’s strategy, this amounts to taking the
entire future path of Ks, K̄ and s̄ as given. The set of variables that the representative
individual considers as predetermined at any point in time therefore includes these
three variables and the state variable that is under his own direct control, namely,
his own private capital K23. In short, taking for granted the constraints imposed
by technology and by the set of admissible controls, the representative individual’s
problem may be written as follows24:

max
s,C,Cs

∫ ∞

0

u(C, B, Cs)e
−rtdt =

∫ ∞

0

[ln C + a ln(sαs̄βKγ
s + bCs)]e

−rtdt s.t. (3.5)

K̇s = s̄α+βKγ
s − δKs, (3.6)

K̇ = (1− s)εK1−εA− C − Cs, A ≡ (1− s̄)σK̄ϑ. (3.7)

Symmetric Nash equilibrium

An SNE of this economy is a strategy (that is, a time path of the controls s∗, C∗ and
C∗s ) that solves problem (3.5) under constraints (3.6)-(3.7), given that every other
individual in the economy chooses the same strategy.

22In principle, there is no reason for the ‘gross investment’ in social capital to be exactly
equal to the average benefit from social participation, although it is an increasing function of
the latter; however, this specification is by far the easiest one. For instance, all our results
would still hold if we assumed f(x) ≡ ψx, ψ ∈ (0, 1).

23Notice that, in the absence of uncertainty and in the impossibility for the representative
individual to affect population averages (which eliminates any incentive to behave strategically
to influence other people’s future choices), in the present model considering open loop vs.
closed loop strategies makes no difference.

24Recall that all the variables here (both the controls s, C,Cs and the predetermined vari-
ables Ks,K, K̄, s̄, as well as the rates of change K̇s and K̇) should appear with a time index t,
omitted for notational simplicity. The maximisation is taken over the time path of the three
controls, with a slight abuse of notation.
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We now study the SNE of our economy and its dynamic properties25. In order to
maintain the analytical tractability of the static version also in the dynamic version
of the model, we modify Assumption 3.1 into the following one.

Assumption 3.5. α+β = ε+σ = ϕ = 1: this implies that, at any SNE, the relational
good is obtained as a linear function of social participation, and private production as
a linear function of labour.

Proposition 3.4. Let Assumptions 3.2 to 3.5 hold, and consider an SNE of the
economy. At any point in time the curve:

Ks =

(
εb

α
K1+ϑ−ε

) 1
γ

, (3.8)

separates in the (K, Ks) plane the region in which s > 0 and Cs = 0 that in which
s = 0 and Cs > 0 (see figure 1)26.

Precisely, in the two regions, s and Cs are chosen as follows27:

Case (a) : Ks <

(
εb

α
K1+ϑ−ε

) 1
γ

:

{
s = 0
Cs = a

λ

, (3.9)

Case (b) : Ks >

(
εb

α
K1+ϑ−ε

) 1
γ

:

{
s = min

{
1, aα

ελK1+ϑ−ε

}
Cs = 0

. (3.10)

 

0 
K 

Ks 

s>0,  Cs=0 

s=0,  Cs>0 

Figure 1 
 

25Notice that, although the representative individual ex ante (i.e., when deciding) considers
the future time path of s̄ and K̄ as exogenous, ex post (i.e., at an SNE) it turns out to be
equal to that of his own values s∗ and K.

26The difference between ϕ < 1 and ϕ = 1 is that the latter assumption rules out the
possibility of a strictly positive equilibrium choice of social participation for low values of
social capital relative to private capital (i.e., in the lower region of figure 1). For high values,
the choice of s = 0 is still an SNE, but not an interesting one, since the resulting dynamics are
trivial. Therefore, we only examine the case in which individuals coordinate on the equilibrium
with s > 0 in the upper region of figure 1.

27λ is the shadow price of K. All variables are considered at time t ∈ <+. Observe that
the conditions spelled in this proposition do not just hold at steady states, but rather at any
point in time.
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Case (a) identifies a situation in which, at a given point in time, social capital is
scarce relative to private capital, so that, rather than spending time in social partici-
pation, the returns of which are low, in equilibrium it is better to choose a high labour
supply, which has a high return, and to substitute a high consumption of private goods
for the relational good.

On the contrary, case (b) captures a situation of relative scarcity of private capital
as compared with social capital. In equilibrium, social interaction (besides subsistence
consumption) is the basic source of individual well-being. On one hand, labour pro-
ductivity is too low to make it worthwhile to work more in order to substitute some
private consumption for the relational good; on the other hand, the social environment
is rich in opportunities and makes returns on social participation high. The difference
between cases (a) and (b) shows why we observe large differences in the patterns of
time allocation across countries of comparable size and private capital stock: indeed,
these differences may be due to the presence of different relative stocks of private and
social capital.

Fixed points

Exploiting Proposition 3.4, we are now able to characterise the dynamic properties of
our economy. In particular, we focus attention on the fixed points by stating the next
proposition28, where we define:

K∗ ≡
(

1− ε

r

) 1
ε−ϑ

, (3.11)

K∗
s ≡ 0, (3.12)

K∗∗ ≡
[

ε(1− ε)

r(ε + aα)

] 1
ε−ϑ

, (3.13)

K∗∗
s ≡

[
aα

δ(ε + aα)

] 1
1−γ

. (3.14)

Proposition 3.5. In the plane (K, Ks), point (K∗, K∗
s ) is always a fixed point of the

economy. Such point is locally saddle-path stable.
There exists at most one more fixed point, namely (K∗∗, K∗∗

s ). It is a fixed point
if and only if:

aα

δ(ε + aα)
>

(
εb

α

) 1−γ
γ

[
ε(1− ε)

r(ε + aα)

] (1−γ)(1+ϑ−ε)
γ(ε−ϑ)

. (3.15)

If this condition is met, (K∗∗, K∗∗
s ) is locally saddle-path stable.

Remark 3.2. Straightforward calculations show that K∗∗ < K∗.

Remark 3.2 emphasises the fact that, when both fixed points are present, private
capital is lower in the fixed point in which social capital is higher.

Remark 3.3. For given values of the other parameters, condition (3.15) holds if δ
and b are low enough and r, α and a are high enough.

28For expositional purposes, we do not mention here the steady-state values of λ, that are
in any case uniquely determined.
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Remark 3.3 tells us that the fixed point at which social capital is positive exists
when:

δ is low: social capital does not depreciate too fast (an intuitive condition);

r is high: individuals are not too patient: while impatience clearly reduces private
accumulation, it may foster social capital accumulation, to the extent that this
reflects the external effects of relational consumption;

α is high: the relational good is sufficiently a private and not too much of a public
good, i.e., its enjoyment is sufficiently sensitive to one’s own contribution;

a is high: enough weight is attributed to the needs satisfied by either the relational
good or its private substitute (again, an intuitive condition);

b is low: the balance between the relational good and its private substitute as a means
of satisfying preferences for non-subsistence goods is not excessively in favour of
the private substitute29.

It is interesting to speculate on the meaning of such parameters in terms of real
world examples. One might argue, for instance, that a high degree of individual mo-
bility is associated with a high δ, the social capital depreciation rate30. It is true that
mobility gives rise to many ‘weak’ ties, which are indeed a form of social capital31; but
they are also a form which depreciates quickly. More generally, individual mobility
may make many forms of previously accumulated social capital unproductive (in re-
lational terms). From this point of view, we might speculate that a steady state with
high social capital is more likely to exist in Europe than in the US, precisely because
individual mobility is lower in the former than in the latter.

Another interesting discussion concerns parameter α, which captures the relative
degree to which the relational good is a private rather than a public good32. We may
associate a high and a low α, respectively, to more active forms of social participation,
in which my return crucially depends on my contribution (say, organizing an event and
enjoying its success), and to more passive ones, in which my benefit mostly depends
on other people’s contribution (say, attending the same event as a member of the
audience). Another interpretation is that a high α reflects an open context, where
integration is easy and my benefits from participation (suppose I am a newcomer or
an immigrant) depend to a high degree upon my own choice, whereas a low α reflects
closed contexts, where integration is difficult and I may be excluded anyway, despite
my efforts to participate.

Therefore, while individual mobility (both geographical and social) may increase
the depreciation rate of social capital, it may also render relational goods more private

29To have a numerical intuition, let us parameterise the model in a simple way, so that
a = b = 1, α = ε = 0.5, ϑ = 0.1, γ = 0.8. In this case, if social capital depreciation rate δ is,
for instance, 10%, then condition (3.15) is met even at a discount rate r of 1%. If we lower γ
to 0.5, then, with the same δ = 10%, condition (3.15) fails to be met up to a discount rate r
of 8%, whereas it is met for r ≥ 9%.

30Schiff (1999, 2002) analyses the clear-cut difference between the two traditional forms of
factor mobility, namely migration and trade, which becomes apparent once we consider their
different impact on social capital.

31Granovetter (1973) makes the point that weak ties may be economically very important,
since they are often the vehicle of new information.

32Note that B is a pure public good if α = 0, in which case any private incentive to social
participation is absent. On the other hand, B is a pure private good if β = 0, that is, under
Assumption 3.5, if α = 1. In general terms, relational goods are an intermediate case between
private and public goods.
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and less public. This second effect would then probably favour the US over Europe as
regards the existence of a steady-state with high social capital. However, as we show
in the next section, the crucial point is not just whether this steady state exists (e.g.,
to follow our illustrative speculation, that it exists both in the US and in Europe), but
rather whether it is more or less desirable than the other one.

Analysis of well-being

Let us now consider, when both fixed points exist, i.e., under condition (3.15), which
one is Pareto-superior. Let u∗ and u∗∗ be the representative individual’s utility in
fixed points (K∗, K∗

s ) and (K∗∗, K∗∗
s ), respectively.

Proposition 3.6. Assume that condition (3.15) is satisfied. Then fixed point (K∗∗, K∗∗
s )

Pareto-dominates (K∗, K∗
s ), i.e., u∗∗ > u∗, if, ceteris paribus, δ is low enough and r

and γ are high enough. The reverse is true if δ is high enough and r and γ are low
enough.

Proposition 3.6 tells us that the same two forces, impatience and low social capital
depreciation rate, that let (K∗∗, K∗∗

s ) be a fixed point, also make it Pareto-superior.
Moreover, as it is natural to expect, high elasticity γ of the relational good to social
capital contributes to the comparative efficiency of the fixed point with positive social
capital33.

When fixed point (K∗∗, K∗∗
s ) Pareto-dominates (K∗, K∗

s ) and the economy be-
comes stuck in the latter, it may be described as a social poverty trap34. The conver-
gence to such a trap may have two basic causes: it may be due to a low initial en-
dowment of social relative to private capital (for instance, Russia)35; or to the general
problem posed by externalities, the presence of which may lead to inefficient private
choices. If the outcome is an over-accumulation of private capital, at the expense of
social capital and individual and social well-being, we may say that private growth and
social development come into conflict with each other, and that it would be efficient to
increase social participation and decrease labour supply, sacrificing some accumulation
of private capital, but gaining in terms of an improved social environment. Of course,
this remains true only if fixed point (K∗∗, K∗∗

s ) Pareto-dominates (K∗, K∗
s ) and the

economy becomes stuck in the latter; since the former fixed point is also locally sta-
ble, the economy will converge to it if its initial endowment of social capital is high
enough36. When convergence to fixed point (K∗∗, K∗∗

s ) takes place from below along

33Let us consider again the simple parameterisation a = b = 1, α = ε = 0.5, ϑ = 0.1, γ =
0.8. In this case, u∗∗−u∗ = 3

2
ln r− 4 ln δ− 4 ln 2, which, for instance, is positive for δ = 10%

and r = 3%, as well as for any lower social capital depreciation rate and higher discount rate.
If δ = 5%, then u∗∗ > u∗, even at a discount rate of 1%. If we lower γ to 0.5, then u∗ > u∗∗

for any reasonable value of δ and r.
34The use of an infinitely lived agent model may lead to underestimating the consequences

of social impoverishment. If, as stressed by Coleman (1988, 1990), social capital is relevant
for children’s identity formation and for the creation of human capital, the consequences are
likely to be more serious than pointed out here.

35Rose (1998) considers in detail how the centralisation of the Soviet Union may have eroded
ample forms of social capital, inducing individuals to rely on a narrow circle of family ties,
which represents at the same time a response to the state of affairs and a social trap which
inhibits the mechanism of social development.

36More precisely, if initial endowment (K0,K0
s ) is close enough to (K∗∗,K∗∗s ). Note that

even this case, although more favourable, does not solve the problem of externalities.
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both dimensions, social development and economic growth move together37.
Instead, we have seen that (K∗, K∗

s ) may Pareto-dominate fixed point (K∗∗, K∗∗
s )

if the ‘social technology’ is ‘bad’ (high δ and low γ), and if individuals are very patient
(low r). Moreover, we have shown that, in the same conditions, (K∗∗, K∗∗

s ) may even
fail to be a fixed point. In the first case, (K∗∗, K∗∗

s ) should be regarded as a situation
in which individuals devote too much time to socially enjoyed leisure, while working
and saving too little to reach a more efficient steady state. In the second case, since
there is no alternative, there is no comparative discussion.

3.5 Conclusions

The present contribution sheds light on the interplay between the private and social
components of well-being in a scenario in which both private and social capital are
present, relational goods play a role, and their substitutability with some private goods
is taken into account.

We first present a static model, in which social and private capital are constant at
some exogenously given stock. This model displays two equilibria: a privately oriented
one, in which labour time and private production are high and relational goods are
substituted by private goods, and a socially oriented one, in which labour supply
is low and social participation high, so that, besides private consumption, relational
goods become a key determinant of well-being. If social capital is low relative to
private capital, the privately oriented equilibrium tends to be Pareto-superior; if the
reverse is true, the socially oriented equilibrium definitely becomes more efficient.
Since equilibrium selection is a matter of coordination, it is possible for the economy
to become stuck in the Pareto-inferior equilibrium.

The static model does not explain the determinants of the relative endowment of
social and private capital. We confront this issue in the dynamic extension of the
model, in which we assume that private capital is accumulated, as usual, through
savings, while the accumulation of social capital is a by-product of the generation
of relational goods. The most interesting case is when parameters are such that the
dynamics of the system admit two fixed points: one in which there is only private
capital, and another in which both forms of capital are present. We further discuss
the conditions in which the latter steady-state Pareto-dominates the former and show
that, in this case, both equilibria are saddle-path stable, so the system can converge to
the Pareto-inferior one. In this case, we witness a conflict between economic growth
and social development, since growth drives the economy into a social poverty trap.
If, instead, the economy converges to the Pareto-superior fixed point, we may have
economic growth and social development moving in the same direction. The distinction
between these two cases once again depends upon the initial relative endowment of
private and social capital, but also upon the technology of social interaction and the
degree of impatience.

Some of the assumptions under which we derive our results deserve a short dis-
cussion. First, we assume, for simplicity, that neither social capital matters for the
production of private goods, nor private capital for relational goods. An interesting
future extension could include these cross influences38. Second, while we consider pos-
itive learning-by-doing externalities in private production, we do not allow them to

37However, recall that, because of Assumption 3.4, neither private growth nor social devel-
opment may be endogenously sustained forever.

38See, along similar lines, Bartolini and Bonatti (2004).
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be strong enough to generate endogenous growth. This is another possible extension
of the model. Third, we assume that private consumption does not require time, so
that all leisure time is devoted to social participation. Although unrealistic, we make
this modelling choice because, generally speaking, social participation is a more time-
intensive activity than private consumption39. Fourth, the assumption that the ‘gross
investment’ in social capital is exactly equal to the average production of the relational
good could easily be generalised (for instance, by assuming that only a fraction of the
relational good produced accumulates as social capital), without changing any of the
results of the model: it has simply been dictated by notational economizing. Lastly,
perfect substitutability and Assumptions 3.1 and 3.5 are crucial to obtain simple ana-
lytical solutions40. Relaxing Assumption 3.1 to some extent would not alter the results
of the static model, although it would preclude the possibility of expressing them in
closed form41. As regards Assumption 3.5, a comparison with Antoci et al. (2007a)
allows us to conjecture that its main effect is to rule out a repulsive fixed point that
separates the two stable ones. Since our mathematical findings are supported by a
clear economic intuition, we are quite confident in their general validity.

The model and its results may aid better understanding of a number of concrete
situations. For instance, it is widely recognised that, besides more traditional economic
fundamentals, social factors played important roles in the crises of both Russia and
Argentina. In cases, past political history was responsible for widespread disruption
of the essential structures of civil society. In terms of our model, this amounts to a
sharp reduction in the stock of social capital. Indeed, both countries faced a very low
ratio of social to private capital, a situation to which individuals reacted by shifting to
privately oriented strategies, thus worsening the problem. While the present version of
our model allows us clearly to understand these dynamics and their socially disruptive
consequences, the above extension to include the effects of social capital on private
productivity may help in explaining the relatively low success of the private sectors of
these economies.

Another quite different situation which may be explained by our model is the case
of successful professionals, who devote much of their time to working, earning high in-
comes, and consuming great quantities of luxury goods, but who have poor social lives
and are overall dissatisfied. Casual observation tells us that this is quite a common
case in advanced societies. In terms of our model, this is precisely what one would
observe along the convergence path towards a social poverty trap. Moreover, when
this situation is widespread, individual reactions tend to be to invest even more time in
private activities, thus exacerbating the problem. Again, pursuing this application rig-
orously would probably require an extension of the model towards a non-homogeneous
society or an asymmetric equilibrium. Our hope is that our contribution may serve as
a starting point for future research.

39Clearly, the consumption of some private substitutes of the relational good (e.g., watching
television) is also time-intensive, so that an interesting extension would be to take this into
account, along the lines set by Corneo (2005).

40Recall that Assumption 3.1, made for the static model, implies the equality in equilibrium
of the degree of concavity of the relational good and of private production as functions,
respectively, of social participation and labour; Assumption 3.5, made for the dynamic model,
implies a linear specification for both functions in equilibrium.

41More precisely, this would be the case if one just assumed α+β < 1 and ε+σ < 1 without
requiring them to be equal.



APPENDIX 79

Appendix

Proof of Proposition 3.1
Using the production function and the budget constraint to substitute for Cs, and

calling v(s, C) = u(C, B, Y − C), we can re-write problem (3.1)-(3.2) as:

max
s,C

v(s, C) = (3.16)

= ln C + a ln{sαs̄βKγ
s + b[(1− s)ε(1− s̄)σK1+ϑ−ε − C]} s.t.

C ≥ 0, (1− s)ε(1− s̄)σK1+ϑ−ε − C ≥ 0, s ∈ [0, 1]. (3.17)

If 0 < C < Y , the FOCs of this problem are:

∂v

∂C
= 0, (3.18)

∂v

∂s
≤ 0, s

∂v

∂s
= 0, 0 ≤ s ≤ 1. (3.19)

Equation (3.18) immediately yields:

C =
1

b(1 + a)
[sαs̄βKγ

s + b(1− s)ε(1− s̄)σK1+ϑ−ε], (3.20)

which, substituted into inequality (3.19), after rearranging, yields:

(1− s)1−ε

s1−α
≤ bε(1− s̄)σK1+ϑ−ε

αs̄βKγ
s

, with equality if s > 0, 0 ≤ s ≤ 1. (3.21)

When s̄ = 0, we have B = 0 whatever the individual choice of s. Hence, the
optimal individual response to s̄ = 0 is to choose s = 0. The rest of the proposition
follows from equation (3.20) and from the production function, which also shows that,
for s = s̄ = 0, constraint 0 ≤ C ≤ Y is not binding.

Proof of Proposition 3.2
The value of ŝ in case (a) follows from equation (3.21) after applying the SNE

condition s̄ = s and Assumption 3.1. The values of Ĉ and of Ĉs then follow from
equation (3.20) and from the budget constraint. The definition of function h, and
therefore the distinction between case (a) and case (b), follows from equation (3.21)
and the production function, setting C = Y . When this constraint is binding, i.e., in
case (b), the representative individual sets ∂v

∂s
= − ∂v

∂C
∂Y
∂s

. The values of ŝ, Ĉ, Ĉs in
case (b) follow from this equation, conditions C = Y , s = ŝ, and the budget constraint.

Proof of Proposition 3.3
Let ũ and û be the representative individual’s utility in the two SNE (s̃, C̃, C̃s)

and (ŝ, Ĉ, Ĉs), respectively.
Consider first case (a). Using condition Ks < h(K), it is easy to show that

û− ũ > (1+ a)ϕ ln
(

α
α+ab2ε

)
+(1− a) ln b, and that this term is ' 0.41 for a = 1

9
, b =

3, α = ε = 0.5, β = σ = 0.3; therefore, for such parameters û > ũ. Analogously,

we show that û − ũ < (1 + a) ln
[(

ε
α+ab2ε

)ϕ

a1−ϕ + 1
]

+ (1− a) ln b, where this term
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is ' −0.21 for a = 0.5, b = 0.1, α = ε = 0.5 and β = σ = 0.3; therefore, for such
parameters, ũ > û.

Consider now case (b). The definition of function g comes from a straightforward
substitution of the equilibrium values in the utility function. Note that g is strictly
increasing. A comparison between functions h and g shows that a sufficient condition

for û > ũ to hold is bε
α

> (aα+ε)
1+a

a

(1+a)
1+a
aϕ

.

Proof of Proposition 3.4
The current Hamiltonian value for problem (3.5) under constraints (3.6)-(3.7) is

H = ln C + a ln(sαs̄βKγ
s + bCs) + λ[(1− s)εK1−εA− C − Cs] + (3.22)

+µ[s̄α+βKγ
s − δKs].

By the maximum principle, we have:

K̇ =
∂H

∂λ
= (1− s)εK1−εA− C − Cs, (3.23)

λ̇ = rλ− ∂H

∂K
= λ[r − (1− ε)(1− s)εK−εA], (3.24)

K̇s =
∂H

∂µ
= s̄α+βKγ

s − δKs. (3.25)

We omit the dynamics of µ, the ‘shadow price’ of social capital, since equations
(3.23) to (3.25) are independent of it, due to the fact that the representative individual
considers both s̄ and Ks (and therefore K̇s) as exogenous.

The first-order conditions are:

∂H

∂C
=

1

C
− λ = 0, C > 0, (3.26)

∂H

∂Cs
=

ab

sαs̄βKγ
s + bCs

− λ ≤ 0, Cs
∂H

∂Cs
= 0, Cs ≥ 0, (3.27)

∂H

∂s
=

aαsα−1s̄βKγ
s

sαs̄βKγ
s + bCs

− ελ(1− s)ε−1K1−εA ≤ 0, (3.28)

s
∂H

∂s
= 0, s ∈ [0, 1].

Note that s and Cs cannot both be set at zero. Thus, either condition (3.27) or
condition (3.28) must hold with equality.

The transversality condition for private capital is:

lim
t→∞

e−rtλ(t)K(t) = 0. (3.29)

Substituting Assumption 3.5 and equilibrium conditions s̄ = s and K̄ = K into
equations (3.26) to (3.28), we obtain:

C =
1

λ
, (3.30)

∂H

∂Cs
=

ab

sKγ
s + bCs

− λ ≤ 0, Cs
∂H

∂Cs
= 0, Cs ≥ 0, (3.31)

∂H

∂s
=

aαKγ
s

sKγ
s + bCs

− ελK1+ϑ−ε ≤ 0, s
∂H

∂s
= 0, s ∈ [0, 1]. (3.32)
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Inequality ∂H
∂Cs

≤ 0 may be re-written in the form a
sK

γ
s +bCs

− λ
b
≤ 0.

For Ks > 0, inequality ∂H
∂s

≤ 0 may be re-written in the form a
sK

γ
s +bCs

−
εK1+ϑ−ε

αK
γ
s

λ ≤ 0.

Hence, if εK1+ϑ−ε

αK
γ
s

> 1
b
, ∂H

∂Cs
= 0 and ∂H

∂s
< 0 hold, so that the representative

individual’s equilibrium choice is such that Cs > 0 and s = 0. If, on the contrary,
εK1+ϑ−ε

αK
γ
s

< 1
b
, then we have Cs = 0 and s > 0. If, lastly, εK1+ϑ−ε

αK
γ
s

= 1
b
, we remain

with one equation for two unknowns, and the choice of Cs and s is indeterminate. The
remainder of Proposition 3.4 follows from a straightforward substitution in equations
(3.31) and (3.32).

Proof of Proposition 3.5
For case (a), i.e., in condition (3.9), the equilibrium dynamics of our economy are

described by:

K̇ = K1+ϑ−ε − 1 + a

λ
, (3.33)

λ̇ = λ[r − (1− ε)Kϑ−ε], (3.34)

K̇s = −δKs. (3.35)

For case (b), i.e., in condition (3.10), if aα
ελK1+ϑ−ε ≤ 1,42 the equilibrium dynamics

are:

K̇ = K1+ϑ−ε −
(
1 +

aα

ε

) 1

λ
, (3.36)

λ̇ = λ
[
r − (1− ε)

(
Kϑ−ε − aα

ελK

)]
, (3.37)

K̇s = Kγ
s

( aα

ελK1+ϑ−ε
− δK1−γ

s

)
. (3.38)

The analytical determination of (K∗, K∗
s ) and (K∗∗, K∗∗

s ) follows from a straight-
forward substitution in the systems (3.33) to (3.35) and (3.36) to (3.38), setting the
LHS of each equation at zero. (K∗, K∗

s ) satisfies the condition of case (a): K∗
s <(

εb
α

K∗1+ϑ−ε
) 1

γ , and is thus indeed a fixed point. (K∗∗, K∗∗
s ) is a fixed point if and

only if it satisfies the condition of case (b): K∗∗
s >

(
εb
α

K∗∗1+ϑ−ε
) 1

γ . Equation (3.15)
is simply a re-writing of this condition.

The stability properties are determined as follows. The Jacobian matrix of the
system (3.33) to (3.35), evaluated at (K∗, K∗

s ), is:

A =

 (1 + ϑ− ε)Kϑ−ε 1+a
λ2 0

(1− ε)(ε− ϑ)λKϑ−ε−1 0 0
0 0 −δ

 .

One eigenvalue is therefore −δ < 0, and the other two have opposite signs, since
the determinant of the sub-matrix obtained from A by deleting the third row and the

42Since we are interested in the fixed points of these dynamics, we do not consider, in case
(b), the possibility that aα

ελK1+ϑ−ε > 1, since in this case K̇ = − 1
λ

and there is no fixed point.
Note, moreover, that this possibility is not a relevant one, since it means that individuals do
not work at all, and derive their private consumption only from ‘eating’ their existing stock
of private capital.
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third column is negative. Therefore, if (K, Ks) is initially close enough to (K∗, K∗
s ),

there exists a single initial value of λ that puts the representative agent on the stable
arm (which, in turn, has dimension 2).

Observe now that the Jacobian matrix of the system (3.36) to (3.38), evaluated at

(K∗∗, K∗∗
s ), is such that ∂K̇

∂Ks
= ∂λ̇

∂Ks
= 0 and ∂K̇s

∂Ks
= −δ(1 − γ) < 0. Therefore, the

latter value is one of the eigenvalues of the Jacobian matrix and the other two have
opposite signs, since the determinant of the sub-matrix is negative:

B =

[
∂K̇
∂K

∂K̇
∂λ

∂λ̇
∂K

∂λ̇
∂λ

]
.

To see this, observe that ∂K̇
∂K

= (1+ϑ−ε)Kϑ−ε > 0, ∂K̇
∂λ

=
(
1 + aα

ε

)
1

λ2 > 0, ∂λ̇
∂K

=

−(1− ε)λ
[
−(ε− ϑ)Kϑ−ε−1 + aα

ελK2

]
, ∂λ̇

∂λ
= −aα(1−ε)

εKλ
< 0.

It is then easy to obtain Det B = − (1−ε)(ε−ϑ)

λ2K2

(
1 + aα

ε

)
< 0.

Proof of Proposition 3.6
In order to calculate u∗, observe first that, since we are in case (a), s = 0 and

u∗ = ln C + a ln bCs. From equations (3.30) and (3.31), it follows immediately that
C = 1

λ
and Cs = a

λ
, so that Cs = aC. Equations (3.33) and (3.11) then imply

C = 1
1+a

K∗1+ϑ−ε = 1
1+a

(
1−ε

r

) 1+ϑ−ε
ε−ϑ and Cs = a

1+a

(
1−ε

r

) 1+ϑ−ε
ε−ϑ . Therefore, u∗ =

ln 1
1+a

+ a ln ab
1+a

+ (1 + a) 1+ϑ−ε
ε−ϑ

ln 1−ε
r

is easily yielded.
Let us now calculate u∗∗ in an analogous way. Since we are in case (b), Cs = 0

and u∗∗ = ln C + a ln sKγ
s . Remember that in the fixed point λK1+ϑ−ε = 1 + aα

ε
,

equations (3.13) and (3.30) yield C = 1
λ

= K∗∗1+ϑ−ε

1+ aα
ε

=

[
ε(1−ε)

r(ε+aα)

] 1+ϑ−ε
ε−ϑ

1+ aα
ε

and equation

(3.32) yields s = aα
ελK1+ϑ−ε = aα

ε+aα
. Since Ks is given by equation (3.14), we obtain

u∗∗ = ln ε
ε+aα

+ 1+ϑ−ε
ε−ϑ

ln ε(1−ε)
r(ε+aα)

+ a ln aα
ε+aα

+ a γ
1−γ

ln aα
δ(ε+aα)

.

Proposition 3.6 follows from an analysis of the following expression43:

u∗ − u∗∗ = ln
ε + aα

ε + aε
+

1 + ϑ− ε

ε− ϑ

[
a ln(1− ε)− a ln r + ln

ε + aα

ε

]
+

+a ln
ε + aα

α + aα
+ a ln b + a

γ

1− γ

[
ln δ + ln

ε + aα

aα

]
. (3.39)

43Note that the term in the last square brackets is negative if δ < aα
ε+aα

, that γ
1−γ

increases

rapidly with γ, and that the absolute value of ln r is a decreasing function of r.
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