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Preface

This dissertation contains the research work on integrating artificial
intelligence technologies to assist process supervisory design tasks
developed by the author from 1994 to 1997 at the Departament
d’Electronica Informatica i Automatica of the University of Girona.
This work has been developed within two research projects supported
by the Spanish government (“Desarrollo de Sistemas de Control
Inteligentes para procesos Industriales”- CICYT.TAP 93/0596, and
“Plataformas Integradas de CAD de Supervision y metodologias”
CICYT.TAP96-1114-C03-03). The work has been partially developed
in the Laboratoire d’Architecture et d’Analyse de Systemes (LAAS-
CNRS) in Toulouse (France).

The work developed during this period of time has been focused on
integrating artificial intelligence techniques to manage information
coming from dynamic systems. The work shows how artificial
intelligence can be used in process supervision and monitoring for
reasoning about process behaviour by means of expert knowledge
representation. A framework is developed to assist these tasks
avoiding integration problems during the development of supervisory
applications. This framework facilitates the use different tools, from
the artificial intelligence domain, for reasoning about perception of
process behaviour.

The general theme in the thesis is about integration of tools to
assist supervisory systems design. The work has been restricted to
knowledge-based systems. Interest is centred on knowledge
representation and reasoning about dynamic systems for developing
supervisory structures. For the implementation of this framework, the
shell CEES has been used to represent rule-based expert systems,
while qualitative relationship can be implemented by means of a
qualitative representation language called ALCMEN. These tools are
interfaced with numerical information by means of a set of tools
designed to abstract qualitative representation of numerical data, i.e.
abstraction tools. Integration is performed by means of an object
oriented approach. This thesis is focused on those topics according
to the following structure.

Vil



* Introduction and Overview. A general description of the
problem and proposed solution. Basic topics and terminology
is introduced in the context of this work. The goal of this
work is also presented.

* Expert Supervision. The increasing interest in this domain
and the necessity of taking benefit of expert knowledge to
improve industrial process evolution is introduced. Actual
methodologies and strategies for diagnosis and supervision
are discussed. The complexity in designing supervisory
structures leads to the necessity of using specialised tools
and frameworks for assisting such designs.

* Methods for expert supervision. A review of technologies,
methods and tools used in expert supervisory systems
implementation. The majority comes from the Al domain and
its usability and applicability in the expert supervision domain
is discussed.

* Frameworks for Computer Aided Supervisory Systems
Design (CASSD). The necessity of a framework for dealing
with expert knowledge representation in supervisory task is
discussed. The antecedents and previous works in the control
domain are reviewed and analysed to define the
characteristics of the proposal.

* Integration of tools for CASSD in MATLAB/Simulink.
Object-oriented approach is proposed as integration
methodology. Several tools from the Al domain are proposed
and implemented to configure a CASSD framework. A
qualitative representation language, called ALCMEN, and a
shell for dealing with expert systems, called CEES, are
selected to deal with knowledge representation and
processing. Interface numeric to qualitative is performed by
different algorithm called abstraction tools.

* Design of Supervisory Structures. Examples of using the
framework for designing simple fault detection applications,
qualitative modelling and knowledge base validation
applications are presented in this chapter.

Partial conclusions are added at the end of each chapter and
emphasised in the last chapter, were also further work and open lines
are remarked.

viii



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

1.
Introduction and
Overview

1.1. General Introduction.

The increasing wse of computers in engineaing adivities has originated the
apparition d numerous padkages or frameworks espedally conceved to faalit ate
engineaing developments. Some reasons for extensive gplicaion d computers
in engineeing dedsion and design problems are quite obvious, computer aided
toods make the work of engineas both easier and faster. This means that
increasingly more complex engineaing problems become solvable in reasonable
short time, while the dfort devoted to solve these problems remains limited
mostly to some cnceptual work. Some other reasons include the necessty of
improving the of quality of engineering solutions, including robustness reli ability
and safety and lowering dovn the cst of manpowver spent on developing
particular solutions. Moreover, the systems developed with use of computer
software can easily be simulated, analysed and reused.

Because of these reasons, the aconym CA (Compute Aided) has been used as
a prefix for designing software padkages developed to asdst engineeaing tasks.
Some principal areas of interest in applying computers for asgsting enginees
include domains as:

e CAD - Computer Aided Design.

Chapter 1: Introduction and Overview -1-



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

 CADS - Computer Aided Dedsion Suppat, also known as DSS -
Decision Support System.

» CAE - Computer Aided Engineering.

* CACE - Computer Aided Control Engineering.

« CAM - Computer Aided Manufacturing.

» CASE - Computer Aided Software Engineering.

 CACSD - Computer Aided Control Systems Design,

The aplicaion d computers bemmes more important in everyday
engineaing adivity. Particularly, control engineeing community has been
adively pursuing avenues for suppating multi-disciplinary design adivities for
several yeas. Consequently, the research adivity in this field has been increased
to suppat design, implementation and maintenance of control projeds. CACSD
packages have been developed following these lines. They incorporate
representation, analysis and design faadliti es. Therefore, these padkages are dotted
of friendy user interfaces, representation capabilities and a wide number of
numericd algorithms (modelli ng and simulation cgpabiliti es) to fadlit ate cntrol
systems design, test and validation.

Nowadays, control enginees adivities in the industry are nat only reduced to
control systems design bu their adivity must also take into acourt al process
behaviour, espedally when deding with complex systems (nontlinea, couped,
time dependent, etc.). In such cases, control and process engineag’s must work
together to ensure global quality, safety and reliability in bah, product, and
processbehaviour. This is process sipervising. From the control engineas point
of view supervisory task consistsin closing a high level control loop. Supervisory
systems will be designed to olserve the process (process measures, visua
observations, indices and so on), to dedde aou its behaviour acwrding to a
template (predefined namal operating condtions) and to perform or suggest
spedfic adions (control reconfiguring, set point change, etc.) when necessary.
The complexity in designing supervisory systems makes necessary the use of all
available information abou instantaneous process behaviour. Process measures
given by sensors, estimations obtained from models (numerica or qualitative)
and expert knowledge obtained from operators and rocess engineas, must be
merged to perform supervisory strategies in the best way. Thus, Expert
Supervision is used in this text to design such supervisory strategies that take
benefit of expert knowledge about process behaviour.

Following this line, control engineas working in the domain of supervisory
systems are dso needed for spedfic software padkages to assst their adivities.
This thesis puts forward several particular solutions in this relatively new area
i.e. Computer Aided Supervisory Systems Design- CASSD.

Chapter 1: Introduction and Overview -2 -
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1.2. Expert Supervision. General Scope.

Nowadays, automatic control applicaions in the domain o process
supervision are restricted to dedsion making, including human operator, into the
feedbadk loop [Millot, 1999 . In fad, the functionality of Supervisory Control
And Data Acquisition (SCADA) padages, widely used in the industry, are
restricted to monitoring and alarm generation tasks. Fina dedsions abou the
validity of these darms and adions to perform in the processare dore by expert
operators in the plant. Design dfficulties of supervisory systems increase with
processcomplexity. Couded systems, high ader dynamics, and nonlineaity are
common situations in industrial process In such situations, it is difficult to oltain
acarate models for applying traditional model-based techniques for designing
supervisory systems and knawledge-based approaches can be gplied taking
benefit of process operators and process engineas experiences to identify
spedfic situations. Therefore, Expert Supervision is an adive reseach line
oriented to take alvantage of expert knowledge of process engineas and dant
operators to automaticaly dedde @ou process behaviour and to propcse
adequate adions or changes in the set poaints, controllers parameters or
reconfiguring strategies. Artificial intelligence (Al) techndogies are gplied to
deal with this expert knowledge inside computers because of its capabilities for:

» Knowledge representation. This is the interpretation d human
knowledge and trandation into computers. Al propases sveral methods
for structuring and aganising expert knowledge into knowvledge bases
(KBs). Rule-based systems, also cdled expert systems (ES), are the
most common example of applicaions used to represent exert
knowledge.

* Reasoning. This is the caability of using the expert knowledge to
infer conclusions as a consequence of specific situations.

* Manipulation d heterogeneous data. The use of Al techndogies
alows to manage qualitative and symbdlic information mixed with
numerical data and methods.

Those caabiliti es are extremely useful in expert supervision kecause of the
different origin of information to be used . Expert supervisory applicaions are
designed to reason abou process variables, i.e. signals that represent physica
variables in the processand provide information abou process behaviour. These
signals can be measures, numeric data obtained dredly from red process or
controllers, or estimations, oktained from models or relations. According to the
kind d relationship o models used to estimate a process variables we can
differentiate between qualitative, or symbadlic, and numeric estimations. These
signals can be manipulated or processed to isolate significant information, i.e.
abstracted information.

Chapter 1: Introduction and Overview - 3-
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The complexity of designing, testing and \alidating the expert supervisory
systems is basicdly due to the variety of tods and data to be used. Difficulties in
integration are the man reaon d falure in supervisory strategies
implementation. This pitfall will deaease if al the available fadliti es to be used
are aailable together in a framework, avoiding integration inconvenient,
especially oriented to assist expert supervisory systems design.

1.3. Introduction to the thesis.

1.3.1. General Problem Description.

Expert Supervisory Systems design involves manipulation d heterogeneous
information such as sgnals, knowledge, qualitative data and so on. All of them
are representations of process behaviour that must be taken into acaount when
designing supervisory systems. Numericd data comes basicdly from dired
measures of processvariables or from estimations supdied by numericd models
or equations. Usualy, numericd data is the kind d information supgied from
process periodicdly, at every sampling time. This kind d information can be
saved, processed and represented in several ways to be analysed. On the other
hand knovledge and qualitative gpredation d process dynamics come from
heuristics or observations of representative situations done by process engineas
(Fig. 1.1). In indwstrial applicaions the existing knovledge representation
procedures for asgsting experts in translating and structuring this knowledge into
computers are basicdly reduced to production rules g/stems. For example, fuzzy
based controllers or industrial ES are in this line. Reasoning abou dynamic
systems involve working with temporal restrictions as expiring data validity and
limitations in the resporse time. Periodicdly (at ead sampling time), ES inpu
data is actualised and deductions about them must be performed.

M[Supervisoryj“fpf

Numerical System

~
“~

methods — Expert
outpul
> P Knowledge
. 4
',/ .Process '
- === Pt

Observations

Fig. 1.1 Representation of information supplied
to a supervisory system.
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Therefore, design d a knowledge-based system to reason abou dynamic data
involves an important task on data analysis and feaures extradion to match
description d stuations given by experts. Main drawbadks are in oltaining
perceptual information from processvariables, in arder to interface epert KBs,
defined from human perception d processbehaviour, and measures, supdied by
instruments and numericd methods. Consequently, the design d expert
supervisory systems consists of an iterative procedure until spedficaions are
reached.

The definitive gplicaion sometimes involves the dedion d adequate
description d inpu and parameters tuning by trial an error. This iterative
procedure, represented in Fig. 1.2 is necessary, na only in the designing step,
but also in previous tasks for defining adequate inpu and ouput of expert
supervisory system.

Specifications

v '
g Expert é Supervisory
% [[Knowledge|| E p| System Evaluation H—>|Implementation
£ F Design
o || Process 2
€ || measures || &
x

Fig. 1.2 Supervisory systems design is an
iterative task.

Input must be defined in number, type and quality. The number of input can be
restricted to acwrding to process limitations (locaion, olservability,
transmisson) or econamicd restrictions. Then, estimation cagpabiliti es (indired
measures, modelling) can be used as dternative. Data typology is always
submitted to KB to be used, due to human subjedivity in the observations. These
observations of processbehaviour are strongy time dependent and, consequently,
processvariables supdied to inference agines must incorporate this dependency.
Thus, the use of abstraded significative time representations of processvariables
at different levels will be very useful and, therefore, the exad shape of those
trends must be defined to match expert interpretations. Certainty and impredsion
isancother fador to be taken into account in some kind o measures or estimations
that are subjed to unknavn fadors (perturbations, unknavn parameters
dependencies, deviations, time dependency, failures, and so on). Similar
spedficaion o output must be performed if they are used to as a high level
feedback loop to propose actions to improve global system performances.

Chapter 1: Introduction and Overview -5 -
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It is evident that different tools will be used to ded with this variety of
information. As a mnsequence, interfadng problems between applications and
data type mismatch will occur at the same time that users (supervisory systems
designers) will operate with distinct user interfaces and applicaions front-end.
This work is centred on poviding a set of todls integrated into a framework to
facilitate management of information when designing expert supervisory systems.

1.3.2. Outline of the proposed appr oach.

The propasal presented in this thesis is to provide designers of knowledge
based supervisory systems of dynamic systems with a framework to fadlit ate
their tasks avoiding interfaceproblems among todls, data flow and management.
The gproad is though to be useful to bah control and process enginees in
asgsting their tasks. The use of Al techndogies to dagncse and perform control
loops and, d course, asdst process sipervisory tasks such as fault detedion and
diagnase, are in the scope of this work. Spedal eff ort has been pu in integration
of tods for asgsting expert supervisory systems design. With this aim the
experience of Computer Aided Control Systems Design (CACSD) frameworks
have been analysed and wsed to design a Computer Aided Supervisory Systems
(CASD) framework. In this ®nse, some basic fadlities are required to be
available in this proposed framework:

* Abstradion Tods. These ae tods for signal processng,
representation and analysis to obtain significative information.

* To ded with process variables, measures or numericd estimations,
and expert observations, with uncertainty and imprecision.

» Expert knowledge representation at different levels by using a rule-
based system or simple qualitative relations.

 Modduarity and encgpsulation o data and knavledge would be
useful for structuring information.

e Graphicd user interfaceto manage dl those fadliti es in the same
environment as actual CACSD packages.

An existing commercial framework has been chosen, MATLAB/Simulink, to
add those fadlities in order to asdst expert supervisory systems design.
MATLAB/Simulink hes been sedleded becaise of its proximity to control
engineas and easy to use graphicd user interface Simulink blocks are used in
two ways : to encgpsulate information (data and methods) and to force enginees
to structure they knowledge in a graphical representation.

Several tods from the Al domain have been added as Simulink Too Boxes to
ded with abstraded information, qualitative relationship and rule-based ES.
Simple and intuitive qualitative relationship can be implemented by means of a

Chapter 1: Introduction and Overview -6 -
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block-based qualitative representation language cdled ALCMEN. An ES shell,
cdled CEES, has also been embedded into MATLAB/Simulink as a block to
allow moduarisation and pertition o large expert KBs. Finaly, the numeric to
gualitative interfaces is performed by a set of agorithms, cdled abstraction
tods, encgpsulated also in Simulink blocks. The functionality of the whoe
framework is able due to the use of objed oriented approadc in the development
and implementation of those tools.

1.4. Objective and thesis of the work.

Current computer aided environments for asssting engineeing tasks have
readied their magjority in the domain o numericd data processng and
representation. All widely used systems provide well -devel oped and wser-friendly
todls for numericd data aquisition, all types of mathematicd cdculation and
variety of diagrams for output data representation. Moreover, most of the systems
provide graphicd user interfaceincluding symbalic block diagram editor which
offers an easy way for programming and turns the complex engineeing task to
simpler manipulation onicons. This makes the design and analysis processvery
intuitive and close to physical ‘interpretation’, i.e. realistic systems manipulation.

On the other hand, the aurrent computer aided systems dill | ack of consistent,
intuitive, and adequate suppat for symbadic and gualitative data and knaovledge
management. Such kind d knowledge nstitutes however a very important
comporent of more cmplex systems design and analysis tasks such as process
monitoring, supervision, dagnasis, safety and reliability analysis and etc. In this
thesis an attempt is undertaken to make steps towards integration d toadls for
expert supervision, including orce for qualitative aid symbdic data
representation and management and symbalic knowledge processng. The main
research objectives of this work include the following points

1. Incorporation d objed-variables into classcd numericd data
processng system. The am is to alow structural qualitative and symbadlic
knowledge representation. Complex information is encgpsulated in a singe
source/sink structure, cdled objed-variable, providing methods for knowledge
access and processing.

2. Implementation d seleded particular tods for qualitative and symbalic
knowledge representation and interfadng. Higher abstrad level information
processing based on the introduodgect-variables.

Chapter 1: Introduction and Overview -7 -
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3. Embedding an oljed oriented rule-based expert system into a dasscd
CACSD framework in order to provide high level knowledge processng fadliti es
based on the domain of expert knowledge, heuristics, and logic.

The principal thesis of this work is that: Integration o objed oriented
knowledge representation and pocessng into classcal numerical methods based
computer aided control system design contributes for abstract leve information
processng and povides necessary tools for the task of knowledge-based
Computer Aided Sumrvisory System Design - CAS®. The objed oriented
paradigm allows efficient representation d quditative kowledge at various
levds of abstraction and knowledge encapsulation beames convenient and
technically sound tod in the design d supervisory systems. Incorporation o
guditative and symbalic knowledge representation tods and rule-based system
processng, in a single framework constitutes a new qudity in the area o
Computer Aided Control System Design and povides a user friendly, flexible and
very powerful tod for design tasks covering bdh numerical and symbalic
knowledge representation.

The objed approad forces engineas to structure knowledge becoming highly
locaable, moduar and encgpsulated. This feaures are very important to get
expert supervisory system design closer to process The objedive is to approach
design tods to process engineas avoiding extra-time in leaning applicaion
functionality and interfadng processvariables and designtodls. Thus, objeds are
used in the process variables descriptions as surces of information,
encagpsulating todls to provide significant (qualitative or numericd) information.
Objea oriented feaures will permit to dvide large KBs into smaller ones to ded
with complex systems adopting dstributed solutions. Consequently, ES becomes
more specialised, maintainable, and easier to validate.

Furthermore, in arder to base the thesis on a stronger badkground a wide
comprehensive review of domain knowvledge and literature and pradicd solution
is undertaken. All the proposed solutions are analysed in detail, implemented and
tested. Examples of pradicd applicaions are provided. Finaly, concluding
remarks are presented.

1.5. Conclusions.

Domain of expert supervision hes been lbriefly introduced to focus the
problematic of using expert knowledge in the design d supervisory systems. The
main problems are the deding with heterogeneous types of information
(numericd, qualitative, logic, knowvledge, etc.). The complexity in using multiple
tods, from different domains, for knowledge representation and data

Chapter 1: Introduction and Overview - 8-



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

manipulation kecomes an integration problem. The use of aframework espedally
conceaved to assst these tasks, falls within the scope of this thesis. Integration o
Al based tods with classcd numericd methods by means of an oljed oriented
approach is proposed as a solution to encgpsulate information coming from
process and engineers at several abstraction levels.

The necessty of this CASS (aconym of Computer Aided Supervisory
Systems Design) framework is to suppat the iterative procedure involved in the
development of such applicaionsin al their steps (design, test, validation). A
CASS framework is needed to incorporate both, numericd (modelling and
simulation, signal processng, analysis and representation) and knowvledge-based
fadliti es (representation and processng). Numericd to qualitative interfaces are
also needed to deal with process variables at several abstraction levels.
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Expert
Supervision

2.1. Introduction.

Nowadays, the interest for supervision is increasing dwe to the growing
demands for quality, safety, reliability, availability and cost efficiency in
industrial processes. As g/stems grow in size and complexity, the posshility of
misbehaviour increases. Thus, the cdl for fault tolerant systems is gaining more
and more importance Fault tolerance muld be adieved either by passve or
active techniguefi-rank and Képpen-Seliger, 1995]

* The passve appoach makes use of robust control techniques to
ensure that the dosed-loop system becomes insensitive with resped to
faults. This lution alows snall faults be tolerated withou control
system reconfiguration.

 The active approach provides fault accommodation, i.e., the
reconfiguration o the ontrol system when a fault has occurred.
Reoonfiguration can be though at various degrees, i.e. set point
changes, parameters re-tuning a structural changes. The am of this
approach is to avoid a fast degradation d the whole system due to this
fault. The majority of actual solutions involve human decision.
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In this work, only adive gproadch is taken into acmurt. This chapter
overviews diff erent methoddogies that can be gplied in this ®nse to remark the
importance of human knowledge @dou processbehaviour and haw it can be used
to implement supervisory structures. Finaly, it is concluded that the use of bath,
analyticd and knavledge-based methods, together can improve the results of
supervisory structures. In such cases, the main problem is abou integration o
methods provoked by differences in data representation (numeric, qualitative,
symbolic).

2.2. Supervision, fault detection and diagnosis :
Terminology and definitions.

The terminology used in the literature in the field of supervisionfault detedion
and dagnosis is nat unique. Consequently, the Tednicd Committee
SAFEPROCESS tried to find commonly accepted definitions. Some of these
preliminary propcsals are olleded in [Isermann and Ballé, 1994. The
terminology used in this text has been transcribed when used with a similar
meaning, and redefined when used with a different significance (such topics are
marked with an asterisk, *) :

About states and signals

e Fault : Unpermitted deviation d at least one charaderistic property
or variable of the system.

« Malfunction: Irregularity in fulfilment of a systems desired function.
o Error: Deviation between a measured o computed value of an
output variable and the specified or theoretically correct value.

» Disturbance: An unknavn (unmeasurable and urcontrolled) inpu
acting on a system.

e Perturbation: An inpu ading on a system which results in a
temporary departure from steady state.

» Residual Fault indicator, based on model equations.

« Symptom* : Change of the observed behaviour with resped to the
normal one.

About functions:

» Fault detection Determination of faults present in a system.

e Fault isolation: Determination d kind, locaion and time of
detection of a fault. Follows fault detection.

» Fault diagnais* : Determination d the origin of afault. Therefore,
it follows fault detection.
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e Monitoring: A continuows red-time task of determining the
condition of a physical system.

e Supervision: Monitoring a physicd system and taking appropriate
action to maintain the operation in the case of faults.

» Protedion: Means by which a potentialy dangerous behaviour of
the system is suppessed if possble or, means by which the
consequences of a dangerous behaviour are avoided.

Although all of these topics exist in the bibliography and correspond to
different stages in the study of faults of plants, the majority of works in the
domain are ceitred on fault detedion, fault diagnasis, monitoring and
supervision.

About models

* Quartitative model : Use of static and dynamic relations among
system variables and parameters in order to describe systems behaviour
in gquantitative mathematicd terms (also cdled analyticd or numerica
model).

» Quadlitativemodel : use of static and dynamic relations among system
variables and parameters expressed in symbadic terms in order to
describe systems behaviour in qualitative terms.

» Diagnastic model : A set of static and dynamic relations which link
spedfic inpu variables -the symptoms- to spedfic output variables- the
faults.

e Analytical redundarty: Use of two o more, bu not necessarily
identicd ways, to determine a variable where one way uses a
mathematical process model in analytical form.

About system propertieend its measures:

* Reliability : Ability of a system to perform a required function unaer
stated condtions, within a given scope, duing agiven period d time. It
can be expressed by the Mean Time Between Failure (MTBF). It isthe
mean value of time passed between two consecutive failures

o Sdety: Ability of a system not to cause a danger for persons or
equipment or environment.

» Other terms gich as, availahbility or dependallity, are less frequent
terminalogy, referring to probability of satisfadory operation d systems
through time. They are not used in this text.

The scope of supervisionisnot only to deted malfunctions and faults, but also
to propose adions against these situations. Therefore, basic tasks associated to a
supervisory system have a orrespondence with fault diagnasis, [Gentil, 1994,
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and aher fault related tasks. Once faults are deteded and locdised, adions can
be proposed o ordered to asaure global performances. See Fig. 2.1for the
relationship between tasks and terminology.

Relative to :

Faults Process
""""""""""""""""" P S
Detection of the | DETECTION |
abnormal
operation mode L
¥y - | ISOLATION |-~ MONITORING
Qualification of
this situation. l
3y - | DbpilagNosis |-
Deduction of the
orfm' _______ I IDENTIFICATION |

Propose actions. | SUPERVISION

Fig. 2.1 Supervision tasks.

Nowadays, commercia industrial applicaions cover simple monitoring tasks
that consist in data management (storing, isualisation and representation) and
alarm generation. Thisis the case of extended SCADA padkages. More advanced
systems can dagncse and propcse adions, bu fina dedsion abou aarm
certainty or action validity are restricted to human operators.

2.3. Fault detection: structures and methodologies.

Supervision is esentialy the set of tedhniques used with the goal of asauring
the integrity of a system. The definition gven in the last paragraph assgns to
supervision the role of deteding (to recgnise and to indicae) in red time
abnamal behaviour of a processtaken benefit of all i nformation avail able ebout
the process (measures, models, history, experience and so on).

Acoording to these goals, the main part of supervision d a mmplex system is
focused onto deted and isolate occurring faults and provide information abou
their size and source, [Frank and Koppen-Seliger, 1995. The most important and
difficult task is centred onfault detedion and dagnasis where difficulty increases
with the red time cnstraints and complexity of systems (nontlinea, coupded
dynamics, time dependencies, etc.). The re of the fault diagnasis methoddogy
is the so-cdled model-based approadh, where ather analyticd or knowledge-
based models or combination d both are used in combination with analyticd or
heuristic reasoning [Frank and Koppen-Seliger, 1995. The dasdcd procedure of
a fault diagnasis g/stem is depicted in Fig. 2.2 This is achieved in three basic
steps, residual generation, evaluation and analysis, not always clearly separable.
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Fault Detection and | solation

Symptom and Classfication
_| ProcESS || 7 resiqua J| andresidual |I_,| Failt | |
generation |/ | evaluation || /| diagncss |
! Daa FURRRRP P "Origenand |
* Information : ;Symptomsi -Location of; : sourceof
iknowledge; . Residud faults L fadts

Fig. 2.2 Schematic representation of the
procedure of fault diagnosis.

Hence, the methoddogy used in fault detedion is clealy dependent on the
process and the sort of available information. [Pal, 1999 gives an extensive
clasgfication and description d these methods (Fig. 2.3. A distribution d fault
detedion methods depending on applications is suammarised in [Isermann and
Balle, 1994, from the main contributions presented in the domain main

conferences from 1991 till

1995. The evaluation d fault diagnosis and

supervison methods is more difficult because of littl e data, althoughrule-based
reasoning methods are increasingly used and also the number of fuzzy rule-based
applications is growindlsermann and Ballé, 1996]

Classifaction of fault detection methods

Fault detection methods

[
Signal based Model Based Knowledge Based
methods methods methods

Symptom based

Neural network Identification based Qualitative models
(fuzzy)

Hypothesis testing

‘ Parameter estimation

parity equation based Observer based

Diagnostic Resoning
Heuristic knowledge
representation

Knowledge observer

‘ Robust open/closed loop

Open-loop strategies ‘

Physical redundancy ‘

Closed-loop strategies

Functional redundancy

‘ Analytical redundancy ‘ ‘ Knowledge redundancy ‘
‘ State estimation ‘ ‘ Parameter estim ation ‘
I
[ I I 1
‘Dedlcaled structured observers ‘ ‘ Fault detection filters ‘ ‘ Non-linear observers ‘ ‘ Basic methods ‘
Dedicated (DOS) EKa\man filter Unknown inputs Frequ domain h(d )
Simplified (SOS) Fault sensitive filters Adaptive observer Diagnostic observer
Generalized (GOS)

Hierarchical(HOS)

Fig. 2.3 Classification of fault detection methods [Pal, 1995].

Clasdgficaion in Fig. 2.3 shows the diversity of methods avail able for fault
detedion wsing analytica models and the shortage of methoddogies described in
the cae of the knowledge-based approadh. The reason d this differenceis due
to the tods used in bah situations. Most of the model-based fault detedion
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methods are based on comparing measures and simulations for obtaining a
residual asisdepicted in Fig. 2.4. The gplicaion d existing signal processng
and statisticd methods to ded with numericd data boosted the used of such
methods. The major inconvenient of thase methods is the necessty of a model.
The knowledge-based model offers an alternative to that situation in which an
accurate model is difficult to be obtained.

In the foll owing subsedions, fault detedion methods are briefly described and
classfied in model, signal and knavledge-based methods. M odel-based methods
group analyticd methods based on comparing process output with theoretica
model resporse to the same inpu applied red process The next subsedion,
signal based methodks, is restricted to those methods that only use process output
variables in the fault detedion task and nomodel is used. Finally, the knowledge-
based method subsedion, introduces the problematic of deding with knowledge
representation to monitor and supervise dynamic systems.

2.3.1. Modd-based fault detection.

Model-based fault detedion methods are focused on residual generation, i.e.
fault indicators (Fig. 2.4). Residuals are obtained as changes or discrepancies in
spedal feaures of the process obtained from process variables (for example,
output signals, state variables) or coefficients (for example, estimated parameters
or other cdculated ratios). To achieve this goal, data obtained from the processis
compared to the data suppdied by models representing namal operating
condtions. For this, different change detedion methods are gplied. The next
step consist in residual evaluation to dedde @ou faults existence Threshold
logic, statisticd dedsion theory, pattern recogntion, fuzzy dedsion making a
neural networks are adual methods used to dedade whether and where afault has
occurred.

fFAULTS

]

Residual
e A | —L
generation

detection

behaviour

Fig. 2.4 Architecture of a model-based
diagnostic system from [Maquin and Ragot, 1996].

Different kinds of process models and methods can be used to generate
residuals of state or output variables. A basic dassficaion d them is represented

Chapter 2: Expert Supervision -15-



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

in Fig. 2.5 Observer-based residual generation consists in using olservers or
Kaman filters to recnstruct the interest output of the system. Then, the aror
between red data and estimated data or afunction d them are used asresidual. In
the parity space @proach the process equations (for instance state space
equations) are modified with the am of getting residuals decouded from system
states and dfferent faults. The inconsistency of these parity equations represent
the residuals. On the other hand parameter estimation methods are based onthe
asumption that the faults are provoked by changes in the physicd system
parameters (mass friction, resistance, viscosity, etc.). Therefore, these methods
use process measures to repeaedly estimate the parameters of the adual process
Estimations are compared with the parameters of the reference model, ohtained
under fault-free ondtions. A wider description d those methods and aher
interesting variants of them are includedrnank, 1996]

Models M ethods
State and output observers
Fixed parametric models or estimators

Non parametric models ——— Parity equations

Adapative models — Identification and parameter
estimation

Fig. 2.5 Dependency between method and model
to be used in a model-based fault detection.

Although these gproaches have proved to be very effedive in many
applicdions, they have two major shortcomings: the wmmplex techndogy or
natural process are generally nonlinea time-varying systems, which makes it
particularly difficult to deted structural changes in the system and to oltain
adequate models for this purpose. Secondy, the avail able model is often assumed
to represent normal operating condtions, and the impad of a departure from
these condtions on the model outputs is difficult to predict [Du, Elbastawi and
Wu, 199%]. Consequently, these methods are difficult to be gplied to dynamic
process submitted to repeated changes in the operation mode.

2.3.2. Signal-based fault detection.

Model-based fault detedion requires processvariables (measures) to compare
red processresporse and model resporse. This comparison is performed under
the asaumption that the same inpu is provided to bah systems. Therefore,
process measures and adions must also be supfdied as inpu of model. Other
methods can be gplied if only process output is available, i.e. signal-based
methods. This methods are usually used with rotating macdiinery and eledricd
circuits and applied with signals measured from process in steady state.
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Therefore, signals are though to be rich in information. This is the cae of
vibrations analysis and other methods based on frequency analysis.

Signal-based methods are focused on anaysing signal feaures. Change
detedion is measured as a deviation from normal behaviour. For this purpose,
statisticd (mean, variance, entropy, etc. are estimated), frequencial (asfiltering a
spedral estimations methods for example) and probabilistic (Bayes dedsion)
methods are used. Signal models or patterns are used to deted deviations from
normal operating modes. Those methods do nd require the mathematicd model
of process Knowledge &ou system is asumed to consist in leaning
asciations between process measures and operating condtions. In this snse
they can be considered as knowledge-based methods.

Some of the limitations of pattern recogntion techniques is that they assuume a
knowledge @ou al systems dates and do no take into acount the time
evolution d the process under study. A survey of these techniques can be
consulted ifDenoeux, Masson and Debuisson, 1996]

2.3.3. Knowledge-based fault detection.

In the case of noticedle modelling urcertainty, a more suitable strategy is that
of using knavledge-based tedhniques. Instead of output signals any kind o
symptoms can be used and the robustness can be dtained by restricting to ony
those symptoms that are not strongy dependent uponthe systems uncertainty. In
this case, knowledge has to be processed which is commonly incomplete and can
not be represented by analyticd models. On the other hand, residual evaluationis
a omplex logicd processwhich demands intelli gent dedsion making techniques,
like fault tradngin fault trees or Petri nets or pattern recogntion including fuzzy
or neura tedniques. Therefore, knowvledge-based methods are quite a natural
approad also for residual generationin fault diagnasis, and ESs have so far been
applied more succesgully here than in the field of control ([Frank, 1996). The
use of knowledge, in the model definition a qualitative observation d variables,
when analyticd models are difficult to be obtained, is ancther field where Al
technigues can be used.

Knowledge-based methods is a field in continuows evolution, where Al
tedhniques have an important role. There is nat a unified theory to be gplied to
these methods and, in fad, knowledge-based methods can be gplied in al three
phases of fault diagnasis, namely residual generation, residual evaluation and
fault analysis, althoughthe phasesin this case ae not aways as clealy separable
asin case of the analyticd approach. [Frank, 1996 distingushes two caegories
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in the knowledge-based damain for diagncsis, adso applied for residual
generation:

e Symptom based. It consists in arganising expert knowledge into
diagnosis ESs. Then, ESs ded with process variables to identify fault
symptoms in them (See Fig. 2.7). When symptoms are @nsidered in
conredion with process inpu, we spe&k of a symptom-model-based
approach. In such implementations, major difficulties exist in the
knowledge aquisition task and knowvledge representation, for obtaining
a rule base for example, and knavledge processng and interfadng,
when running the ES application with real data.

* Quadlitative model-based. This methoddogy is based on using
process knowledge to represent systems gructure in terms of rules and
fads. The goa is to dspase of a roughmodel to be used as a model-
based approadh. The use of qudlitative techniques implies a description
of process variables given by short sets of labels or symbals ( low,
normal, high). Consequently, the inevitable deviations from the exaad
model, (uncertainties and incompletenesy aways present in these
representations, requires the Al support.

%FAULTS

A4

N/Q Estimated N/Q |
interface variables interface
|—> Qualitative| | |Discrepancy
model detector

Fig. 2.6 Basic scheme of qualitative model-based
fault detection method

The use of one or the other method is only submitted to the knowledge dou
process behaviour or faults. Furthermore, there ae not exclusive methoddogies
and a ommbination d both can be required. In fad, the best strategy tries to use
all available knowledge and data for reaching the fault detection goal.

Additional problems, when deding with knavledge representation, d process
behaviour or faults description, accur when interfadng fault detedion structure
(lingustic representation d magnitudes and process variables) and process
(numericd variables, measures). However, the use of all available information,
i.e. numericd data and knavledge, can improve fault detedion structures becaise
they are complementary approaches.
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Fig. 2.7 Scheme of knowledge-based fault
detection based on symptom generation (From
[Isermann and Ballé, 1996])

Fig. 2.7 represents how both, numericd tedhniques and knawledge-based
techniques, can be merged for fault detedion. In fad, heuristic knowledge
aqyuired from processobservationsis used in this proposal to reinforce analytica
methods applied to numericd variables in the symptoms generation step. While
numericd methods are used for feaures extradion d measured variables, i.e.
signa procesdng tedhniques as filtering and analyticd estimations, some
drawbadks appea in extrading feaures from operator observations. Spedalised
knowledge processng techniques must be used with this aim. Taking into
acourt that difficulties in such systems are presented at knowledge
representation level, the use of those techniques for fedures extrading are not
very extended.

2.4. Knowledge-based fault diagnosis.

Fault diagnasis foll ows fault detedion in the supervisory chain. According to
the general description d fault detedion systems, residual evaluation is an step
preceading fault diagnosis. Constraints and condtions used in fault evaluation are
submitted to particular faults. In these tasks, the use of intelligent dedsion
systems off ers a dea advantage because the use of expert knowledge aou fault
in the dedsion condtions. The use of Al tedhniques in thistask can be combined
with the analytical model used for fault detection.
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2.4.1. Knowledge-based methods used in fault diagnosis.

The extensive domain o Al can be gplied in dfferent waysto dagnaose éou
faults. In this $nse, logicd dedsions nealed in residual evaluation, can be
performed by using fuzzy logic. Adaptive threshold for uncertain systems can be
performed by fuzzy rules. In such situations, rules incorporate knowledge &ou
process behaviour and the threshold is changed acwrding to the operation
conditions.

Ancther powerful technique from the Al domain are the Artificial Neura
Networks. They have dso been used in fault diagnasis with dfferent purposes
such as residual generation by repladng analyticd models by trained networks
and wing them as a norma operating model. Residual evaluation can be
improved by using reural networks using data from previous faults to train neural
networks to solve theses situations.

Neural networks or fuzzy logic ae Al tedhndogies that can be used within
analyticad model-based fault detedion for improving them. In fad, bah neural
networks and fuzzy logic use numericd data. Anather diff erent approach consists
in using quaitative models (process models or faults models) for diagnasis as it
has been introduced when talking abou knowledge-based fault detedion. In the
case of afault model, a previous knowledge &ou faults symptoms is assumed,
then processis observed to match some of them. On the other hand, pocess
model is used to detect qualitative deviations from the normal operating mode.

Partial work of this thesis has been focused on the task of developing and
integrating todls to asgst knowledge-based design using the two last approades.
Main effort has been dore in providing a useful todl for representing the smple
qualitative relationship, ALCMEN, to perform qualit ative observations of process
variables submitted to faults. A case example has been developed to test both
techniques. The use of ALCMEN to quelitatively estimate a non-measured
variable is described in [Melendez & al. 1996 , while the analysis of measured
processvariables in fault situations is used to oltain a qualitative description d
faultsin [Melendez ¢ al. 1993. In this case the use of rule-based ES under G2
was used to dagncse. The use of impredse description d signals feaures, given
by quditative labels, as antecadents provoked sudden transitions in the ES
dedsion kecause the ES was naot able to mange this impredsion. This work was
improved, by using a shell with fuzzy reasoning to ded with urcertainty and
imprecision[Sabat, 1996]

Sometimes the necessty of applying ore of two methoddogies, symptom-
based o qualitative-model-based, is not clea and knowvledge @ou fault
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situations and qualitative estimations of variables can be merged to improve the
diagnose system. Moreover, it is necessary to combine both methoddogies to
take benefit of KB describing symptoms related to nonmeasured variables, i.e.
the qualitative observer. Former work of the author, with the same cae example,
has been extended in this sense as is explairjételendez et al., 1996D]

2.4.2. Diagnosis strategies.

Despite there does not exist a standard architedure for fault diagnasis, adual
tendencies point to hybrid architedures because of the benefits of merging bdh
techndogies, (analyticd and model-based approacdes). Basic and pue lines are
represented in Fig. 2.8 but drawbadks are presented in implementing simple
strategies, due to the incompleteness of information when deding with any
proposal, especially with complex systems.

ANALYTICAL KNOWLEDGE
MODEL BASED MODEL BASED
Computer + Computer + Natural
TOOLS | analytical Signal | |Heuristical Kowledge|| Human Tools
processing processing

THEORY |

|
AND | SystemTheory Artificial Netura
METHODS m Intelligence Intelli gence
REALISATION| _ Andyticd Diagnosis Expert Operator +
Diagnosis s/stem system computer

Fig. 2.8 Strategies for fault diagnosis

Supervision d complex systems (nonlinea, time dependent, etc.) becomes
impossble using analyticd model-based approach because difficulty in oktaining
acarate models. Despite of this drawbadk numericd methods must be taken into
acourt for obtaining signal feaures that are neaded by ES, representing expert
knowledge, to deduce @ou behaviour of process variables. This thesis is
particularly focused on combining al possble tedhniques in the implementation
of complete supervisory systems. Fig. 2.7 represents the variety of information
that can be used in the implementation d knowledge-based structures for fault
detection and diagnosis.
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Fig. 2.9 Hybrid, Knowledge and analytical based
architecture for fault diagnosis

In this ways, the propasal of this thesis (Fig. 2.9) tries to take benefit of bath
knowledge and analyticd tods, providing abstradion tools as numericd to
gualitative interfaces. Qualitative reassoning and modelling are dso present to
roughy estimate process variables. Rule-based systems must be used together
with analyticd tods in the diagnasis tasks becaise data coming from processis
purely numericd and processknowledge is referred to qualitative perceptions of
them. In following chapters a set of tods are seleded to be integrated in a
commercia framework to fadlit ate the development of supervisory structures
following this line.

2.5. Implementation of expert supervisory systems.

Despite implementation d supervisory systems is not an extended topic in
literature, it is an important stage. Espedally, when deding with knowledge-
based methods becaise of the limitations of available shells. Nowadays,
knowledge-based methods are though to be useful in all supervisory tasks. The
easy use of rule-based ES for classfying a the use of graphs or fault trees as
anaysis tool, are simple tasks where epert knowledge can improve fault
detedion. Moreover, the use of fuzzy logic to ded with impredsion and
uncertainty, or neural nets for classficaion, are other representative examples of
how Al is coming into supervisory schemes.

Nowadays, final adions are restricted to human dedsion, then the
implementation d intelligent supervisory systems is far from the adual
implementations in industrial process and restricted to simple @rntroller

Chapter 2: Expert Supervision - 22-



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

reconfigurations or rule-based controllers (fuzzy controllers). A reason for these
difficulties in implementing expert supervisory systems is the mplexity in
knowledge representation and validation of such applications.

2.5.1. Assisting expert supervision design.

A possble block representation o supervisory system, is depicted in Fig.
2.10 A model-based (analyticd or qualitative) fault diagnosis g/stem is used to
recnfigure the ntrol system. Actual shells and existent frameworks used for
industrial monitoring tasks (SCADA systems as CITECT, InTouch and so on)
permit such kind d reconfiguration acording simple condtions. These ae well
dotted of numericd methods and tods, bu they lak of knowledge-based
methods. In fad, the gplicaion danain o these gplicaions is reduced to
simple monitoring, representing, alarm generation and registration tasks. On the
other hand, adua shells concaved to ded with knaovledge-based systems are
designed to manage spedfic kind d knowledge representation and there exist
some difficulties in integrating numericd capabiliti es. This is the example of the
shell G2, the adual state-of-the-art in red-time knowledge-based process
diagnase tasks. It is provided with an oljed-oriented graphicd user interfacethat
offers sveral knowledge representations toadls, such as rule bases, frames, tables.
G2 inference engine is able to ded with KB in several ways (forward and
badckward chaining, focusing, invoking). Despite of its cgpabiliti es of knowledge
representation, it presents me drawbadks in qudlitative modelling and
uncertainty (and impredsion) management, which are necessary in a complete
knowledge-based framework. Ancther inconvenient is deteded when deding
with multi-level representation o processvariables. In such cases it is necessary
to abstrad significant information from numericd measures, and those
frameworks do nd provide sufficient toals for numerica management and signal
processing.

Control law
J:‘.—_—l____________
Residual
> generation [* . I

Statistical I

tests
_____________ DIAGNOSIS _ _ I
I|Reconﬂguraﬂon [«[ Pronostics Je{identification J¢{ Localisation H{ D etection |

Fig. 2.10 Model-based supervisory scheme.
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Ancther important fador to be taken into acourt in the design o supervisory
systems is the gplicaion damain. Different todls and signals must be used for
process sipervision than for controll ers supervision. It also applies to continuots,
discrete or hybrid systems and to distributed or centralised systems.

Management of both numericd and qualitative data and the use of analyticd
and knavledge-based models and tods is necessary in adual supervisory
systems. Taken into acourt that the supervisory loop is closed by means of
reconfiguration d the cntrol systems, a supervision shell must also include
control systems design cgpabilities and some evaluation and gaphicd
representation tools. The adual Computer Aided Control Systems Design
(CACSD) frameworks incorporate such cgpabilities and a grea number of
numericd algorithms, including modelling and simulation capabiliti es. On the
other hand, these frameworks are not provided with knawvledge-based
cgpabiliti es. Consequently, a possble gproach for asssting expert supervisory
systems design based oncontrol reconfiguration, is to add following knavledge-
based capabilities to CACSD frameworks:

e Numeric/Quadlitative interfaces. Process variables are the main link
between the process and the supervisory system. Therefore, diff erent
observations of them must be possble and, consequently, a multi-level
representation o them must be performed. Numeric feaures of process
measures, as its adua vaue, derivatives, mean o trend estimation,
must be available together with qualitative representations such as
gualitative tendency, labels or landmarks, to be useful for working
together with bah analyticd and knawvledge-based supervisory
methods. Then a set of different methods for obtaining acairate
gualitative representation d signals are needed to be used as numeric to
gualitative interfaces. i.e. abstradion methods. The objeda oriented
approach can be used to encgpsulate the multi-level representation o
these variablepject-variableshs it is explained in chapter 5.

» Knowledge representation. Several tools can be used to ded with
expert knowledge & severa abstradion degrees. Knowledge éou
process can be dou processvariables, the relationship between them,
the description d situations (faults) related to physicd elements,
functionality, behaviour and so on. All of these posshiliti es require
some specific tools with different representation capabilities.
 Knowledge processng. Usefulness of knowledge-based systems
reside in the caability of deduction wsing knavledge representation.
Then those inference engines must also be present in the framework to
ded with qualitative relationship (quditative reasoning), rules (ES),
logic, and aher possble knowledge representations. Capabiliti es of
catainty and impredsion management must also be present, for
example, by using fuzzy reasoning.
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Some todls are seleded and presented in chapter five to assst in the design o
control systems supervision. With this goal a spedfic commercial open padage
from the control domain, MATLAB/Simulink, has been used as a platform
where knowledge representation capabiliti es and qualitative reasoning tods have
been integrated by means of an oljed oriented approach [Melendez ¢ al.,
1996H. The goal is to take alvantage of the existent representation and analysis
todls used in control systems design, extending its capabiliti es with knowledge-
based techniques to assst enginea'sin such designs, avoiding the dways difficult
problem of interfadng separated todls reasoning on ¢/namic systems. The work
has been centred on solving main drawbadks in knavledge representation and
processng. With this am, a tod for deding with simple qualitative
representations, ALCMEN, and an ES shell, CEES, have been added. Other
posshility is pointed by [Rengasamy, 1993, using CIM models to integrate
several functionalities in order to assist supervision.

2.6. Conclusions.

Supervisory systems design is an adua reseach line that covers process
monitoring at severa stages (fault detedion, dagnase, and identificaion). This
chapter has been focused on the necessties of knowledge-based systems in the
different steps of supervisory systems design.

Nowadays, the main research adivity in the aeaof supervisionis focused on
the objedive of fault detedion. Several methods are described in the literature,
but there does naot exist an urnfied theory. Model-based theory has been
consolidated for numericd models despite of the necesdty of an extension for
nortlinea systems. In the cae of knowledge-based fault detedion, qualitative
models can be used to rougHy deduce non olservable dynamics and symptom
description by means of rule-based systems, can use this information. Nowadays,
gualitative models implementation is supported by several Al technologies.

The combination d both analyticd and knavledge-based methods in fault
diagnasis falls within the field of the adual reseach and in the scope of this
work. Numeric to qualitative and qualitative to numeric interfaces, knowvledge
representation and processng are relevant topics to be solved before aunified
approach could be readied. When deding with complex systems (large systems,
nortlinea, time dependent, couding and so on), main dfficulties appea in the
implementation d global supervisory systems because of the anourt of diff erent
data and information to manage. The global conclusionisthat there does not exist
a framework to ded with dfferent approadhes (knowledge and analyticd based)
in the design of supervisory systems.
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Methods for
Expert
Supervisory
Systems

3.1. Introduction: Necessity of Al methods for process
supervision.

The complexity of designing supervisory systems has been introduced in the
last chapter. The necessty of incorporating expert knowledge in such design is
present in all tasks involved in supervisory systems. Fault detedion can be
performed by using analyticad models, bu these models are not always avail able
and final resolution abou residual generated, is aways submitted to the human
expert dedsion. On the other hand, the use of knowledge-based representationsis
needed by numeric to qualitative interfaces to perform reasoning abou process
variables. The important role of human knowledge in process sipervision is
concentrating the dtention on these techniques that permit the use of expert
knowledge to automate these tasks. From this perspedive, the increasing use of

Chapter 3: Methodsfor Expert Supervisory Systems - 26 -



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

Artificial Intelligence (Al) techniques in control and process engineaing must
improve supervisory designs, and coexist with numerical methods.

The most extended Al tods in the ontrol domain, are overviewed in this
chapter, and bkenefits and dawbadks of using some of the Al tedchniques for
knowledge representation and qualitative reasoning, are discussed from a
supervisory systems design pant of view. The am isto take advantage of control
experience in using Al resources, to choose a set of adequate todls to be
integrated in a framework for assisting supervisory tasks avoiding.

3.1.1. Heterogeneous, imprecise and uncertain data.

In the design d supervisory systems, the information related to process
variables is available in severa ways. numericd data (from sensors, analyticd
models, numericd estimations and so on), qualitative data (from human
perception d process variable trends, qualitative models and qualitative
estimations) and relationship ar dependencies among these data. The complexity
in managing together such dfferent kinds of data is in the scope of Al
techniques.

Nowadays, the main contribution for designing supervisory systems comes
from operators and expert engineas experience In fad, they are dso present in
the magjority of applicaions for final dedsion making. Sometimes, the description
and trandation into computers of this expert knowledge, related to process
variables, beacmes very difficult or impossble due to the different nature of
human descriptions and data obtained from process.

Usually, experts describe situations, while data ae instantaneous samples of
measures, or estimations of these situations. In the procedure of matching process
variables evolution and those situations, humans use an impredse description o
magnitudes. An example can clarify these difficulties: The following sentence,
“when temperature in the reador increases, opens the inpu valve slowly”,
describes an adion (opens valve slowly) to be performed when a processvariable
(temperature) experiments certain behaviour (increasing). This expert description
are ealy interpreted by humans, bu difficult to interface with numericd
magnitudes coming from the process (temperature) or aduators to perform this
adion (open valve). They are impredse descriptions of numericd magnitudes
available in the process This impredse description must be processed before to
be used in the control structure. The representation d these kinds of information
and the capability of deding with the relationship amongimpredse variablesisin
the scope of Al. The use of qualitative reasoning and modelli ng techniques can
be useful for these purposes.
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Ancther important feaure of Al tedhniques is the caability of deding with
uncertain data or information. The description d an intermittent fault is an
example of this stuation. In spite of some andtions matched, the fault is not
sure. Certainty can be introduced as an index of confidence in the description o
Situations or data. A similar situation is given when contrasting information
among several sources. Sometimes it leads to inconguous descriptions and a
deaeasing confidence of a source of information. In such cases, the use of
different certainty indices for ead source can be useful to merge incoming
information to work in co-operation. SHge la Rosa J.LI, 1994]

3.1.2. Process behaviour and expert knowledge.

An addtional inconvenience of expert knowledge for process sipervision
refers to tempora references. Usualy it describes process behaviour in an
uncertain period d time, or changesin the evolution d processvariables without
dating these events. In the example of the previous paragraph, the label
increasing is related to a dharaderistic of a processvariable during an impredse
period d time. This consideration must be taken into acourt for building
numeric to gualitative interfaces in order to take benefit of this kind d
descriptions of variables evolution. This also applies more general descriptions of
processbehaviour such astransient or steady state, for instance. In this case, bah
posshiliti es are exclusive, bu red transition between bah statesis gradual. Then
difficulties exist in determining the limits between bah, becaise it implies all
process variables analysed.

Actual Al techniques, as fuzzy logic or some qualitative reasoning formali sms,
are gplied to ded with this impredsion in the description magnitudes and the
relationship between variables. On the other hand, temporal impredsion is
inherent to qualitative methods.

3.2. Knowledge representation techniques.

The main charaderistic of Al techniques is the separation between knowledge
and inference medchanisms. This independence caises that two separated steps
must be performed to buld any Al based system. The first is to dedare
knowledge and seaond is to reason abou fads acwrding to the previous
dedaration. Consequently, these todls are provided of mecdhanisms for knowledge
representation and manipulation, and mechanisms for reasoning.
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In order to encode expert knowledge mncerning the process diff erent
knowledge representation techniques could be used. The most popuar ones
include the following :

» Logical formalisms

* Rule-based systems

» Graphs (including semantic networks)

» Frames and object oriented representations

Of course, more complex systems use @mbinations of the éove knowledge
representation schemes. Below, a brief presentation o the cre formalism
mentioned abowe, is given. It is nat in the scope of this work to start an extensive
discusson d these techniques, bu only to present the diff erent possbiliti es for
representing expert knowledge in supervisory applications.

3.2.1. Logical formalisms.

Logicd formalism includes bath propasitional logic and predicae cdculus. In
the simplest case, propcsitional logic is stisfadory as a knowledge
representation formalism. The language of propcsitional logic oconsists of
propasitional symbads, such as p,qr, ..., denating logicd sentences (a logicd
sentence is one to which we can asggn the truth value, i.e. either true or false)
and logicd conredives. Among the logicd conredives, typicdly used, are: O
(conjunction), [0 (digunction), O (implicaion), < (equivdence) and -
(negation). Using the ébove conredives and parentheses, various complex logica
sentences can be build.

The main advantages of logicd formalism include well established formal
badkgroundand theoreticd properties (soundressand completenessof inference
systems). Further, in case of logicd formalism, the standard logicd inference
methods are immediately applicable.

3.2.2. Rule-based systems.

Rule-based systems, are the most comprehensible form of knowledge
representation. These ae descriptions of condtion-dependent adions. A singe
production rule is understood to be asingle item of information. The simple
structure “IF ... THEN ...” has becane the most succesful way of knowledge
representation. Production rules applied in a spedfic domain by representing
expert knowledge goplied to a particular problem are dso cdled, expert systems
(ES).
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The most important comporent of these knowledge representation techniques
is the inference medhanism. The inference mecdhanism controls the seledion and
adivation d produwction rules. This inference engine must be &le to solve
possble cnflicts appeaed in the seledion procedure and multi ple deductions of
the same fact.

When using ES for representing knawledge involving numericd data,
additional cgpabiliti es of processng urcertainty and/or impredsion are necessary,
dueto theimpredsion d input data. In such situations, it is evident that the use of
adequate numeric to qualitative interfaces will i mprove the results. To dispose of
a set of corred rulesis as important as to provide the ES with expeded inpusin
the anteceadents of these rules. Therefore, when using ES diredly conneded to
dynamic systems, the alditional medhanism must be used to interfaceprocessand
ES.

if cc isrecent and n1-n2>=15 and (tendency_n1-n2 is constant or
tendency_n1-n2 is increasing or tendency_n1-n2 is increasing _quickly)
then conclude that Valvel is closed

if not (cc is recent) and n1-n2>=9 and (tendency_n1-n2 is increasing
or tndency_n1-n2 is increasing_quickly) then conclude that Valvel is
closed

Fig. 3.1 Example of rules in the shell G2, from
[Melendez et al. 1995]

Rules description is different acarding to the shell to be used and reasoning
capabiliti es used by the inference engine of the ES. For example, Fig. 3.1and
Fig. 3.2show two dfferent rules from two shells, G2 and CEES respedively ,
espedaly conceved to ded with data coming from dynamic systems. G2 is a
commercial shell conceived to ded with knowledge-based applicaions in the
domain of processcontrol. CEES [De la Rosa J.LI, 1994, is a reseach tod in
continuows evolution acmrding to the supervisory systems necessties. Basic
differences between the rules are given by the ES capabiliti es of deding with
impredsion and urcertainty. In bah, a qualitative description d the process
variables is given, bu ES in Fig. 3.2 CEES, can ded with impredsion and
uncertainty, while ES in Fig. 3.1 can nd. The adivation d rulesin Fig. 3.1
depends, exclusively (apart from process dynamics), on the interfacenumeric to
gualitative used, while in the second example, Fig. 3.2 this adivation can be
tuned acwrding to the result of smoothed comparison -for instance,
(Tendency_n1-n2).fv.equal(increasing)- using fuzzy sets in the definition d
gualitative values, and the dedion d an adivation threshold. The necessty of
reassoning abou numericd data makes the use of a shell with capabiliti es of
dealing with uncertainty and/or imprecision necessary.
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Certainty of hen combination of certainty of

lthis rule antecedents reach this threshold,
the rule isfired.
Rule 160 /

Certainty 0.9 Threshold 0.5 Trace Yes -
. [Text to be printed

Description "Valve 1 closed: Levell-Level 2+, hen ruleis activated
T1f (cc).fv.equal(recent) And if traceis =t to yes,
(n1-n2).fv.equal(15.)

And Alternative
(Tendency_n 1-n2).fv

(Tendency_n1-n2).fv.equal(increasing) Or

(Tendency_n1-n2).fv.equal(increasing_quickly)

EndAlternative
Then deduce(& Valvel closed,INTERMEDIATE)

¥Endlf Deduced fact combines certainty
EndRule of rule and certainty of facts used
as antecedents

Fig. 3.2 Syntax of a rule in the shell CEES.
3.2.3. Graphsand including semantic networks.

Graphs and semantic networks are ameans of representing knovledge-based
on the relationships between oljeds. The nodes correspondto these objeds, and
links (lines or arcs) between them describe the dependencies. Thisis only akind
of representation withou cgpabiliti es of processng. Final implementation d this
kind of representation usually uses rule-based systems.

STEADY STATE E : Error (SP-Level2).

nl:level 1
n2:level 2

c: Control

V2 v2| [NorRMAL

total partial

Fig. 3.3 Graph representation of process steady
state situations.

Examples of Fig. 3.3and Fig. 3.4 extraded from [Melendez 1999, are a
partial representation d the global processbehaviour. In this case, graphs were
used to assst the expert system configuration. The necessty of describing time
dependencies to dfferentiate situations in the process behaviour, can be
observed. These ae the main dfficulties when deding with dynamic systems,
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becaise the reasoning must be performed na only abou sampled data, bu also
abou the temporal evolution d signals (trends). The graph d Fig. 3.4showsthe
necessgty of supgdying these trends (El, or Et for example) for interfadng
coming data in the on-line application.

SP_Ch : Set Point Change

E : Error (SP-Level2).

nl:levedl 1 ITRENDS:

n2: level 2 1 : decreasing
t :increasing
=: maintain
- 1 goesto

total

Fig. 3.4 Graph representation of dependency
among process variables and faults in transient
state.

In those caes, the impredsion d human knowledge is difficult to be
interfacal with numeric processvariables. In the previous graphs, the arows are
used to describe the human perception d increasing a deaeasing tendencies of
processvariables in a sample interval. The trandation d this observances into a
rule-based system bewmmes a difficult interffadng problem. The use of
spedalised todls to abstrad qualit ative representation from processvariables are
needed to interface process input variables with expert knowledge.

3.2.4. Framesand object oriented representations.

A frame is a data structure for representing oheds, situations, fads or other
kind d knowledge by bre&ing it down into their constituent parts. A simple
example of using frames consists in structuring dcata in tables. The use of frames
involves a set of medhanisms (access new, reset and change of values) to ded
with frame attributes or dots. Inheritance is another important property of
frames. Graphicd representation d frames offers an easy to use interface to
users. For instance, frames are present in G2 to represent knowledge related to
process variables and oljeds. Attributes as ssmpling time, length, conredions
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and aher are used to describe data and relationship between them. Copies of
these graphical objects conserve all the attributes (inheritance).

The adual objed oriented languages are very extended to suppat this type of
representation with additional feaures. Languages such as C++ or Smalltalk
permit to dedare cmplex data structures, cdled classes, embedding cata (objed
attributes) and methods (to manage and/or to access to its attributes). Main
benefits of Objea Oriented Programming (OOP) are resumed in the following
properties

» Abstraction: Once a tassis defined, the instance of objeds of this
class is dore with independence of the antents of this class This
allows to work in a more conceptual level.

» Encapsulation: This is the property of objed oriented languages of
storing data and methods in the same structure.

» Polymorphism, refers to the property of using the same description
for an operator deding with dfferent kinds of data. For instance, an
operator addtion could be gplied to dfferent type of data (red,
complex, integer) : addtion(real, real), addtion(integer, integer),
addition(complex, complexising the same name.

» Inheritance: Classes definition can take profit of the previous
defined classes or partial properties without rewriting code.

The basic difference between OOP and procedural programming resides in
that the data is not clealy separated from the ade. The programming structure
cdled objed is used to encgpsulate both, data (or attributes) and methods
(procedures describing hav adions of these objeds must be performed) related to
this data forming complex structures. In OOP, oljeds are aeded as instances of
classes, or template structures, as in procedural languages variables are dedared
acording to types of data. The extended use of objed oriented languages in the
domain of automatic control is surveyed[Jobling et al. 1994]

3.3. Qualitative reasoning.

Qualitative reasoning (QR), aso cdled qualitative physics, has become a
domain of Al sincethe ealy eighties. This is the reseach areawithin Al which
deds with human reasoning abou physicd systems [Bobrow, 1984.
Fundamentals of QR are based onapplying human common sense and scientific
implicaions used by enginees in the analyse of the environment and situations.
The amisto use asmall number of symbals or qualitative values in the variables
description. In dynamic process sipervision, QR is used for describing qualitative

Chapter 3: Methodsfor Expert Supervisory Systems - 33 -



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

dependencies or models between symbals representing process variables. Two
fundamental principles must be taken into account for qualitative reasoning:

» Continuots variables granularity is defined acarding to the type of
reasoning to perform. For example, temperature qualitative values for
alarm generation could take two states (normal, high) to dfferentiate a
normal operation condtion from a dangerous stuation. The same
variable used in a ntrol loop could be defined using five qualitative
values (very low, low, namal, high andvery high) to smocth big and
sudden transitions in the control law.

» Qualitative data evolutionis event driven. This means that qualitative
datais nat equi-sampled and its changes in its values are aynchronots.
From the previous example, temperature changes from normal to high
only when the risk situation is approaching.

The intent of trandating numericd models or relationships into qualitative
descriptions involves the use of mathematicad operators and cdculating
medhanisms defined for symbalic values. In this ense, qualitative representation
has rious restrictions and algebraic operators are only defined for simple
gualitative representations of numericd spaces. Consequently, the majority of
adua pure qualitative mecdhanisms operate with quelitative variables that can
only take the valuesnegative, zero or positive ({-,0,+}).

For the development of this work, spedal interest for QR is centred onthe use
for developing simple qualitative observer. This is for describing simple
relationships between qualitative variables obtained from processvariables. The
goal is to deduce the dynamic of variables that are not available & numerica
data. For this purpase, other numericd variables can be used, using a qualitative
description of them and the adequate relationship.

Other important QR formalisms are introduced in the next chapter as
abstraction toos becaise of their cagpabilities in providing quaitative
interpretations of numericd information at several degrees of abstradion. On the
other hand, aher QR formalism, such as algebra of signs and ader of magnitude,
are not present in this text due to the impredsion oldained in the results when
multi ple operations are combined (and multiple steps must be performed) in the
deductions.

3.3.1. Qualitative modelling and simulation.

Modelling has been ore of the aea where qualitative ressoning hes been
more succesdully applied. Several qualitative formalisms succeeal for qualitative
modelling d dynamic systems. Various QR methods abou physicd systems are
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based on the description d the functional mecdhanism. Then, wsing simple
descriptions of process dynamics, qualitative simulations can be performed to
determine the system behaviour from an initial condtion. Some examples of
techniques used with this purpose are

 Envisonment [De Klea and Brown, 1984 is a behavioura
description consisting in atransition gaph where dl possble evolution
of the system from an initial condtion are described by the output
branches. Model is constrained to the symbols used to represent
physicd parameters of the system, these parameters are interrelated by
means of equations.

* QSIM [Kuipers, 1984, is a pakage nceved to ded with
gualitative smulation. This approach dffers from the previous in the
definitions of quaitative values. In QSIM qualitative values are defined
by a pair <qval, gqdr>, where gval is obtained from an ardered set of
landmarks and the intervals between conseautive landmarks, and qdir is
the qualitative derivative assciated to this variable. Possble values for
inc are dec (deaeasing), std (steady) or inc (increasing). A set of
constraining equations are mposed by a variety of primitives
(arithmetic, functional, derivative). QSIM has been improved, by
integrating quantitative information, to deaease the anbiguity of
managing pure gualitative information.

« FuSim, [Shen and Leitch, 1993, is a more recent qualitative
simulator padkage with fuzzy capabiliti es. Fuzzy sets have been used in
the definition d the finite number of values of a qualitative variable.
FuSim alows to oder the evolution d the states and transitions
between them. This benefits the reduction d qualitative anbiguity and
simulation more suitable for applications.

The main gals, in QR, have been centred on the domains of modelling,
simulation and interpretation d systems behaviour using symbadli c representation
of variables. Pure qualitative gproadches have two basic problems to be used
diredly in a model-based architedure for fault detedion. First, ambiguity in the
description d magnitudes and sewmnd the lag of temporal information. This
causes, that mixed simulations (using numericad and qualitative methods) offer
better results. Fuzzy approaches are dso taken into acmurt to smooth sudden
transitions in the management of imprecision.

Despite of these drawbadks the idea of qualitative modelling can be used to
establish a simpler relationship, nd complete models, between qualitative
representation o numericd processvariables. The ideais to use this relationship
online with processas a quditative observer, where anumericd relationship can
not be applied.
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3.4. Artificial Intelligence in Control Systems.

Sinceits beginning, Al has been present in control and processengineaing. At
that time Al was focused on leaning architedures using conredive systems
cdled artificial neural networks. Some structures sich as, Perceptron, by
Rosenblatt in 1962,and ADALINE, by Widrow in 1962,are two representative
examples of these eoch. From then urtil now, severa approaches have
succealed in the Al domain to improve ntrol systems acwrding to two
perspedives; on ore hand the techniques that try to mimic the expertise of
humans and onthe other hand the techniques based onmadhine leaning [Arzen,
1995h. In spite of the fad that this thesis is centred onthe first approach (using
expert knowledge to improve antrol adions and supervise processbehaviour), a
brief description of these approaches is given

» Learning control, refers to control systems that are &le to estimate
unknown information duing their operation and determine an optimal
adion from the estimated information. It is conceptually similar to
classcd adaptive cntrol. Some leaning algorithms are based on
pattern  clasdficdion, Bayesian estimation and  stochastic
approximation.

» Neural Control. Thisterminology refers to the use of artificial neural
networks for leaning process behaviours by training them. It has had
an increasing popuiarity since the aghties. Various leaning strategies
have been developed for leaning inpu/output relationship (supervised
learning) or only sets of inpu (unsupervised learning) or delayed
output (reinforcement learning) data. Multiple strategies can be found
in the literature.

» Fuzz oontrol. This is the use of fuzz logic for implementing dred
control strategies. The ideais to describe control adions by means of
simple rules applied to the inpu variables to dedde &ou control
adion. It invaves three steps: fuzzyficaion, and defuzzyfication.
Fuzzy logic is maybe the most extended techndogy, from the Al
domain, in the induwstry. Nowadays, fuzzy logic is used in control
systems where dasscad PID does nat offer satisfadory solution (for
instance, in nonlinea or time dependent systems) as industrial
controller or fuzzy logic unit into programmable logic computer (PLC).
* Expert control. The nation d expert control was originaly
introdwced in [Astrom, Anton and Arzén, 1986. The am isto use Al-
base systems to supervise numeric ocontrol algorithms. These ae
systems designed to ded with bah signal and symbadls. The ideais to
separate signal processng algorithms and logic. The implementation o
logic is typicdly by means of rule-based ES. Some gplicaions in this
domain are auto-tuning controllers or fault diagnosis g/stems and
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therefore, fall within the scope of this thesis. Example of an expert
control architecture is depictedig. 3.5.

Operator Logging
.| Knowledge [, o o e
Based system Diagnosis

< > . . «—
Y Iy Estimation

Process c

- ontroller .
engineer . Excitation
Design x

I_; Control

Fig. 3.5 Expert controller structure proposed in
[Arzen, 1995Db]

> PROCESS

All of these Al techndogies have been tested and applied with success in
dired control applicaions. The diff erence between applying such techndogiesin
a antrol strategy or in a supervision structure, is basicdly the kind d datato be
used. Control is performed close to process and, therefore, input and ouput of
controllers are numericad sampled data coming from, usually, one source. Simple
numericd feaures (derivatives, filtering) are obtained from these signals before
being pocessed by the ntroller. In supervisory systems more significant
information must be obtained to be useful for automatic use by Al tods, because
they try to identify those signals with structural changes, faults or locdised
misgunctions. Moreover, quelitative representations of these signals must be
managed together with numerical values.

Expert systems were originally developed to solve static problems (situations
where the premises do nd change with time). Consequently , the introduction o
ES in the control domain had some difficulties because of the importance of
temporal dependencies of dynamic systems where aontrol strategies are goplied.
Then, namally they are used in a higher level where time dependency is lessthan
in dred control. Expert control falls within this diredion and represents an
example of how ES can be used for supervision.

3.5. Artificial Intelligence in Process Monitoring and
Supervision.

Artificial Intelligence is introduced in process sipervision becaise of its
capabilities in dealing with different kinds of informatifigentil, 1996]

» Heterogeneous kind d data (numeric, binary, quelitative, fuzzy).
Significant information associated to process variables can be added.
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» Imprecision and uncertainty.
* Incomplete sets of process data.
» Heuristics and relationship from human knowledge and experience.

The tedhniques used in this domain are extensive. Some of them have been
tested in control applicaion with succesdul results and they have been
introduced in the supervision damain because of their cgpabiliti es in knowledge
representation. In fad, the most used Al techndoges in the domain o
supervision, are red time ES. They have an extended use in fault detedion and
diagnosis. Others are only indirectly used. For example

* Fuzz logic is present in fault diagnasis in some gplicdions for
residual evaluation a threshod adaptation in the cae of uncertan
systems with changing operation condtions. Fuzzy logic is aso used in
the inference aegine of some ES to ded with urcertainty and
imprecision in data and rules.

* Neural networks have been used in supervision for residual
generation and evaluation, in the fault diagnosis g¢ep. When models are
difficult to be obtained, the use of neural networks can supgy this
limitation by training the network in namal operating condtions and
using it asin amodel-based approach. The other optionis use the neural
network to match spedfic fault situations. In this case, the neura
network must be trained with data from previous faults. Thus, it is an
alternative to analytical models in model-based methods.

* Qualitative modelling is present for obtaining qualitative models for
simulation and variables estimation as a qualitative observer, see for
instance [Melendez ¢ al. 1996G)] , where analyticd methods are nat
available or numericd estimations are difficult to be gplied. From
previous presented simulation padkages, integration poblems are
present because they are mnceved as smulation tools and numericd to
gualitative interfaces are nat provided to be used dredly conreded
with real data sources.

At the same time, the use of these tedhniques invove knowledge
representation techniques, implicit in the @plicaion chosen for the
implementation.

3.5.1. Integration problem.

Despite the grea number of tods from the Al domain that can be used to
represent expert knowledge and to make the procedure of writing rules and
describing dependencies between variables, situations and causdlities easier,
supervisory systems designis dill areseach field in need of a methoddogy and
frameworks where the complete o/cle muld be developed. Nowadays, design,
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test, validation and implementation d supervisory strategies is not possble in a
simple way using ony one framework with necessary tools. Some commercial
padkages, such as G2, are a described before but till | ack the basic toadls, such
as data astradion toadls for obtaining significant information (numeric and
gualitative) or impredsion management in the rules description. Rule bases
describing condtions related to bah, numericd and qualitative description o
processvariables, isa common situation. In such cases, ressoning kecomes easier
if all possible information about these variables is encapsulated.

When additional capabiliti es are required, such as qualitative simulation a
estimation, dher padkages must be used and data must be cnwerted to be
interpreted. The interfaceof simulation package and ES is not an easy task, and
of course implementation d such systems becomes impaosshble. Moreover, if
only simple relationships between quelitative descriptions of variables are
neealed, then the use of external complex padages is naot justified and makes the
option unrealisable.

3.5.2. Imprecision in temporal references.

The avantages of Al managing impredse data beacome a serious drawbadk
when trandating this impredsion into temporal references. A message darm
abou a possble fault “in 2 minutes” is dightly different from the message “is
coming soon’. Similar problems are derived from the use of qualitative labels for
representing [ocess variables gate during a period d time. Then, time
dependencies are another important fador to be taken into acournt when deding
with dynamic process Its importance increases when deding with states
transitions. A change in the behaviour from “normal” to “degraded” can na be
suddenly. This kind d transitions must be smocthed in red-time operating
conditions in order to detect these situations before they become irreparable.

3.5.3. Benefits of using OOP in supervisory tasks.

The main benefits of using OPPin the implementation o supervisory systems
are derived from their charaderistics, inheritance, abstradion and encapsulation
of data and methods in the same structure. This applies in the @nstruction d
numeric to quelitative interfaces where numeric and qualitative data can be
encapsulated together with the interfacemethods for an easier use. If additional
methods for data acces are provided to ather objeds, data can be shared and
easily accessed.

Todls integration can be solved in this way if any data (numeric, qualitative,
symbadlic or logic) related to a process variable is encgpsulated into olgeds and
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al tods are provided with access methods for obtaining desired information
related to these variables. This introduces the @ncept of objed-variables
explained in chapter five. The use of objed-variables with their graphica
representation simplifies the mnceptual use of them. QR tods can be “conreded
“ to them to accessdesired information for performing some adion a operation.
Other numericd tods conreded to the same objed-variable could operate with
numerical attributes.

3.6. Conclusions.

The complexity of designing supervisory systems comes from the necessty of
deding with incomplete, impredse and urcetain data and information related to
process behaviour. Expert knowledge, from operators and enginees, must be
introduced into computers, despite of the impredsion in the description d data
and rules. Knowledge representation tods (logic, production rules, graph, frames
and ohjeas) are the interfaces used by Al tods with this purpose. Several Al
techniques can help inthistask if they are avail able in the same framework where
numericd data is colleded from process (measures, ssmulations or estimations)
and spedali sed todls are provided to interfaceboth numericd data and qualitative
methods. The use of QR methods can asdst supervisory systems design in the
tasks of qudlitative estimation (qualitative observer) of variables, more than for
defining pue qualitative models for simulation a to be used in model-based
approaches.

Numericd to quelitative interfaces are subjeded to some drawbads. The
knowledge representation related to process dynamics needs the mnversion d
numericd data into qualitative one. Moreover, multi ple qualitative representation
can be necessary and coexist with numericd indices obtained from these signals.
In such cases, encgpsulation o methods and data is needed. Such interfaces must
be very close to the process Its inpus are numericd row data from the process
and its outputs are though to be wnreded to numericd processng and
reasoning tools. OOP offers an adequate solution to this problem.
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CASSD -
Computer Aided
Supervisory
Systems Design
Frameworks

4.1. Necessity of CASSD frameworks.

Nowadays, many control applicaions take benefit of Al techniques for
improving control algorithms or for developing expert knowledge-based
controllerg[Astrosm et al., 1993]Lee et al. , 1993]

In the same line, Al techniques are often used in fault detedion, dagnasis or
supervision applicaions combining quantitative and qualitative information.
Then, it seans to be useful to have aframework where severa Al tods (for
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instance, ES and QR toadls) could be used friendy together to assst design and
implementation d structures for spedal purposes and particularly, for asssting
supervisory systems design. Consequently, aframework is required to achieve the
kind o fadliti es neaded for supervisory systems development. The amisto have
a framework where antrol and supervisory systems could be developed without
the necessty of using external applicaions. Frameworks with these caabiliti es
have naot been foundin the bibliography, althoughthere exist some gplications
that link Computer Aided Control Systems Design (CACSD) environments with
external KB or ES for reasoning. [James, 1983 provides a survey of couped
(numeric and qualitative) systems for CACSD. The ideaof construction o most
of these systems consist in linking external KB with existing padkages instead of
embedding KBs in the same framework. Consequently, these frameworks present
some drawbacks:

* Engineas must lean to use more than ore padkage to satisfy their
needs, since no uniform, integrated design framework is provided.

» Transfer of data between dfferent, often incompatible padkages, is
necessry; this dows down the operation, makes design more difficult

and is a potential source of errors.

» The type, format and structure of data from different padkages are
often incompatible, and therefore, difficult to combine. Then, some
drawbacks appear when comparing performances of different designs.

In most of these caes, interface ad dhta type mismatches were solved by
writing and reading fil es for data format conversions. A better solution would be
to avoid data mnversion ketween tods by providing a more dficient mecdhanism
for data management.

4.2. Antecedents.

4.2.1. Stepstowardsatools-based ar chitecture.

In the late fifties and late sixties, computers used by control systems designers
were difficult to interad. Dueto their low processng paver, they were used only
to automate difficult numericd cdculations. Meanwhile, controller design was
dore manually. In the late sixties, large wmputers allowed to perform large
cdculation by means of launching katch-operations. Control designers used those
faaliti es for computing system resporses in the time and frequency domains, roct
locus and simulation withou the posshility of sharing applicaions and dhta.
Those programmes, were developed to run orly on a spedfic hardware and
software platform. With the introduction d terminal access to main frame
computers, duing the mid-seventies, several numericad routines, essential in
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FORTRAN, were developed for solving control problems. Thus, development of
computer-based control applicaions were @nverted to writing programmes
where these routines were cdl ed. Difficulties occurred when experimenting with
different algorithms (from different libraries) or parameters. Frequently, they
resulted in source code changes and recompilations.

During the mid-seventies, reseach eff orts in CACE (Computer Aided Control
Engineeaing) focused on the interadion between control designer and CACE
package. The resulting software was in the form of command-driven padages.
The interadion was smilar to that in interpreted languages, such as BASIC. Two
commercial programmes built under command-driven approach succeeled in this
epoch: CLADP (The Cambridge Linea Analysis and Design Programs) and a set
of padages developed at the Lund Ingtitute of Techndogy for modelling,
analysis and design d control systems (IDPAC, MODPAC, SIMNON, SYNPAC
and POLPAC). Both CLADP and the padkages developed at Lund, wsed complex
and arbitrary data structures which were not generally transportable. Users could
define their own maaos but the fadlity was not sufficient to buld toolboxes.
From the user interface point of view, maybe the main feaure of the set of
packages developed at Lund was the fad that it provided an integration
medhanism (INTRAC) shared amongsevera padages. The integration fadlity of
INTRAC was only at the user interface level. This first intent in padkages
integration succealed because dl padkages were developed at the same institute.
Problems become bigger when integrating external padkages from different
vendars for getting a more powerful environment for asdsting in all control
enginea adivities (identificaion, modelling, simulation, anaysis, design,
implementation, tuning, \alidation and daumentation). Then, integration
problems appear basically in two main points

* Incompatibility of the user interfaces of different applicaions.
Consequently, the user must know how to operate all of them.

» Incompatibility at the level of operating system. Data management
and data format are not transportable.

The first solution to these problems was to provide data exchange faadliti es
based on dia trandators (“Fig. 4.28)”) but then arose the problem of an
incressed number of padkages to be integrate in the same evironment.
Consequently, attempts on integrated environments focused on this topic and
some projeds appeaed, incorporating enhanced database management
functionality for suppating cata relations and projed design histories, while
taking maximal advantage of existing software modues. The ealiest integrated
environment of this type was the Federated Computer Aided Control Design
System described by Spang in 1984.This has been followed more recently by an
Environment for Control System Theory And SY nthesis (ECSTASY), [Murro,
1990 and the Multi-disciplinary Expert-aided Anaysis and Design (MEAD)
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environment proposed, by Taylor and McKeehen in 1989 (This is clealy
described in [Taylor et a., 199Q). The basic idea of the achitedure of these
systems consists in the integration o external packages asis depicted in Fig. 4.1
b). The user communicates with the padages through a command language
interpreted by a supervisor that performs trangations to padkage commands. A
similar procedure solved the transfer of data from padkages to a mommon data
base to be shared with ather padkages. The main dsadvantage of this architedure
becane obvious when new enhanced versions of the cnstituent padkages
appeaed with better functionality and cgpabiliti es. The integration framework
coud na follow continuowsly these dhanges and the maintenance of such
environment was impossible.

The next step in the evolution d CACE frameworks was firstly proposed by
Anderson in 1991 and further refined by Barker in 1992. The proposed
architedure (“Fig. 4.1c)”) consisted in integrating nd complete padages but
simple tods (Tods-based architedure). The environment provided user interface
and dbta storage and management services. A more extended description d
these proposals is included[iobling et al. 1994]

Uw'm@ | GUI with Standard look and Fed |
4  command . -

/ \ lanquage r command
L Supervisor v language v

1
|Userinterface| |Userinterface| commend trand ators | Command and Control _| Other
control 4 .
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Enginel || Engine2
O/Sinterfae O/Sinterfae I I il

‘I Modelli ng Language i
¥ Core Data Mode!
Daa onverson
- o e Modd Management
¥ O Data H-
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a) Applicationsintegration b) External package integration c) Tools based architecture

Fig. 4.1 Solutions for packages integration.

The tods-based approach has been taken as reference for posterior works
taking advantage of objed-oriented programming for designing these todls.
Thus, in an oljed oriented architedure todls are objeds containing models as
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attributes and these objeds respondto user messages ent by the user operating
the user interface In [Barker, 1999 basic objeds defined by dynamic systems
models are proposed for representing dants, aduators, controllers, sensors and
any abstraction of physical elements to be used in the design.

As control implementations grew in size and complexity, CACE todls assumed
a more important role in engineaing design and implementation d computer
controlled devices [James et al., 1993. Consequently, in the middle aghties an
incressing number of applicdions and environments appeaed in the
bibliography. Spedal interest, in the majority of these works, is centred on
asssting the design stage of control systems. These ae the Computer Aided
Control Systems Design (CACSD) environments. Some of them are espedally
oriented to process for example [Ogunraike, 1999 presents an environment
espedally conceved to improve the wntrol of a wmmercia polymerisation
reacor. Meawhile, other environments are focused on spedfic oontrol
methoddogy, such as is the software presented in [Bohnand Atherton , 199% to
compare PID anti-windup strategies.

In fad, topics related to CACSD and CACE environments domain are in
constant evolution to adapt contemporary software techndogies and to satisfy
control engineas requirements. Objed-oriented programming is one of the topics
that has hardly been introduced in new devel opments as integration methoddogy.
Authors as Dbbling kelieve that an oljed-oriented view of CACSD is necesssary
to reach the complete functionality of these framewfl&bling et al. 1994]

4.2.2. Thereference model for CACE open environments.

The foundation d al forms of CAE (computer aided engineaing) is the
environment, which contains the software to suppat the engineeing d a product
or process throughou the its whaole life, from conception and spedfication,
through asign and development, to implementation and ogeration. In the cae of
control engineeing, the final product is the implementation o control algorithms
designed to reat a spedfic goal. Thus, the basis of away forward in CACE open
environments could be inherited from the experiencein CASE (Computer Aided
Software Engineeing) environments, since they are the most technicdly
advanced software development products and recave the greaest amourt of
investment.

Nowadays, it is widely accepted that it is necessary to provide CASE
environments with a set of faalities, or services, (known as a Public Tod
Interfaceg for asdsting tools management. This is a set of services joined in a
framework that, when adding the gpropriate todls, constitutes an environment.
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The European Computer Manufadurers Association (ECMA) adoped in 1990a
reference model as fandard Public Tod Interfacefor CASE environments. In
1991the American National Institute for Standards and Techndogy (NIST) also
adopted the same reference mdaealrker, 1995]

Open
Environments
CASE for CACE

Data repository » Data mangement
services 7 services (Field independent)
Data integration—>+ M odelling

services services (Field dependent)
Tools e Tools

* Message services ¢ Communication

Task » Task

M anagement M anagement

services services

User Interface * User Interface

services services

Fig. 4.2 Comparison between the Framework Reference
Model for CASE and Open environments for CACE.

The common faadliti es proposed by this reference model were divided into five
groups of services (Se€igy. 4.2)).

1. Data repository services, which provide storage for al data objeds
in the environment.

2. Data integration services, which enhance the services of the data
repository by inserting a layer of abstradion to provide high level
semantics and operations for handling the stored data.

3. Message services, which provide managed communicdion ketween
all the facilities in the environment.

4. Task management services, which creae atask-oriented environment
by inserting alayer of abstradion between the user and the fine detall
of the facilities in the environment.

5. User-interface services, which provide a onsistent graphicd user
interface for the whole environment.

The open systems approach for CACE integrates those data services that are
not spedficdly field dependent in afield-independent group d database services.
The remaining data integration services form a field dependent group d
modelling services for modelling the physicd world. The benefits of open
systems is clea since they enable awy tod from any venda to work co-
operatively with aher tods by sharing common daia formats, control
medanisms and wser interface (See ‘Fig. 4.2'). From this point of view
ANDECS ([Grubel, 1993 and [Gribel, 1993) could be taken as a representative
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example of open CACE environments architedure. ANDECS provides the
following seven classes of services:

1. Database services

2. Model-definition services

3. Algorithmic services

4. Tool-control services

5. Task-control services

6. User-interaction services

7. Process-communication services.

The functionality of these services is diredly deduced from the previous
description. They provide the necessary infrastructure for “bottom-up’
evolutionary software engineaing for CACE applicaions: They suppat
flexible-to-use tod systems where the goplication functionality is emboded in
the todls. These tods are thougl to operate stand-alone or within tasks of
computation chains and loops. This is becaise ANDECS is adually taken as the
reference point when talking about open CACE environments.

4.2.3. CACE and CACSD packages.

In the bibliography sometimes the diff erence between CACE and CACSD is
not clealy spedfied and the two groups of systems are @nfused. As a
consequence, they are used indistinctly for denating an environment espedally
conceved for asdsting control engineas. But, in fad, the strict terminology
assgns different roles to these words : while CACSD padkages are used to design
colledions of tods for computational exeaution d control and system theory,
CACE frameworks allow the integration d such CACSD tods with more general
modelli ng, simulation and ogimisation todls [Gribel, 1999. This is the way in
which CACSD and CACE have been used in this text. According to these
differences, the majority of environments presented in the bibliography for
asgsting control design in a spedfic domain are CACSD environments, since
they are onceved as a set of cdlable tods (routines) that do nd match the
reference model presented in the last paragraph.

From the engineas point of view, CACSD are epeded to provide the
necessary toals for associating rocess elements with simple representations and
some fadliti es for buil ding and manipulating these models. With this scope, basic
and general fedures for CACSD environments were defined in [Jobling et al.
1994}

» sophisticaed graphics to ensure that the model "looks' and "feds"
right;
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» excdlent data handiing which serves as the necessary basis of the
instrumentation of the model;

o powerful manipulative software so that the models can be smplified
for analysis and design

» software suppat for the design pocess itself in order to corredly
identify versions of the models with the results generated and design
decisions made.

o powerful modelling paradigms in order to ensure that physica
behaviour of the system can be correctly identified and represented.

A relevant set of CACSD systemsis presented in a spedal isaue of the Control
Systems Magazne [IEEE Control Systems, 1995. Some of them are open
environments that offer the possbility of linking with ather external padages,
but they are nat built acarding to the reference model of CACE environments
(for example, in the mecdhatronic domain the package CAMeL (Computer Aided
Medhatronic Laboratory) [Rutz R. and Richert, 1995 suppats all the design
cycle of a medatronic system in an open CACSD system with accessto external
toodsas MATLAB or MAPLE). Others are mnceved as sts of routines added to
a ommercial framework for asssting speda control systems design and
analysis (for example, a spedal ToodBox is added to MATLAB/Simulink for
analysis and comparing PID anti-Windup stratefBedin and Atherton , 1995h]

424 MATLAB/Simulink asa CACSD framework.

This sdion is espedaly devoted to dscussabou one of the most popuar
frameworks in the control community, MATLAB(Matrix Laboratory)/Simulink,
and its importance & a CACSD framework. In fad, a recent questionraire of the
Working Group on Software (WGS), creded by The Commisson d the
European Communities to co-ordinate the development of robust numericd
software for control systems analysis and design, hes noted that MATLAB is the
most extended padkage in the cntrol community (See[WGS Newsletter, 1997).
MATLAB is a ommand-driven open system espedally conceved for matrix
manipulation and visualisation, and its extended use is due to its charaderistics
as[Jobling et al. 1994pointed out below:

* |t suppats smple and yet fast and flexible command language
interface;

» The command language is interactively extendilaled

» the basic data structure (the cmplex matrix) corresponds to the
primary data structure used in modern state-space control theory.

The MATLAB syntax is ade fado standard in matrix-based linea systems and
control theory. Therefore, a CACE framework must assst the use of this g/ntax
[Grubel, 1999. Thus, for deding with linea systems and classcd control theory,
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MATLAB seansto be areference point. In fad, nowvadays, it is unquestionable
that MATLAB can be defined as the state-of-the-art in CACSD, [Jobling et al.
1994. The increasing number of ToolBoxes (a TodBox is a set of routines,
diredly cdlable from the MATLAB command line, focused on a spedal topic)
related to control domain that have gpeaed in the last yeas drengthen this
affirmation (for example [Bohn and Atherton , 199% and [Chipperfield and
Fleming, 199%). From CACE point of view, MATLAB is aways taken into
acourt as a tod to add in the framework. In fad, frameworks as ANDECS,
CAMeL and GE-MEAD offer services to link with MATLAB.

In spite of this extended use of MATLAB, cetain drawbadks of the system
becane obvious when deding with some complex systems. This is resulting
from the poa suppat that MATLAB provides for data structures, such as
transfer functions, nonlinea system models and signals, which can na be
manipulated as easy as matrices. MATLAB is frequently criticised for the poar
suppat for representing complex structured entities and type dedking
[Saifuddn, 1996 needed when deding with large ntrol problems, where
control entities shroud be represented by data structures to simplify. This has been
partially solved within the new version & MATLAB v. 5.0that suppats more
complex data-structures (not redly objeds, becaise encgpsulation d methods
and data is not supported).

From the CACSD paint of view, a friendy user interfaceis needed. The
command-line interface provided by padages like MATLAB, is enough for
simple goplications and the posshility of group commands in script fil es enlarges
the use of this framework for more wmplex applicaions. However, there is no
dould that the interadive graphicd user interfaceoffered by Simulink (extension
of MATLAB that provides a block representation d many functions defined in
MATLAB) alows users to inpu block-diagram models by simply dragging the
mouse to interconred blocks. Simulink is not the only user interfacewith this
cgpabiliti es. Other similar graphicd user interfaces include SYSTEM -BUILD
(ISI 1989) for MATRIXx and Model-C (SCT-1987) for CTRL-C.

Despite that MATLAB/Simulink has some difficulties in providing clean
functions for deding with the more complex data objeds that are foundin control
systems analysis [Jobling et a. 1994, it has been chaosen as a platform to
develop a Computer Aided Supervisory System Design (CASD) framework
[Melendez ¢ al., 19960. With this approach engineas can proced first, to
design a mntrol system, and second, to design a straightforward supervisory
system of the @ntrol system in the same framework. Simulink, instead of
MATLAB, has been chosen for this purpose because it provides an intuitive, user
friendy graphicad environment employing visual representation widely accepted
in the automatic control domain. The use of block representation helps engineas
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to arder ideas (it forces to analyse before they start conneding Hocks) following
a dedarative methoddogy. Thus, if a set of tods is available & smple blocks
anditsuseisas smple & sleding them and interconnedingin causal order, then
design kecomes easier. The next chapter explains how some todls, from the Al
domain, have been developed as Simulink blocks with the speda purpose of
asssting engineas in knowledge-based designs. The previous described
disadvantages have been overcome by using the objed oriented approad in the
definition d variables managed by Simulink, which is also explained in the next
chapter.

4.3. Coupled CACSD frameworks.

The majority of CACSD frameworks have been developed to asgst control
systems design from the paoint of view of classca control theory. In these cases,
only numeric data is managed and simple data structures, such as matrices, were
sufficient to perform a flexible medhanism for data management and model
representation (mainly transfer function a state spacerepresentations are used.).
As a mnsequence, popuarity of some frameworks, such as MATLAB or
MATRIXx has increased and they are evolved to complete environments with
modelling and simulation tools and advanced mathematicd analysis and
visualising tools suppated by a block based gaphicd interface The main
shortcoming d these frameworks consists in poa suppat for use of advanced
contemporary control techniques. This applies espedally to the toadls inherited
from the Al domain. The reason d this lad is basicdly the heterogeneous types
of tods and, consequently, the diff erent types of data used by these tods. In fad,
the only modern techniques that have been introduced in these frameworks are
those that suppat a matrix representation as neural networks or fuzzy logic.
Consequently, problems that have not a description by means of clasgcd
formalism canna be solved in these frameworks. Hence it is clea that the
benefits of adding rew approades to these frameworks may be significant; the
new, extended systems would allow for combining symbadlic methods from Al
reseach with more traditional numeric methods obtained from numericd
analysis, operation reseach and simulation. The result appeas to constitute a
more powerful and more useful problem solving the environment [Jacbstein and
Kitzmiller, 1988]

Historicdly, two reasons have been panted to merge symbadlic and numericd
approaches: the first, when damain-spedfic knowledge is needed and the
seand,to gude nonexpert users in problem-solving steps to fit the best solution.
Complete environments have been developed to solve spedfic problems,
coufding ES and numericd algorithms. Other attempts in cougding numericd and
symbadlic information have been dore linking independent padkages. A survey of
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coupded systemsfor CACSD is provided in [James, 1988[James et al., 1993. In
all the propaosals gudied in that paper, a knowledge-based system is added to aid
engineas in the design d control systems. The majority of thase systems have
implemented or intended to implement some method d integrating the symbalic
processng d expert system shells with numericd processng d conventional
control design software. Table 4-1 summarises the projeds overviewed in that

paper.

Program Inference Knowledge Numerical Coupling Intended program
Name engine representation analysis method Use
language technique(s) routines
CACE-II VAXLISP Rules CLADP files design assistant
SIMNON or intelligent
SSDP interface
SFPACK
BOFFIN C, LISP rules, frames and | custom function guidance and
blackboard calls control for
autonomous
submersibles
IHS FRANZLISP [ Rules and Scripts | IDPAC VAX/VMS demonstration
FLAVORS
YAPS, C
CASCADE |PROLOG decision CTRL-C link between | demonstration,
expressions processors adaptive control
Lockheed EISPAC flight control
Flight LINPAC systems design
Controls ORACLS
Workstation IMSL
MATLAB
MEAD VAXLISP rules CTRL-C flight and engine
ACSL controls
SIMNON
MATRIXx
Control LISP rules and frames | custom function demonstration
Design calls only
Expert
System
ROBEX C rules and/or trees | custom function design assistant
calls or tutor
CORTEX PASCAL rules custom function self-tuning
calls control
SFGI LISP rules TURBO DOS-Call design assistant
PASCAL

Table 4-1 Coupled CACSD programs. Extracted

from [James, 1988].

Knowledge representation methods used in those projeds include rules,
frames, and/or trees, predicate logic, scripts and oljeds. While the mgjority of
avail able shells offer a single knowledge representation scheme, some atempts
have been made to offer a cmbination d knowledge representation methodks.
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The basic advantage off ered by these schemes is that they all ow the programmer
to use the method which best fits the problem at hand. On the other hand, the
majority of these projeds have been developed using existing numerica
cdculation packages that were aonceved to be used as a single gplicaion. In
consequence, couding dfferent methods obstruct the use of the whale system
since at the same time several packages must be learned by the users.

James pointed ore reason more for applying the knowledge-based approadc to
CACSD programming [James, 1989: The aility of knowledge-based systems to
ded with complexity. The Al techniques offer the cnsiderable alvantage of
being easier to use in complex applicaions. Thus, it seans corred to suppacse that
in developing supervisory systems, the availability of a spedfic environment to
assst those tasks would be extremely advantageous. Moreover, it would be
desirable that this framework would be provided with a graphicd user interface
and all fadliti es embedded in the same framework to fadlit ate its leaning and
use.

4.3.1. Knowledge-based systemsand MATLAB/Simulink.

If MATLAB is taken as the state-of-the at in CACSD, as is described in
paragraph 4.2.4 then it seems logicd that some intents of adding Al feaures to
this framework would improve performance when working with complex
systems. In fad, some examples of linking MATLAB or Simulink with an
external KB can be foundin the bibliography. For instance, in 1987, Butz a
Temple University in Philadelphia, linked the OPS5 expert system shell, uncer
VMS, with MATLAB and Citrl-C to design a phase-lag compensator. MATLAB
was used as a numericd analysis padkage and the ES took care of symbadlic
management of information. Both padkages were interfaced by means of a file
transfer system. Ancther system used MATLAB as part of an ES for designing
lead-lag compensators based on dven spedficaions. This is cdled CDES
(Controller Design Expert System) and is described in [Ong, 1992. In this case,
the knowledge base is an external modue and MATLAB is used orly for
numericd cdculation d performance ad representation. Subsequently,
MATLAB/Simulink and the shell G2 were linked by means of a synchronows
communicaion for developing a fault diagnasis g/stem [Melendez & al. 1993.
Later, the same aplicaion was developed wsing the shell CEES (C++
Embedded ES, [De la Rosa J.LI, 1994) in the same group at the University of
Girona . In this case Simulink was used as smulator. Abstradion tods were
developed under Simulink to oltain significant qualitative information from
signals. This information was directly supplied to the ES during the simulation.

The described examples always focused on linking MATLAB or Simulink
with external shells. MATLAB/Simulink was only used for numericd analysis. In
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consequence, work with these environments requires always to knav two ar more
different padkages, and sometimes interface medhanisms are not transparent to
the user. Nowadays, most of commercia shells are provided with medanisms
for exchanging data which reduces the interface problem to ssmple programmes
for data conversion and client/server communicaion. But, the problem of using
more than ore padkages dill exists. Then, the proposal made in this thesis of
embedding the ES into a CACSD framework (for extending the use of this
CACSD to expert supervisory design) with graphicd user interface seems to
benefit the users because it is gill easier to use. For detail s abou this topics ®e
sedion 5.5 The seledion d Simulink to test this ideais reasonable since it
offers this graphicd user interface ad it is presented as an open system from the
point of view of adding rew functionality by means of using standard languages
as FORTRAN, C or C++.

4.3.2. Characteristicsof Expert Systemsfor CACSD.

Regardless of the dtitude towards the role of knowledge-based system as
design asdstant, as an intelligent interface as an autonamous or semi-
autonamous adaptive wntroller or as a tutor, the expert system shell shoud
provide the following general featurddagmes, 1983]

» Sincethe design processis an iterative one, the shell shoud provide
for the revison d previoudy believed fads (e.g. changes to
spedficaions or changes to parameters values) as the design process
proceeds.

» Since the design knavledge ontained in an expert system can
beame very large, some method shoud be available to suppat the
decomposition of the knowledge into manageable pieces.

» Given that many intermediate designs may be generated, the data
structures of the expert system shoud suppat the comparison required
for trade-offs.

» The e&planation fadlity of the expert system shoud suppat a
hierarchy of levels of explanations which corresponds to a hierarchy of
progressvely more fundamental justificaions for steps in the design
process.

» The epert system shell shoud be open in the sense that the user has
the option of customising the shell to his own application.

These paints must be taken in acourt, na only for seleding an ES shell, bu
to focus on the development of the whole knowledge-based CACSD. In fad, they
are not restricted to control systems, design bu in any applicaion where an
interadive procedure is performed before reading the final design. Sometimes
the use of externa shells linked with a CACSD framework obstructs the
conservation d these paints for the whole environment, becaise of deding with
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several independent applicaions. Then, the best solution d merging knavledge-
based capabiliti es with CACSD frameworks is to embed rather than to link the
ESinto the CACSD framework. Espedally if ES cgpabiliti es are not esential
for the design bu are necessary as a tod to be incorporated in the design. Then
ES must be anbedded as ancther tod in the framework. Thus, the adition d ES
in a CACSD with a graphicd user interface must be performed preserving the
same interface @ much as possble. This is the solution adopted in this work. It
was previoudy introduced in [Melendez & al., 1996l and presented in the
complete framework in [Melendez ¢ al., 1994]. The inference engine of the
shell CEES has been embedded in Simulink as a new block because this offers an
easy-to-use user interface ad multi ple block-based todls. Additional feaures and
configuration ogions that do nd have ablock interpretation have been added
using the menu bar. The alvantage of using dock representation is clea from the
user point of view. Additional advantage of this representation dedingwith ESis
that large knowledge bases could be structured as the simplest ones. Fig. 4.3
represents this charaderistic with an ES reasoning abou block inpu fads to
deduce output facts.

ES I

‘ ‘ NEVlFACT ‘ \
D educed
FACTs

ES i ES ii

NEW,FACT NEW FACT

FACTs ES iv
FACTs FACTs NEW FACT
= == = L |
ES iii
Deduced
NEW, FACT FACTs
Deduced
FACTs

Fig. 4.3 Block representation allows engineers to
structure knowledge bases.

Thefad of using Simulink as suppat framework makes it easier to acamplish
the previously pointed fedures, becaise some of them are drealy avail able. For
example, the comparison ketween dfferent solutions is performed simply by
adding bdh designs into the same windonv and taking lenefit of the
representation capabilities of this framework.
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4.4. Proposal for a Computer Aided Supervisory System
Design (CASSD) framework.

Previous dions have shown the benefits of using spedalised frameworks for
solving engineaing poblems. In control domain the number of this kind o
frameworks have increased in last yeas. They are espedally centred onclasscd
control theory. Althoughsome atempts of adding Al cgpabiliti es have been dore
with dfferent goals in the control field, there is not any spedalised framework
for asdsting expert supervisory systems design. Two main reasons can be
pointed:

1. The heterogeneous nature of the data invalved in these designs.
According to the kind d application to be developed it is necessary
to start defining the kind o data to be used, dedaring data types and
asggning labels to symbadlic variables for representing qualitative
trends.

2. The mgjority of environments presented before ae formed by linking
external applicaions, which results in a interfadng poblem that, at
the end, must be solved for any new design.

Then, the propasal presented in this work tries to solve these two problems. At
the same time, the experience acamulated in CACSD frameworks development
is taken in account in this work.

4.4.1. Requirementsfor a CASSD framework.

Since pert supervisory design could be viewed as a way to improve ntrol
systems by means of Al cgpabiliti es, it seems to be succealed in expanding
CACSD frameworks by adding Al tods. Limitations in adual CACSD
frameworks appea with the necessty of incorporating ressoning tools and
knowledge representation. Consequently, basic fadliti es described in [Jobling et
a. 1994 for CACSD environments are kept for CASD environments and new
requirements are alded. The basic fadliti es inherited from CACSD frameworks
are :

» sophisticaed graphics to ensure that the model "looks' and "feds"
right;

» excdlent data handing which serves as the necessary basis of the
instrumentation of the model;
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o powerful manipulative software so that the models can be smplified
for analysis and design

» software suppat for the design process itself in order to corredly
identify versions of the models with the results generated and design
decisions made.

o powerful modelling paradigms in order to ensure that physica
behaviour of the system can be correctly identified and represented;

It is expeded that a CASD framework becomes an extension d CACSD with
additional spedfic fedures for asgsting supervisory structure design at any step.
Capabilities for managing (modelling and simulation), processng (analysis,
estimation, cdculate, etc.) and representing (graphicd visualisation todls)
numericd data (present in the adua CACSD frameworks) are needed to
implement classcd analyticd approades, such as model or signal based fault
detedion. Despite analyticd based fault detedion theory has been widely
developed, it can na be gplied in the magjority of cases, neither in fault detedion
nor in more amplex supervisory structures. Difficulties of obtaining an
acceptable model do not allow to use such techniques.

Therefore, Al tods must be alded to this framework for deding with
knowledge representation and processng. Since CASSD is required for
representing knowvledge aou process behaviour, these medchanisms must be
focused on bdh, processvariables and hunan knowvledge. Processvariables are
suppied as numericd data while human descriptions are normally given as rules.
Ancther important asped to be taken in acount is the diff erence between the
developing and exeaution time of knowledge-based systems. Despite ay
knowledge representation can be used for structuring knawvledge, adua Al
techniques lead to ES based applicaions becaise of its knowledge processng
capabilities.

Expert knowledge from the enginees is nat always given as quantifiable
magnitudes, but as case descriptions or representative adivities. For asgsting this
knowledge representation, the CASD framework must be provided with some
medhanisms to force anginees to structure their knowledge in the design time.
Formal knowledge representation methods (logicd formalisms, production rules,
semantic networks, frames or combinations of them) must be implemented in an
easy-to-use form transparently to the user. On the other hand, information about
process behaviour is extraded basicdly from process variables (measures,
simulations or predictions). Thisis numericd information that must be interfaced
with expert knowledge. In the exeaution time, this data will be processed to
obtain significant information acording to expert knowledge. The CASD
framework must provide these mechanisms to abstrad information from row data
(abstractors or abstraction tools) needed as interfacebetween numericd process
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variables and qualitative interpretation d process behaviour done by process
engineers.

Because nat all the expert knowledge related to processvariablesis accessble,
a CASD framework must be provided with some mechanism to deduce not
accessble dynamics. Numericd ssimulation a prediction could be useful when a
model is available. In ather situations, some qualitative reasoning medhanism,
gualitative modelling a qualitative observers, shoudd be available for rougHy
deducing qualitative evolution d process variables (qualitative magnitudes or
trends). In many supervisory applications, this rough information is enoughto
deduce a malfunction or to generate an alarm.

According to the described problems when deding with this heterogeneous
sources of information, many different tools are needed to be integrated in the
same framework to facilitate:

* Numeric/Quadlitative interfaces. Process variables are the main link
between process and supervisory system. Then knowledge processng
toods must be provided with quelitative representations of process
variables. These interfaces must be designed to provide multiple
representations and feaure ectradion from numericd variables. Not
only qualitative representation is needed, bu also numericd feaures as
mean values, statistics, trends, regressons and so on. They can be
instantaneous fedures, parameters related to history of signals or
predictions and estimations of trends and numerical values.

» Knowledge representation. Several tods can be used to ded with
expert knowledge a severa abstradion degrees. Knowledge of process
can be @ou process variables, the relationship between them,
description d dituations (faults) related to physicd eements,
functionality, behaviour and so on. All of these posshiliti es require
some spedfic toad with dfferent representation cgpabiliti es to describe
trends of variables, relations between them or process s$ates related to a
set of process variables.

 Knowledge processng. Usefulness of knowledge-based systems
resides in the caability of deduction wising knovledge representation.
Then, those inference engines must also be present in the framework to
ded with qualitative relationship (quditative reasoning), rules (ES),
logic, and other possible knowledge representations.

e Uncertainty and impredsion managment, is necessary in this
framework becaise these ae inherent to qualitative information. Then,
knowledge representation and processngtoalsintegrated in the CASD
framework must be provided with medanisms to process this
imprecision.
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Some todls are seleded and presented in chapter five to assst in the design o
supervisory systems. The gaal is to take advantage of the eistent representation
and analysis tods used in control systems design, extending its cgpabiliti es with
knowledge-based tedchniques to assst engineeas in such designs avoiding the
always difficult problem of interfadng separated tools reasoning on g/namic
systems. A possble framework, based on MATLAB/Simulink, with these
cgpabiliti es has been presented in [Melendez & al., 1994]. The main work has
been centred onsolving the principle drawbads in knowledge representation and
processing, and the integration of these into a numerical framework.

4.4.2. Selection of a platform.

For developing the previousy presented idea of CASSD platform, two
solutions are possble. One of them isto develop a completely new framework to
asgst expert supervisory systems design. The seaond pashility is to take
advantage of an existing CACSD framework and try to implement the required
fadlities within it. The first solution can lead to implement a commercia
padkage, bu in this the work seaond ogion has been seleded in order to achieve
an open complement of the widespread use of MATLAB/Simulink environment
in process control design. Moreover, the goal of this thesis is to present some
ideas for integrating wseful tools for supervisory systems design. Therefore
MATLAB offers the posshility of adding and combining rew approacdes to
improve the framework.

According to the feaures proposed in the previous paragraph for CASSD
frameworks, basic fadliti es are inherited from CACSD padages. Therefore, a
commerciadl CACSD padkage, MATLAB/Simulink, has been used as CACSD
framework and knavledge representation capabiliti es and qualitative reasoning
todls have been integrated by means of an oljed oriented approach [Melendez &
a., 1996b to solve integration poblems. MATLAB has been chasen becaise of
its openness and fadliti es and because it is representative & a CACSD padage,
as described in sectign2.4

4.4.3. Other frameworkswith similar capabilities.

Other padkages that could be used as suppat in this thesis such as G2, from
Gensym, or MATRIXX, are nat so extended in the control community. In fad,
Gensym off ers an extension d G2, cdled GDA (G2 assstant for diagnasis), that
improved G2 feaures with a graphicd block representation and some advanced
fedures that include fuzzy logic, neural network and tempora logic. With this
toodbox, G2 ofers a complete ewvironment to buld applicaions for smart
alarming (filter events and alarms) and advanced control (statisticd, neural, fuzzy

Chapter 4: CASSD - Computer Aided Supervisory Systems Design Frameworks - 58 -



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

control). Thisis though to be ashell for intelligent monitoring developments. It
is espedally conceved for deding with numericd data, for sensors validating,
trends management and event discrimination, and managing information flow to
operators.

Limitations of this padkage with resped to the proposed approach are centred
on the deding with guditative information. Withou qualitative reasoning
cgpabiliti es, the qualitative representation o information is restricted to text
labels description. Although GDA incorporates fuzzy logic to ded with
impredsion in numericd data, the inference engine does nat incorporate this
cgpability to ded with certainty in the rules description and data management.
Despite of these drawbadks, G2 could be used as garting pant but wasin the first
place ecluded becaise of its poa fadlities for representing, analysing and
processng numericad data. An additional reason to discad this framework as
platform to implement the ideas developed in this thesis, was becaise it is more
processoriented tod than to control, and the origina ideas of this work were
developed to deal with expert supervision of controllers.

Ancther padkage to be used in this purpose is MATRIXX. It is an open system
with similar cagpabiliti es to MATLAB/Simulink and more ntrol oriented than
G2. The main drawbad resides in that it is less extended in the ntrol
community and maybe it is more a device oriented package.

4.5. Conclusions.

The necessty of a framework for deding with expert knowledge when
designing expert supervisory systems has been introduced in this chapter. This
necessty is clealy derived from difficulties in knovledge representation and
interfadng. The development of expert systems and knavledge-based applicaion
for reasoning abou dynamic systems do aways requires numericd to qualitative
interfaces.

From ahistoricd point of view, computer aided design haes been introduced in
al spedfic domains where the use of adequate toadls can help in the mnfiguration
and bulding o spedfic gplicaions. This is the cae of control systems design
(CACSD) and other disciplines where engineers are involved.

Basic CASD requirements for deding with expert knowledge in control
systems have been inherited from previous CACSD experiences, adding Al
feaures for knowledge representation and reasoning and to fadlitate tods
integration avoiding data wnversions. Graphica capabiliti es are expeded to be
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present in the management of such tods with the am to fadlitate engineasin
structuring and representing aaquired knavledge. Moddarity is aso though to
be present for better knowledge representation and partial validation.
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Integration of
tools for
supporting
supervisory
systems design

5.1. Introduction.

A set of tods from the Al domain has been integrated to sustain supervisory
systems design. Both numericd and knavledge-based tods are though to be
useful for this purpose. Therefore, a qualitative representation language, cdled
ALCMEN, and a shell for developing ES have been added to an existent CACSD
framework. The goal isto take advantage of graphica representation medhanisms
and numericd methods used in the design, analysis, test and validation d control
systems. The use of MATLAB/Simulink with this purpose off ers the passhility

Chapter 5: Integration of toolsfor supporting supervisory systemsdesign - 61 -



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

of ablock based graphicd user interface Some interfadng problems appea due
to dff erent capabiliti es in data management, and representation, d numericd and
knowledge-based todls. Difficultiesin data integration have been the main reason
why CAD has nat been extended to supervisory systems domain. With the am of
offering a simple gproac to solve this question, objed-variables have been
propased in this work, and presented in this chapter, as objeds encgpsulating
multiple representations of process variables. Different representations are
possble using adequate dgorithms for isolating desired feaures of signals. These
algorithms are cdled abstraction tools and in this chapter are proposed also as
numeric to qualitative interfaces.

5.2. Sharing Information between tools : Object-variables.

Data encgpsulation is one of the basic feaures of OOP. That is why the
classcd approach of OOP in large gplicaions ensures better structuring and
organisation. In this work, encgpsulation is used to off er a multi ple representation
of data for avoiding chta type conversion and additional processng wsing ojed
structures in the definition d process variables. With this goal the concept of
objed-variables is introduced. The am of objed-variables is to provide the
adequate representation d processvariables for any tod that require information
related to them. An additional contribution d this work has been dore in
demonstrating the viability of using these objed-variables in a commercial
package, MATLAB/Simulink working together with numericd and knavledge-
based tools under a graphical block representation.

5.2.1. Using process variablesfor reasoning.

Expert ressoning abou process behaviour is usually not only associated to
seleded, isolated values of processvariables at a ceatain instant of time, but also
takes into acournt the whaole process dynamics, including their history, trends,
numericd and quelitative daraderistics, limitations, etc., together with their
influence on the behaviour of other individual processvariables. Such inference,
therefore, bewmes easier if al information from the process is clealy
encgpsulated and located [Lynch and De Paso, 1992 [Jobling et a. 1994.
Organisation d processrelated information must be done acording to multiple
sources of information (sensors, analytica models, human experiences, etc.), then
different units for encgpsulation d information can be defined. Taking this into
acourt, it seams reasonably that all information concerning process variables
shoud be encagpsulated in template structure. Thus, any information related to
this processvariable would be accesble. This means that the values of process
variables supdied by sensors or ssmulation todls shoud be encgpsulated with all
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information related to them. Parameters, unts, landmarks, qualitative
charaderistics and additional knowledge supgied with the variables can fadlit ate
the interpretation d process behaviour providing al the auxiliary information
concening the analysed signal grouped together. Further, when designing
architedure for supervision and control, sometimes different tools can use the
same variable values, bu simultaneously the variables are analysed at diff erent
level of abstradion (depending on current needs, numeric values, tendencies,
deviations, qualitative values, event generation, alarms, etc. can be cnsidered.).
SeeFig. 5.1 Unfortunately, those diff erent todls are nat provided with methods
to oltain this information from purely numericd values given by sensors. This
auxiliary cdculation must be performed ouside of those reasoning tods what
further causes an interfacing problem to occur.
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Fig. 5.1 Multiple representation of a process
variable and information related.

To summarise, the problem consists in the necessty of multi-asped
representation d knowledge &ou process variables. The main issues include
the following:

» Encapsulation d knowledge : al knowledge referring to a spedfic
variable shoud be amntained and accessble from/throughthe accesto
this variable only, so that the seach o many related sources is
eliminated. For example, the threshold used in alarm generation in Fig.
5.1

» Multi-levd knowledge representation: knowledge &ou process
variables $roud be represented at several levels of abstradion, so as to
enable numericd, qudlitative and symbdlic information pocessng
when necessary, withou drastic changes in knowledge sources and
knowledge representation medhanisms in use (Evolution d signal in
Fig. 5.1 has a smocothed and a qualitative representation asociated to
the numerical acquired signal)
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» Multi-asped knowledge representation: all necessary aspeds of
knowledge representation shoud be @vered, so that variables can be
analysed, taking into accoun the spedfic perspedive and requirements
of different todls applied for knowledge processng. For example,
asociated adarms and events related to process and aaqquired and
smoothed signal iRig. 5.1

The objea oriented approach seems to offer the solution thanks to its
cgpability of encgpsulating structured data and methods in the same structure.
Using this approach in the definition d template structure for processvariables,
basic necessities, as mentioned above, can be covered.

5.2.2. Process variables at different levels of abstraction:
Object-variables.

The proposed solution for solving the necessty of this multi-asped
representation o processvariables presented in this thesis consists in embedding
nat only numericd values of variables (measures, estimations, history, indices
and so on) and parameters (threshads, landmarks, ranges, etc.), but also methods
for obtaining the alequate description d signals behaviour for ead tod (signal
processng and reasoning algorithms, abstradion todls), and methods for
manipulating and accessing this information.

Hence variable values, parameters and methods will be encapsulated in the
same objed structure, to be cdled an objed-variable [Melendez & al., 1996h.
See ‘Fig. 5.1and Fig. 5.2". Thus, the same variable is $ared by various tods
providing the alequate information (representation) for ead o them. The
Objea-oriented approach gves the passhility of representing ore variable & a
single entity with its multiple representation and related information, such as
methods and parameters, in a very flexible and powerful way.

[Arzen, 1995 uses a similar proposal for representing processcomporents that
can be used in a different context and that can orly be represented orce in a
knowledge base (they are cdled multi-view objeds). Objed-variables are used
with asimilar goal to encgpsulate in ore objed information and representation o
the same variable & different levels of abstradion. Whereas multi-view objeds
are focused on the description d the plant and the user must insert this
description for further use, objed-variables are used to automaticdly abstrad and
store information from process variables. They are dynamically actualised.

Sincethe anbedded informationin an objed-variable is obtained dredly from
the numericd signals after performing certain simple operations (with use of
abstraction todls), sometimes external parameters are necessary. These
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parameters must be supdied to ead objed-variable in arder to provide the
processknowledge mncerning this variable. Thiskind d knowledge is necessary
to dstingush certain variables of processs. For instance, a control variable of a
level regulation processis qualitatively different from a DC motor speed control
variable, but both could be acquired as a voltage in the range of 0 to 10 volts.

EXAMPLE OF TRADITIONAL
ARCHITECTURE

ALARM
GENERATION

J—b Filtering #de?gcézltii(on

1 » Qualitative
E{gm . P trends " |Representation
"-‘Filtering P trends q
' ”| SUPERVISOR
»
process ! — »
variables_ 1 |_p| Qualitative | | >
- L p{ Histograms Representation| 1@ l—b
' n

Reasoning Tool

EXAMPLE OF THE SAME

\/ ARCHITECTURE USING

Objed-variable OBJECT-VARIABLES
builder

SUPERVISOR

rocess - i ect-vari .
v%riables_ N->0 Object-variables Reasoning Tool

Fig. 5.2 Comparison of traditional
implementation of a supervisory architecture and
implementation using Object-Variables.

Implementation d objed-variablesin Simulink has been carried ou within the
framework of S-function Hocks. Simulink bocks have been used to graphicdly
represent the @nversion d simple variables into oljeds (objed-variables).
Optional parameters can be supdied externaly, using daogue windows
associated to eadbject-variable as shown inFig. 5.3.

The blocks, labelled as "N->QO" in the figure, perform this conversion. Objeds
are built from numericd variable values acording to the objed-variable
definition and suppied parameters. Therefore, the output of these blocks is not
numericd data but it constitutes objed-variables, and all i nformation embedded
in them is accessble for the mwnneded bocks. The figure, represents how two
object-variablesare supplied to a diagnostic block.
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Fig. 5.3 Object-variables in Simulink allow to encapsulate
information to be shared with other blocks.

The same encapsulation can be gplied na only to processvariables, bu also
to indices obtained from them or the cmbination d several variables. The am is
to supdy a multiple representation d the same variable (processvariable, index,
ratio, and so on) with an easy access to facilitate

5.2.3. About objectsin MATLAB-Simulink. Containers.

The idea of using oleds in MATLAB was firstly put forward in
[Madejowski and Szymkat, 1994 introducing the use of ‘containers’. This work
presents ‘ containers’, which have some of the commonly accepted properties (but
nat al) of the ‘objeds, to represent objed-oriented models. Those ‘containers
are used to solve data management problems in a programming environment for
control systems analysis and cesign, seleding MATLAB as a test-bed. The
benefits of using ‘containers in CACE frameworks are dso discussd in
[Saifuddin, 1996]
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The features of ‘containers’ common to objects:are

» Classes of containers can be defined,

» Properties of containers can be updated and queried,
» Containers can be interrogated about themselves,

» Data can be associated with methods .

After the work [Madejowski and Szymkat, 1994, the evolution & MATLAB
has always pointed to the ideaof incorporating oljed structures. In fad, the new
version (MATLAB 5.0) is suppied with five different classes of data and dfers
the possbhility of creaing rew classes defining a MATLAB structure that
provides data storage for the objed [Matlab 1994. These objeds have some of
the basic properties assumed for objeds such as inheritance and owrloading o
the operators.

Ancther important charaderistic of objeds, is the encgpsulation d methods
and dhta in the same structure (maybe the most important feaure of objeds). The
benefits of this property in a CACE framework are dso dscussed in [Saifuddn,
199q9. Despite of the importance of this feaure, oljeds incorporated in
MATLAB 5.0 do no provide this posshility. In fad, methods to ded with the
desired ojeds must be defined apart form MATLAB objeds, in separated fil es
(*.M, MATLAB files) and stored in a spedfic diredory. Due to this drawbadk
Simulink 2.0 [Simulink 199§ deds only with numericd data & its inpu and
output, reducing the gplicability of this framework to numericd simulation and
analysis. In case of applicaions to complex information processng, including
elements of symbadlic reasoning, the gproach provided in the recent version d
MATLAB is 4gill far from satisfadory. Despite of improved graphicd capabiliti es
and the paosshility of inheritance in some parameters (sample time, number of
inpu and ouput), the use of Simulink as an Objed oriented Computer aided
control system design framework (OOCACSD) is dill far, because of its poar
capability of managing objects as variables.

The ideapresented in thiswork is dightly diff erent from the one of ‘ container’
since red ‘obeds are defined, wing an externa language, In
MATLAB/Simulink. These objeds are gplied mostly to the description o
variables auppated by a Simulink bock representation (graphicd
representation). The solution presented in thiswork is necessary for several tasks,
such as supervision a diagncstic goplicaions where tods need to operate on
different kinds of data (qualitative, symbadlic, numericd, logicd, textual),
representing the same process variable.
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5.2.4. Classesof object-variables.

The use of objed-variables is defined to encgpsulate information (data and
methods) into a data structure to be shared among dfferent todls. It is assumed
that an open architedure is used and rew todls can be alded into the framework.
Then, new fedures may be required to describe system variables and objea-
variables must be endowved with new methods to supdy them. Taking this into
acoun, two passble solutions to modify the structure of objed-variables are
proposed below.

The first solution is a straightforward ore. It consists in adding new fedures
to the original oljed-variable, in order to oltain the capabiliti es required for any
newly added tod. In this case, the data structure grows in size and some memory
islikely to be wasted, even though no all feaures will be used bu only some of
them. This lution, althoughapplicable diredly, is not recommended in case of
complex systems because of the great number of variables involved.

The second pasbhility is to define severa objed-variables with a simple
common structure and particular methods to serve sets of tods with some
similarities. This option allows to define more acairate objed-variables, fitting
the tod requirements in a more exad way; unfortunately in some caes a cetain
degreeof incompatibility with certain tods may occur and more than ore objea-
variable could be necessary to be used for representing severa fedures of a
process variable. Both possibilities are represerfegl “5.4.

| Process variable |l M Object-Variable |

+LE»_' New features
N->0 are added
E ﬁ E +»LE -

% N/N->U _\»
- e

|
_’
»>H
N->0 N->0

N->0

LEﬁ

N->0

Fig. 5.4 Obtaining New object-variables from a basic structure.

The necessty of having several classes of objed-variables is basicdly due to
the necessty of integrating several toadls for suppating the design d supervisory
structures. The dasses of the variables will be defined acarding to the spedfic
requirements of the gplied toadls. “Table 5-1" shows the relationship amongthe
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toos to be used to ded with abstraded information at severa levels of
abstradion and the kind d methods and data to be stored into the objed-
variables

Object- low € Abstraction degree > High
Variables
Information|  Measures | _____ Numerical _____ | Qualitative | Knowledge |
Data|Double, int,..; ___Numericaltypes __, _Labels_ , __Facts__ |
Methods Signal T Numerical and abstraction algorithms 1,_ Inference
processing ! I engine
Tools| Instruments : Fuzzy reasoning : Qualitative : Rule-based
Filters ! Simulation I reasoning ! systems

Table 5-1Object-variables definitions according
to the tools using such object-variables.

Several kinds of objed-variables can be defined for working at multiples
abstradion degrees. The propaosal consists in dedaring a hierarchy of classes
cgpable of supdying adequate information to any toadl. At this moment only two
levels have been defined (SeeFig. 5.5). Thefirst is assgned to objed-variables
and to interfacenumericd processvariables with quelitative reasoning todls. For
this purpose several methods can be used (abstraction todls, presented in the next
subsedion). Objed-variables cen aso be used as only quditative variables
withou numericd attributes. The seaondlevel consist in a higher level structure,
grouping objed-variables and additional parameters and methods, cdled facts.
These ae used to interface arule-based system avoiding dff erent kinds of data &
inpu. See subsedion 5.5 Facts can be buld dredly withou containing a
complete objed-variable inside. This means that they can be used as user inpu at
run time to supply data to an ES.

(i)
<

=

—

=

.L 3 time >
",
/ l \ Objed-variables
_>

Abstradion

g e o
>0 0

Facts

| |
—>§—> *@._’ _’@..—’

0->00 0->00 0->00

Fig. 5.5 Two hierarchical levels of object-
variables have been defined.
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The internal structure of these dasss is defined acarding to OOP because of
the posshility of embedding data and methods in the same structure, as is
exemplified inFig. 5.3

5.2.5. Embedding objects into MATLAB/Simulink. Technical
viability.

Due to the relevance of embedding oljeds into Simulink in resped to this
work abrief explanationis added as technicd note. Throughthe medchanism of S
functions defined in Matlab/Simulink, the user can add rew general purpose
blocks or incorporate an existing'C' or 'FORTRAN' code into the simulation. The
only constraint which must be taken into acourt is that the new code must be
written with resped to the predefined structures or routines. These routines will
be called by Simulink at each simulation step.

'SimStruct’ [Simulink 1993[Simulink 1994 is the data structure used by
Simulink designers to encgpsulate the block’s information. Each block in a
Simulink representation hes an assciated ‘SimStruct’, accessed by Simulink to
perform simulations corredly. Then, the information embedded in this data
structure dlows Simulink to know the parameters associated to this S-Function,
as well as to access user defined routines.

/_’ / VAR_OBJ ProcessVar \
{

SimStruct public: .
Vers /I Signal;
ersion . :
ModdName doubleS!gnalz
Parent double Der_Signal;
Root int Q_Signal;
Sizes WindowW Signal[M AX];
S
Inputs.(NumArgs,Args) .
/IM ethods:
¥ectors.(RWork,IWork PWork,Blockl( VAR_OBJ();
TEinal actualitzaST();
. actualitzaw Signal( );
StepSize } o
MinorTimeStepSize '

Events.(SampleTimes, OffsetTimes, NextTimes, PresentTimes,
SampleHits, Counters, SampleCourt, OffsetCourt,
SampleTimeTsklDs, PerTaskSampleHits)

ModelM ethods.(mdlInitiali zeSizes, mdlInitializeSampleTimes,
mdllnitiali zeConditions, mdlOutputs, mdlUpdate,
mdlDerivatices, mdlterminate, mdIBlocklnfo, mdl Scopel nfo)

States.(U,Y,X,dX, Scopes)

Utili ty.(TempStore0, TempStorel, TempStore2, TempStores3,
TempStore4, TempStores, TempStore6, TempY, UserData)

SFunctions

Fig. 5.6 Internal structure in Simulink.
Solution to embedded objects.
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There ae three fields where the user can save restricted information in the
'SimStruct’ structure, orly available for the objed owner. These threefields are
asociated with work vedors that correspondto panters to integers (int *), to
doules (doule *), and panters to vad panters (void **). In the 'SimStruct,
see 'Fig. 5.8, these fields are labelled as 'vedors.RWork', 'vedors.IWork' and
‘'vedors.PWork'. Therefore, the only method to embed external information into
Simulink 'SimStruct' consists in using these working vectors.

By taking advantage of this cgpability, it is possble to asociate an olged to
Simulink blocks by saving a pointer (to this objea) in the 'vedor.Pwork' field in
its 'SimStruct’. Moreover, to eadr Simulink block there can be a olbed
associatefMelendez et al., 1996f\lelendez et al., 1996b]

In order to asaure @rred work of the comporents together, some further
constraints must be taken into ac@urt. The sourcefile for gettinga .MEX file (as
aresult of a compilation d an S-function), is dructured ac@rding to a template
structure defined by Simulink developers. This gructure is composed of routines
where the user can insert his own code. In these routines of the .MEX file under
design the following advice must be taken into account:

#include "obj_def. h" Class definitions and object access methods can be defined in an
include file.
mdlInitializeSizes() /A pointer vector will be used and specified using the command

'ssSetNumPWork(S,1)".
MdlInitializeConditions() [Memory space must be allocated, to be used by the object and

its pointer.
mdlOutputs() Methods could be activated to access the desired fields into this
routine.
mdlUpdate() To update and fill the predefined fields of the object.
mdITerminate() Remember to free allocated memory.

Table 5-2 Structure of a C written S-function.

The fad of working with oljeds implies using an ojed oriented compiler,
and at the same time, accessto data pointers (C++ compiler) must be dlowed. In
this case, Watcom 10.5 C++ compiler was chosen.

5.3. Abstraction tools.

In the previous subsedion, the use of OOP in the definition o variables has
been introduced in order to gve a multi-asped representation to the process
variables. Objed-variables have been presented for encgpsulating data and
methods used to oltain these multiple representations. But, what kind d
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information is needed from process variables and which methods can be used
with this purpose?. These topics are discussed below and several algorithms are
propcsed. Thus, abstraction todls, aso cdled abstractors, refer to such
algorithms that can be encegpsulated into objed-variables to supdy qualitative
representation of process variables.

5.3.1. Significant information from process variables.

Process variables, coming from red data (sensors and controllers) or
simulation (analyticd models) are mainly though to be numericd data. This is
the kind d information used for control loops, monitoring, alarm generation and
fault detedion in model-based systems. On the other hand, knavledge-based
systems (used in fault detedion, dagncsis and supervision) use inference
methods for ressoning abou both numericd (fuzzy reasoning) and qualitative
information (qualitative reasoning). This qualitative data can be astraded from
the process provided by enginees or supdied from a qualitative simulator or
knowledge-based system.

The particular form of abstrad data obtained from process variables depends
on the process and on the gplicaion to be developed. Therefore, diff erent
tedhniques for obtaining significant information (numericd, qualitative, symbalic
and logicd) from processvariables could be used. Moreover, they could be used
by qualitative reassoning tools as numericd to qualitative interfaces. See for
example Fig. 5.8 The significant information which can be obtained from
signals analysigs :

* Numerical information (additional)
+ Derivatives.
Trends.
Deviations.
Distances with respect to some predefined shapes.
Relative extreme.
Landmarks (significant points and alarms).
Indices and assciated parameters (damping fador, aress,
overshoot, ...)
+ Frequency contents.
+ Integrals.
+ Certain mean values.
* Qualitative or symbadlic description d signals (numericd to
gualitative interface)
+ Labels.
+ Episodes.
+ Qualitative level of signal.

+ + + + + +
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+ Qualitative Trends.
+ Qualitative deviations, and so on.

These descriptions and additional information, such performance indices or
ratios, may be obtained on line with data aquisition. Moreover, their
combination could be gplied in event generation a for obtaining trends of
catain parameters, for example. A wider enumeration and description can be
foundin [Rakoto-Ravalontsalama N., 1993. Several qualitative representations
of signals can be obtained with dfferent methods as is depicted in Fig. 5.7 and
Fig. 5.8 The dhoice of one or the other depends on the tod that must use this
information.
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Fig. 5.7 A simple division in zones of the
amplitude space can give several qualitative
representations of a signal.
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Fig. 5.8 Qualification of filtered signals in crisp
zones could be used to provide with qualitative
tendency and qualitative deviation.

Further, elaborated numericd information is obtained using some dasscd
signal processing methods:
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» Derivatives permit to know instantaneous changes in dynamics of
variables.

* Polynomial regresson could be useful for obtaining an analytica
description o variables before performing some alditional
calculation.

» Filtering is applied na only for smocthing signals, bu also for
dynamics isolation.

* Fourier transform for frequency analysis of dynamics of variables
can help in tuning and selecting parameters.

* Wavdet transform gives a representation d signals at diff erent
scales, in both frequency and time.

o Satistical signd processng methods are used to capture
statisticd feaures, such as mean value, variance and standard
deviation, correlation analysis, and so on.

Other, nonclasscd methods can be used to oltain a qualitative description o
signals. As aresult of such application, alabel (linguistic description) or a set of
labels of signals is obtained. Thus, alabel is used to describe in a symbalic way
signal behaviour during a cetain time period. Some daraderistic labels cover
particular general changes of the signal level, which are distingushed by the
description d seleded episodes. A more cmplex signal charaderisation can also
be formed in this way.

* Triangdar episodes is another representation o signals that
allows time representation at several degrees of resolution.

* Amplitude splitting, is used to associate qualitative labels to
representative zones of the operative range of a variable.

* histogrames are used with the same purpose, bu with low pass
filtering capabilities.

» Pattern matching gives a distance related to expeded shapes of
trajectory behaviour.

These methods could be combined to oltain a more daborated description o
the processbehaviour acarding to the processvariables. Fig. 5.9 shows a more
extended clasgficaion d numericd methods to be used for obtaining qualitative
representation from numericd data. The main dvision is given between
frequency based and tempora methods acwrding to the kind o feaures to
extrad. Note that the majority of methods taken into account are based on na
only in a single sample but the history of signal. For example, frequency based
methods, such as FFT or Wavelet based neal a representative number of samples,
whil e filtering methods could be implemented with less smples. Signal history is
aso reeded in window-based (histogrames, regresson, pattern matching, ..)
temporal methods or triangular representations.
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Fig. 5.9 Classification of abstraction methods.
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5.3.2. A taxonomy/selection of abstraction tools.

Since the aurrently applied sensors provide only numericd data, some todls
must be supfied to infer qualitative gpredation d the process behaviour from
these measures. Then, the necessty of tools designed to provide externa
comporents with significant information is clea. These tods are cdled
abstractors(abstraction tools

Abstractors are useful in process sipervision in threediff erent ways. The first
oneisto perform the numeric to quelitative mnwversionin arder to provide expert
systems or reasoning tods with handily significative information and to reduce
the information owerload. The secnd, from the analysis paoint of view, to avoid
meaninglessinformation from measured signals and aher variables, giving visual
representation o the process dynamics through abstractors like trends,
deviations, tendencies, and so on. Third, they are used to form the symbadlic
information, constituting the inpu for knowledge-based inference toadls, such as
ES and qualitative reasoning tools as is explained in following subsection.

Moreover, it is clea that sensors provide only dated samples of a process
variable. Thus, interpretation d aajuired values acaording to process behaviour
must be dore by taking into acourt al additional information that can ke
supplied to obtain the necessary knowledge of interest about process behaviour.
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5.3.3. Kindsof abstractors.

As pointed in [Aguilar-Martin, 1993 supervision and dagnosis tasks must
include epet knowledge ad reasoning abou  quadlitative
information. Therefore, several methods have been propaosed to oldain qualitative
representation d situations using process variables to generate qualitative
information for these toadls for supervision, detedion and dagnastic tasks [Dorf
R.C., 1993Jand[Ganz, Kolb and Rickli, 1993]

10020ening valve (%)

50 [

0

0 100 200 300 400 500 600 700 800 900 1000
QUALITATVE DESCF%I PTION‘ usl NG{ LABELS
\ [

OPEN T T T
HALF OPEN
INTERMEDIATE
HALF CLOSED | | | | | | | | |
CLOSED

0 100 200 300 400 500 600 700 800 900 1000

Opening valve (%)

100

50 [

......

o @ 100 200 300 ;400 500 600 700 800 ¢ 900 1000
EVENT GENERATION (4) AND EPISODES DESCRIPTION (=, m )
A — T 1 T T T T

T T

0 . 100 200 300 ! 400 500 600 700 800 + 900 1000
NORMAL :  ALARM HIGH ‘NOR ALOW ~NORMAL .  ALARM HIGH NORMAL ALOW NORMA

Fig. 5.10 Different qualitative representations
for the same process variable using qualitative
labels, event generation and episodes.

Qualitative description d signals is inherent to the method applied to signals.
Thus, different methods applied to the same signal can suppy distinct qualitative
information. Moreover, these qualitative representations of signals can be
supdied using several temporal references (synchronows or asynchronous
references). According to the time sequence this text considers qualitative
information obtained from signals is divided into three categ¢fFigs 5.10):

* Quadlitative labels are labels aswociated to the level of signals and
actualised at every sampling time or every selected time period.

» Event generation. It is the description o spedfic situations. These
are asynchronous results related to process variable evolution wsed to
identify that a landmark is readed o to fire simple alarms when
applied directly to that task.
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» Episodes, or historic description o signals as sts of labels, used to
define a spedfic behaviour during an interval or period d time. An
episode is defined by a starting and an ending time point and a event.
Thus, the same label can be appliedfsodef different duration.

Different techniques for obtaining quaitative information from process
variables are described in the following paragraphs. Some of the most
representative include the following ones

e Qudification o filtered signds: Signal filtering is a
straightforward way of isolating pocess dynamics from variables.
Filtering, and its later qualification, allows to oltain gobal trends as for
example, the description based onqualitative representation d tendency
and a deviation from this tendency. This was employed in [Melendez ¢
a. 1993 to provide an expert system with qualitative information. In
this case quditative labels have been used. This representation is
reproduced irFig. 5.11

T'_. Levell-Level2 (FILTERED)

TENDENCY

g DEVIATION DEGREE
11 | T T T
" ] | |
0 200 400 600 800 1000
time(sec)

Fig. 5.11 Qualification of filtered signals in crisp
zones could be used to obtain a representation of
signals in terms of qualitative tendency and
qualitative deviation degree.

e Histogrames. Histogrames [Rakoto-Ravalontslama N., 1993
perform a segmentation d the amplitude spaces of measured signals
during a period d time (temporary window). [Sarrate R. et al., 1995
uses histograms to evaluate the signals in their evolution in a dliding
time window. Several histogram indices could be used in supervisory
applications. For instance, dominant mode is a simple way for obtaining
a quditative label correspondng to the principa zone used in the time
interval correspondng to the dhosen time window. Other indices, such
as dominarce degree or entropy, offer numericd information to be
added to quditative labels. Histogrammes have some daraderistics of
low pass filter, which frequency cut corresponds to the length (or
memory) of the time window, reducing nase dfeds. In consequence, a
time delay is expeded in the resporse. This technique can be diredly
applied to signals before or after filtering. Fig. 5.12shows the use of a
dominant mode to represent qualitative states of a noisy signal.
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Fig. 5.12 Use of histogrames (dominant mode)
for peak detection in a noisy signal.

» Triangdar representation. [Bakshi B.R. et al., 1994, [Ayrolles,
1999 and [Cheung and G. Stephanopouos, 199Q: Trianguar
representation is a qualitative description d measured signals
behaviour. Using singuar paints of the signals (maxima, minima and
inflexion pants) and time intervals between these poaints, trianguar
episodes can be represented. These episodes give information abou the
tendency and curvature of signals. If triangles are grouped in trapezes,
then the representation at different temporal scdes is obtained (See
“Fig. 5.13). This kind d representation is used in the multi-scde
qualitative description d trends. [Colomer et al. 1997 add numerica
information to this episodes for describing aress, lines, slopes and so
on.

100 120 o 20 0 &0 a0 100 a3
time (sec.) ime (sec.

Fig. 5.13 Triangular episodes offer a temporal multi-scale representation.

» Wavdet transform [Bakshi B.R. et d., 1994: Wavelet transform is a
signa decmposition technique in temporal and frequency domains
with various resolutions. In this way, several temporary and frequency
scdes of representation can be adieved. This allows a description d
measured signals to contain qute different dynamics. These signals
decompasition could be very useful for supervisory processes to study
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the most distingushed signal fedures and dspose others withou
interest, as suggested[Bakshi and Stephanopoulos, 1994]

20

Pattern
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Fig. 5.14 Pattern matching

e Pattern matching, could be used to deted spedal situations (for
instance in fault detedion) comparing signal evolution with patterns
extraded from the previous faulty situations. A distance is used to
define the degree of coincidence (“Fig. 5.14). Also correlation
methods can be gplied with thisgoal. As aresult, events are fired when
a threshold in the distance or correlation is surpassed.

e Linear (or paynomial) regresson, of signals in a period d time
allows to represent tendencies and classfy signals behaviour acoording
to polynomial parameters and properties.

Despite of the utility of such toads for obtaining qualitative representations of
process variables, the main drawbad resides in the dedion d the alequate
method. Moreover, in the maority of such agorithms, it is necessary to tune
some parameters as crisp limits for qualitative zones, sampling time, orders,
number of samples (history length) and so on. For an adequate dedion d these
abstraction tods, sometimes it is necessary to knov how the dgorithm works or
the adequacy for obtaining spedfic information. Next table treas to resume some
dependencies among agorithm charaderistics, process and abstraded
information.

For example, when using pettern matching techniques it is necessary to have a
register of signals gored in a previous failure. Or the use of filtering techniques
is asciated to the presence of variations in the evolution d signals. The richer
the signal, in terms of frequency, the better results are readed. On the other
hand, all the dgorithms that operate with signals history are submitted to a delay
in the response time, but their fiability increases.
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Filtering + | Histogrames Triangular Wavelet Pattern [Polynomial
qualification representation| transform matching |regression
Knowledge| High Medium Low High Distance to Degree
about method be used
Knowledge, High Medium Low Very low Special Process
about process situations |independen
t
Configuration" Difficult Easy Not needed Easy Not needed | Not needed
Robustness|| Low High Relative High Low
Process| Oscillations Slow Oscillations No limitations Noise Number of
limitations points
Abstracted| Tendency, Dominance, Tendency and Behaviour at |Coincidence| Relative to
information| deviation |dominant mode| convexity at | different scales degree. |polynomials
degree.... and entropy | different scales .
Main||Discrimination Reliability Qualitative Numerical In fault Analytical
performances| between representation | representation | situations | description
tendency and at different time| of behaviour at | with known
deviation scales different scales | dynamics.

Table 5-3 Comparison of some abstraction tools.

“Table 5-3”, extraded from [Melendez & al. 199G] , resumes the main
fedures of these abstractors acwrding to the fadlity in configuration, the
dependency with processdynamics and the information provided from numerica
signals. These fedures are obtained from the experience and the use of these
algorithms with dfferent types of signals with the purpose of obtaining
gualitative representations of them.

5.3.4. Abstraction tools and object-variables.

Abstradors are the proposed tods or algorithms to interfacepurely numericd
process variables and comporents based on more astrad expert knowledge,
providing reasoning todls for the generation d qualitative representation d
variables. This interfaceis different depending on the supervisory strategy to be
developed and the expert knowledge base. Taking kenefit of the objed-oriented
approadh presented in the previous subsedion for describing rocessvariables as
objed-variables, abstradion methods are propcsed to be encgpsulated in the
objeda structure @ internal methods to oltain significant information for the
gualitative representation d process variables. Graphicad representation o
objed-variables as individual blocks are used to identify ead process variable
and the astraded information supgied by the enbedded algorithms. Then, a set
of blocks representing objed-variables with the same internal structure, can be
asvciated to dfferent abstradion methods. The only difference resides in the
method a methods implemented and the information oldained and stored in
them.
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5.4. ALCMEN, A representation language.

ALCMEN (Automaticians Language for Causal Modelisation for Expert
kNowledge) was conceved by [Agular-Martin, 1998 as a language for
representing and deding with impredsion and urcertainty in algebraic and
differential equations. The ultimate am of the language is to fadlitate
communicaion between process engineas (domain experts) and control
engineas. In ALCMEN, agebraic and dfferential equations have a
representation for qualitative values. Becaise of the basic feaures in knowledge
representation and cagpabilities for deding with simple qualitative relations,
ALCMEN has been chosen to be implemented in MATLAB/Simulink as a block
based TodBox for deding with quelitative data. The objedive is to implement
this TodBox with cgpabiliti es of deding with gualitative data, embedded into
objed-variables by means of ssimple amnredions between blocks. The goal isto
use straction tods as interface numeric to qualitative aand ALCMEN to
represent simple qualitative dependencies between variables when analytica
relations are not known at all. ALCMEN has been tested as atod for developing
gualitative observers as is explained in [Melendez & a. 1996 , and reproduced
in chaptel6.

5.4.1. Fundamentals of ALCMEN.

The principal idea of ALCMEN consists in gaphicd knowledge
representation with blocks having the caability of representing a relationship
among \ariables with impredsion. Basic operations in ALCMEN are thought to
provide asimple qualitative operator between variables. Therefore, numeric to
gualitative interfaces are nealed. For this purpose abstraction todls can be useful
to gve the aequate representation for eat design. Despite some simple
algebraic operations available in ALCMEN, it is not defined as a qualitative
algebra but only as a mechanism for knowledge representation and intuitive
relation of qualitative variables.

In ALCMEN variables are though to be structured as objeds, encgpsulating
attributes and methods. These dtributes are type (numericd, qualitative or
mixed), range (set of passble values), subsets of values (desired or usual values,
landmarks, and aher useful information). The methods are basicdly conceved to
perform operations or relationships between these variables and to oltain
gualitative representations from numeric values. Blocks are used to graphicdly
represent causal graphs where the input of blocks are variables, representing
causes and the output are the eflfegtables
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ALCMEN variables alow baoth numericd and qualitative values in the same
representation according to the following descriptions

* Numerical variable Values are given by a real number (Notation: x).
* Lexcal domain, Sg A set of ordered labels, describing symbalic (or
gualitative) values, indexed by correlative integer indices. Each label is
associated to one of these indices from the lowest the highests:

S, ={(label(a, i),(labdy, i+1),..,(labelki1,K) ,..,(labelis-1-i1,51)(labelis - i1, S)}

o Lexcal variable, X: It is a qualitative variable. The set of possble
values is defined in the lexical domain, S.. Thus, a lexical variable in
ALCMEN is represented by a pair formed by a label, <x>, and the
corresponding integer index, : (Notation: X=(<x>n,)).

Qualitative representation d magnitudes in ALCMEN is given by indexed
labels or lexical variables (in the ALCMEN nomenclature). Labels are ordered
using correlated (or correspondng) integer indices. The medianism used as
numericd to quelitative interface is cdled filtering, acording to ALCMEN
nomenclature. It basicdly consists in splitti ng the anplitude spaceof a numerical
variable into crisp zones, seeFig. 5.15 The indexed set of labels asciated to
these 2nesis cdled the lexcal domain. Then, the filtering operation associates a
numerical variable, with alexical variable from its lexcal domain at any time.
Thus, given a lexcal domain, S, formed by a set of qualitative labels and its
asvociated indices, k, ordered from the lowest, i, to the highest, s, the filtering
operator of numericd variable, X, is described by the operator F(x/i,s), (indicesi
and s, separated by a slash from the numericd variable, x , are the inferior, i, and
superior, s, indices in the lexical domain used).

Given thelexical domain §:

S, ={(labelio, i),(Iabelrg, i+1), .. (labeli k) ... (labels - 1-i1,51) (|abelis - i, )} Eq.51

The filtering operator is applied to a numericd variable, x, to oltain the
correspondindexical variable, X :

X =(<x>n)=Fx/i,9 Eq.5-2

S0, ind() and lab() operators are defnied to oltain n, and <x> from the lexcal
variable X :

n, =ind(X) Eq.5-3
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< x> =lab(X) Eqg.5-4

Filtering is defined to be gplied to numericad values. Then, the index, ny, of
the lexicd variable, X can also be filtered. When an index of alexcal variable,
X, defined in alexcal domain, S, is filtered in the same lexical domain, the
same lexcal variable, X, isobtained. Thus, if a numerical variable, x, is filtered
to obtain thdexical variable, X, with index,n

X =(<x>n)=Fx/i,s) Eq.55
As a result of filtering this index,nthe samdexical variable X, is obtained:

X=(<x>n)=FKn,/i5s) Eq.5-6

Numeric Qualitative || Integer
values labels indices

Max_ x=Fi04) ] ]
""""" Tl . R XE(<x>, )
e Highest 4

High 3

A 4

A\ 4

normal 2

MLow 1

Lowest 0]

A\ 4

b
v lexical domain, Sy,

Fig. 5.15 Numeric to qualitative interface

Filtering is the simplest way of obtaining qualitative representation d process
variables, athough aher medhanisms can also be gplied to asciate qualitative
labels to numericd variables. In fad, the previously presented abstraction tools
are though to be used as numeric to quelitative interface The only restriction, is
to use indexed labels in the resulting qualitative representation. Using thiskind o
representation, ALCMEN language permits to perform a vast set of operations
and to represent different types of relationships. It is not defined as a complete
algebra, bu it is intended to ded with simple and robust relationships between
gualitative variables. The am of ALCMEN is to provide a medanism of
comparison, representation of relationship, and simple operations.
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Linear tables
Extremal tables
Arbitrary tables

Correspondence tables—»
(single input and single output)

Static operators \

Lexical arithmetic operations.
Logical operators.
Other combination operators.

Combination relationships
{multiple input and single output)

Delay

Dynamic operators—| Tendencies (Derivative)
Qualitative Integrator
Monotonic functions

Fig. 5.16 Classification of ALCMEN operators.

The kind d operators admitted are grouped, as depicted in Fig. 5.16 in two
major sets: dynamic and static operators depending on the time dependence
Dynamic operators involve not only the aurrent value of the variable, bu aso the
previous values. This forces ALCMEN to be defined in the discrete domain. On
the other hand, static operators are evaluated at any sample time using the aurrent
inpu to deducethe output. Implementation d static operatorsis performed by the
use of tables. In the following subsections these operators are described.

5.4.2. Static operators

L exical Arithmetic oper ations

e Lexcal difference ©, between two lexicd variables, X=(<x>,n,)and
Y=(<y>,n,), in the samdexical domainS, is defined as

XOY=F(n,-n,/i,9 EqQ.5-7

The result of filtering the difference of indices in a lexcal domain, Sg, is
aways an index in Ss. The lexcal difference is conceved for establishing
comparisons between quelitative variables. Then, the goal is not to cdculate a
difference from the aithmeticd point of view, bu to seeit as a measure of the
error or comparison between two variables. Fig. 5.17 shows the use of this
operator in feedback systems, as it is done in numerical systems.
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x_.g_e, |, (<>g_n&)_.<£_, |,
e=xy (<e>.ne)
€ =(x-y) E=XoY

Numerical comparison L exical difference

Fig. 5.17 Lexical difference is a way for comparing two variables.

» Lexicd addtion, [, is defined between a lexicd variable,
X=(<x>,n,), and an integer number, m, by using the indices of the
lexicd variable. The purpose of a lexicd addition is to increase or
deaease the qualitative variable m indices in the lexicd domain. Thus,
the maximum and minimum value & the output of alexicd additionis
limited to the inferior and superior limits of the lexical domain.

X Om= F(n,+mi,s) Eqg.5-8

The generalisation d the addition for alexcal variable, x=(<x>,n,), and ared
number, y, is obtained by filtering the crrespondngindex of the lexical variable
and the real number:

X Oy=F(n+yli,9) Eq.5-9

Linear and Extremal tables

A lexicd function between X and Y is defined as a mapping ketween the
domain of X and Y, so that any value of X has a crresponcent value in Y. All
these functions are simply described using correspondence tables.

 Linear function (gain), is defined as follows for a pair of arguments,
a lexical variable X=(<x>,) and a real number, K (gain),

Y=XOK=FKen,/i,s) Eq.5-10

It must be observed that the inpu and ouput set of indices are the same
because X and Y are defined with egeaical domain

Examples: The representation d the linea function gain is done by means
of an inpu/output table in Fig. 5.18 In these tables, cdls fill ed with the symbadl
X represents the relation ketween inpu and ouput, while symbal 0, represent not
permitted ouput for the @rresponcent inpu. It is immediately deduced that
when K=1, then X=Y. Tables can also be used to represent gain gven by red
numbers. For example, gain K=0.5 is represented in the same figure.
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Lexical domain

label| absence small normal gred excessve
indces 0 1 2 3 4

GAIN= 0.5 Input GAIN= 1 Input GAIN= 2 Input
012 3 4 012 3 4 012 3 4
Output [0O|x x 0 0 O Output [0 x 0 O O Of Output|[0O|x 0 0 0 O
10 0 x x O 110 x 0 00O 1100 0 0O
2(0 0 0 0/x 2(0 0x 00 2(0x 00O
3|]000 00 3(/0 00 x O 3|0 000O0
410 0 00O 4|10 0 0 0 /x| 410 0 x x x

Fig. 5.18 Linear function. Gain is from left to
right K=0.5, K=1, K=2.

» Extremal functions. Minima or maxima functions can be described as
associative relationships between the input and output of a block.

Definition : A normoide function, N(n) is a red function defined for the
indices (n) of a lexcal domain, S, in ancther lexcal domain P, with the
properties:

e (<0>,00 P (the lexicd domain P contains the label <0> and the
index associated is the integer 0,

* N(n)is semi-positive real,

* N(n)=0 for only one value of =n,Oind[S] .

A minimal lexical functions one given by:

Y =E(X) = F(n, +N(n)/i,9)
n_Oind[X] Eq.>-11
where the index n, corresponds to the minimum of the E(X) function oliained

when n=n, by lexicd addition to N(n,). Analogously, a maximal lexcal function
is obtained with the equation

Y =E(X)=F(n,—N(n,)/i,s)
n, Oind[X] Eq.5-12
Examples : The tablesin Fig. 5.19 represent, these extremal functions for
two dfferent cases of maximal and minimal relations. Minimal and maximal
index isgiven by the cdl marked by n,. The first table gives a minimum value for
the inpu equal 2, and the output result is n, =1. The same dependency is givenin
the next minimal table where the inpu equal 1 gves the minimum output index
n, = 0. Similar explanation can be given by a maximal relation.
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Lexical domain

|abel absence small enough gred excessve
indices 0 1 2 3 4
Minimal _ Input Minimal __ Input
012 3 4 012 3 4
Output [0/0 0 0 0 © Output [0 [0 [x]0 0 0][n]
[n] 1]0 ox]o o 1|x|o[x 0 o
2|0 o[o|x o 2|o|lo|0/x 0O
3lo/x|ofo0 o 3|/0/0|0 0[x
4lx o|o|o/x 4|loflojo 0 0
Maximal _ Input Maximal _ Input
012 3 4 012 3 4
Output [0|x 0 0 0 |x Output [0[0 0 0 0 O
110/x/0 0 0 110 0 0 0/x
2|0 0 0/x 0O 2|0 0 0/x 0
ng] 3]0 ofx]o o 3/x0/x 00
20 0/o0|o0 0 alo[x]o 0 o]ne

)
5]
|i|
9

Fig. 5.19 Extremal functions.

Combination Oper ators:

Cause-effed qualitative relationship with more than ore inpu has a
representation in ALCMEN using tables (or cubs or hypercubs acarding to the
number of inpus). The indices correspondng to inpus of tables are situated in
the aes and the output is sleded by the aosspaint of the w-ordinates. The
same tables used for logicd operators are gplied to define other qualitative
operations between variables (norm, distance ..) similarly to arithmetic
operators.

Example : Conjunction operators (AND) for two inpus defined with a lexcal
domainof five labels This AND is defined as the minimum of both inputs.

Lexical domain Inl
label | des. quickly | descending | maintaining | increasing [incr. quickly
indices 0 1 2 3 4

Lexical domain In2

label | very low low normal high very high
indices 0 1 2 3 4
AND= In1
4/0 1|2]|3 4
m20[0 olo[o O
1(0 1|11 1
2|0 1]2|2 2
3({0 1123 3
4(0 1 2 3 4

Fig. 5.20 Combination operator AND.
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5.4.3. Dynamic oper ator s (time depending r elationships).

» Delay ([7 or elementary memory). Assume that atemporal sequence
of indices correspondngto the evolution d a qualitative variable (X) is
given. The operator [ gives as output the value of the input in the
previous sample time (Xy.). The following equation shows this
property.

Xy = OXy

Eq.5-13
Thisisthe basic operator used to describe temporal relationships as tendencies

and other monotonic causal relationships.

» Tendency (DX), of a quditative variable is obtained applying the
gualitative difference between one sample and the previous sample

DX =X, -X,, =X, —0X, Eq.5-14

5.4.4. Qualitative representation of numerical signals.

This dion dscusses briefly the problem of splitti ng the amplitude spaceinto
crisp zones and assgning them qualitative labels (signal level abstradion). The
seledion d limits of these 2ones is clealy dependent on the particular
applicaion and onthe origin o the signal. As an example, afirst order resporse
is dudied and qualified in five 2nes (Z1 to Z5). Two dfferent criteria have been
used to decide about zone limiEBg. 5.21):

1. Equi-spacead zones. Limits are seleded dviding the range of signal
into five zones of equal amplitude.

2. Limits of zones are seleded at amplitudes correspondng to systems
response at multiple of time constant.

Z5

Z4

z3 b
22 oo z1

Z1

T 2t 3t &
Fig. 5.21 Selection of limits for splitting the
signal range in five zones.

The shape of the qualitative variable obtained in either case for a first order
continuows gstem is different. The first case follows the first order system
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dynamics whil e the second opion produwces a linea change of zones and more
emphasis is put on how the permanent state is reached.

0 50 10 15 200

Fig. 5.22 Event generation for a first order
system according to selected crisp zones in Fig.
5.21.

The importance of numericd to qualitative interfaces is clealy applicaion
dependent as is represented in Fig. 5.22 The same system is qualified using
different a aisp due to the necessty of observing the amplitude evolution a time
dependency of the responseég 5.21).

5.4.5. ALCMEN and qualitative reasoning.

Nowadays, qualitative reasoningis one of the fields of increasinginterest in Al
and rew paradigms are constantly added. The alvantage of qualitative techniques
is the way of managing roughand impredse information, bu as a result of using
these tedhniques for reasoning rough and impredse results are obtained.
Therefore, qualitative tedhniques would be redly useful when mixed with aher
tedhniques for reasoning, and nd used as an isolated tool. Some suggestions have
been panted in [Koch, 1993. In order to improve the results obtained by
gualitative techniques in reasoning abou system behaviour, ore can also perform
complementary operations, such as for example:

» Adding quantitative information.

» Exploiting advanced mathematicd methods, like the qualitative
methods theory of differential equations.

* Integration d more knowledge dou physics of a system to cgpture
general physical laws or the specific context of a system.
 Integration and consideration of temporal information.

* Formalised common-sense knowledge and reasoning.

» Dropping postulates, such as non-overlapping intervals, and

» Finding ways to reason abou larger, more complex, red-world
systems.
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All of these paints coincide in using al available information for reasoning
tasks. Qualitative formalisms are redly useful in process sipervision when used
to establish dependencies between variables taking into acount the cmplete
knowledge (physics, experimental knowledge, numeric/qualitative information,
dependencies, equations, and so on) related to these variables. Otherwise,
gualitative techniques offer only a medhanism for deding with a poa
representation o variables. Consequently, some medhanism for storing and
adudising information are needed for these variables. Objed-variables
(previously described in this work) are conceved to assume this task embedding
numericd and qualitative information and external parameters supgied by users
in the representation o process variables. ALCMEN has been used to perform
simple qualitative relationships deding with these objed-variables performing
simple operations to establish quelitative dependencies between qualitative
representation of process variables.

5.4.6. Implementation in MATLAB/Simulink.

The implementation d ALCMEN has been dorein MATLAB/Simulink as st
of blocks deding with previous relations and operations. The am is to add this
too to assst users in developing knoawledge-based supervisory systems.
ALCMEN satic and dynamic relationships have been implemented in
MATLAB/Simulink as a set of blocks deding with qualitative representation d
variables under objed oriented approadch, i.e. objed-variables (See ‘Fig. 5.23).
The blocks that form ALCMEN TooBox, are designed to ded with orly
gualitative representation d variables, bu other blocks can accessdifferent fields
of objeds asciated to processvariables to carry out numerica operations or to
deal with variables history.

Simulink Other todls

standard data. ,; (numeric/qualit ative)
%

Y
. Ny éé': ALCMEN
D(S) 3 blocks
Transfer Fcn - AL CMEN

Object Builder  |Objed-variables.
Numeric and qualitative
information are enbedded.

Fig. 5.23 The object-builder allows to deal with
significant information. Qualitative representation is
accessible to ALCMEN blocks implementing
qualitative relations.

This TodBox has been implemented in order to ded diredly with qualitative
data stored into objed-variables. It implies that any ALCMEN block can be
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interconreded to the output of an objed-variable to get the needed information
to perform an operation. The complete set of ALCMEN blocks is depicted in Fig.
5.24 Therelation with previous defined operators can be extraded from the label
under blocks, acmrding to the following ndation: the first line describes the
aswociated file and the following lines describe the implemented ALCMEN
operator. All of these blocks are implemented to ded with qualitative fields of
objed-variables. Then, bah inpu and ouput of these blocks are objed-
variables. Although oihy qualitative atributes are used. The functionality of these
blocks is defined acording to ALCMEN definitions and objed-variables
structure here after

Object-Oriented ALCM EN blocks
( object6.h)

Object builder and Acces Methods

1B =/ T

mk_alco6 ac_alco6 O6-Scope O6ab_hi
ALCMEN ALCMEN Abstractor
Object Builder Access Fieldl Histogram

Static Relationships and Composition

>@~» >%> >@> >+11J::?> >+£ b >£E>

> ) E FE

0O6co_ge O6sr_ga O6sr_ge O6sr_di O6sr_su O6sr_of
OO-ALCMEN OO-ALCMEN OO-ALCMEN OO-ALCMEN OO-ALCMEQ-ALCME
Composition Gain Static Relation Q Dif. Q Sum Offset

Dynamic Relationsips

> v b ><@F> >QZ:

pa—
O6dr_d2 O6dr_te O6dr_in
OO-ALCMEN OO-ALCMEN  OO-ALCMEN
Delay Q(k)-Q(k-1) Acumulator

Fig. 5.24 ALCMEN ToolBox for Simulink.

ALCMEN operations representedhig. 5.24, are resumetere:

* Objec_builder, performsfiltering and embeds this information in an
object-variablestructure.

» Access Field, is the block that allows to access any field o the
objed-variable and supdies this data to the output of the block in
standard Simulink format. When the seleded field has only a text
format representation, this is displayed in the MATLAB command
window.

* 06-Scope, offers smilar functionality to the previous block but the
information is presented graphicdly by means of a scope. The text
attributes as description a units, are printed in the MATLAB command
window.
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* Abstractor Histogram is an oljed_bulder that performs
numericd to qualitative interface using the histogram abstradion toad
for this purpose. Several indices are available.

* Q_dif, performs a diff erence between qualitative indices of two input
object-variables

* Q Sum, performs the addition ketween quelitative indices of two
inputobject-variables

* Composition, adlows to peform any relationship between
gualitative variables that can be represented by a table. Indices of input
are used to fire the output from the table.

* Gain is the block that performs a product of a qualitative variable
and a onstant. The output index is sleded from the set of inpu
indices.

e Static relationship block is used to implement any variable
function. A table is used to define the inpu/output dependency. This
could be used to implement extremal functions.

» Offset block allows to shift indices of inpu variable. It is smilar to
an addition, but the result is not filtered with input indices.

» Delay stores the whde inpu objed-variable during a sample time
to delay the output.

 Tendency of a quditative variable is obtained by qualitative
difference of an input and its delayed value.

» Accumulator, is conceved to perform the integration d qualitative
indices of the input variable. The user can select the integration rate.

Additional blocks have been added to ALCMEN relationships, in this
TodBox, for building objed-variables from habitual numericd values supgied
by Simulink and to supdy data from desired field of objed-variables to standard
Simulink bocks (“Fig. 5.23). Thus, asingelineis used to represent one objed-
variable and all feaures, numericd and qulitative, are anbedded and acuali sed
in the same structure. The restriction is that all blocks interconneaed to this line
must know how to access the desired fields.

5.5. Expert System CEES into MATLAB/Simulink.

CEES, [De la Rosa JLI, 1994, (C++ Embedded Expert System Shell) was
firstly concaved for suppating co-operative ES. From that time on, CEES was
subjed to many modificaions and extensions in arder to make it useful in
induwstrial process sipervision. Severa efforts have been dore in the context of
this thesis, seefor example [Sabat, 199 and [Martinez, 1997. This effort has
resulted in a new version d this dell, CEES 2.0. It has been developed in the
scope of thisthesis following two parallel and complementary lines. The first one
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was to acdiieve a standaone @plicaion with external communicaion
cgpabiliti es and gaphicd user interfacefor asgsting the definition d knowledge
through the development of production rules. This version hes been cdled
LabCEES. The seamnd,and more interesting from the point of view of this thesis,
consists in embedding the CEES 2.0 inference engine into a framework with
other todls for asssting the design d supervisory systems. It is cdled SImCEES.
With the same goal as previous presented toadls, ALCMEN and abstraction toadls,
SIMCEES has been embedded in MATLAB/Simulink to asdst supervisory
systems design in a friendly to use framework (CASSD). The use of a graphicd
block representation for an ES representation fadlit ates the cmprehension and
use of thistod. The goal isto use the stand-alone gplication, LabCEES, for the
final applicaion and the CASSD framework in the developing time. The benefit
of this redundant implementation d the ES is that rule bases could be diredly
used by either.

5.5.1. CEESfeatures. Advantages and drawbacks.

Objed-oriented approad/methoddogy constitutes the @re of this dell
(CEES) because it is intended to exhibit capabilities of encgosulation d
information, pdymorphism of methods and cata estradion. Four basic dasses
were defined to ded with variables, facts, inference eagines and simulators.
Deductions are performed by inference engines throughreasoning abou its inpu
facts, but they also have the caability of asking for information to aher
inference engines (facts) or simulators (variables). In the new version (LabCEES
and SIMCEES) some of these dasss have disappeaed and orly remains the
classesnference-enginandfacts. CEES main capabilities are pointed here

» Fads are the kind d data supfied to the ES to perform some
reasoning. Fads are objeds embedding bdh, numericd andor
gualitative data and subjedive information abou this. For example
cetainty is used to represent doult abou source of information and
fuzzy sets can be bulld around numericd data to perform fuzzy
comparisons.

 CEES is a rule-based system with spedfic syntax and forward
chaining inference mechanism.

» Co-operation among ES is performed by exchanging information
(encapsulated as objeds representing facts) between inference angines
and askingsimulatorsaboutnumericvariables.

* Qualitative values are defined in terms of orders of magnitude.
Simple operators were alded to ded with them. Methods and
gualitative fields are encgpsulated in the same objed assciated to
numericvariables
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» Reasoning with temporal windows. Data history is gored in CEES
variables in temporal diding windows for making inference dou
trends of process variables in the temporal window.

» Fuzzy reasoning is incorporated in CEES on the base of logicd
comparison d variables by means of the equd, lower and greater
operators.

Mainly, due to the fad that CEES is based on C++ objeds, some alvantages
turn into shortcomings at the moment of developing the ES applicaion. Some of
these points are highlightdxlow:

The main advantages are

 CEES is a flexible open shell subjea to continuows evolution.
Addition of methods or objects to solve specific situations is allowed.
» CEES variables are mnceived as objeds with encgpsulation d data
and methods smilarly to the objed-variable structure described in the
previous sections.

» The implementation d facts used in CEES is diredly applied as a
higher level data structure of objed-variables. Thus, expert reasoning
aboutobject-variabless accomplished directly.

Some drawbacks can also be pointed:

» The aurrent version d CEES is nat user-friendly. The user must be
famili arised with C/C++ programming and atraining period is needed
before starting the development of ES applications.

» The use of C++ objeds, with complex structure, in the definition o
systems (ssimulator and inference engines) and variables (variables and
fact9 makes the interpretation of global architecture of ES difficult.
 No external interface is provided with CEES. Despite of this
drawbad, DDE- Dynamic Data Exchange and any C/C++ library can
be directly used.

New version, CEES 2.0 has been developed in this thesis to avoid this
drawbadks. Thisis CEES 2.0 and the implementation hes been designed for two
platforms: LabCEES, diredly under Windovs and SmCEES under Simulink.
CEES has evolved towards two separated and complementary products
(LabCEES and SImCEES), espedally conceved to be used by process
engineers

* LabCEES is a stand-aone shell runnng undr Windows. A friendy
user interfacehas been added to assst in configuring ESs architedure.
This is, the number of inference engines, rule bases, fads bases and
related parameters. A graphical user interface assist user in these tasks.
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e SIMCEES, is conceved to run undr Simulink as a block. A
SIMCEES ESs are conceved to ded with facts. Thus, bah, inpu and
output are fads. Output is obtained as deduced fads from reasoning
abou inpu fads. Any ES block is defined acmrding to the structure of
a rule-based knowledge. Multiple achitedures could be defined by
adding or moving ES blocks.

An additional feaure of CEES 2.0 is the exportability of rule bases between
SIMCEES and LabCEES. This increases the flexibility to test and compare
different structures and knowvledge bases before the final implementation.
Modularity is present in both implementations.

55.2. SMCEES: Implementation of an ES in MATLAB/
Simulink.

Simulink has been chosen to develop a set of TooBoxes to ded with the
design d expert knowledge Supervisory systems. In previous <dions
abstraction tods have been presented to process numericd information and to
interfacewith qualitative representation d processvariables. ALCMEN has been
introduced as a medhanism for representing simple relationships between
gualitative data. When more cmplex knowledge structures are needed to
represent spedal expertise, asisthe cae of expert supervision applications, then
ESs are used. Therefore, the implementation o an ES TodBox for Simulink is
needed to complete the framework for supervisory systems design.

The shell CEES has been chosen to be integrated into Simulink as a new
block. As a result, this sell has evolved to SMCEES (CEES 2.0) espedally
conceved to work uncer the block representation. The objed structure of CEES
has been simplified for this purpose. The simulator class has been suppressd
becaise this fadlity is suppated by Simulink (for numericd simulation) and
ALCMEN (for quditative simulation). The dassvariable has evolved to objed-
variable definition to preserve the integration mechanism. Then, orly facts and
inference angines remain as SIMCEES classs. Facts are the objeds supdied to
the ES at its inpu and deduced and available & the output. Inference engine
include the reasoning medianism used for these ES. Facts are basicdly objeds
encapsulating objed-variables and aher attributes (certainty and landmark, for
instance) and methods needed forittierence enginenechanism.

The Simulink implementation o SIMCEES is represented in Fig. 5.25 Any
Simulink block used to represent a knowledge base is formed by an inference
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engine and a rule-based. In exeaution time, fads base is creaed and adualised
according to deductions performed.

Rule-Based
Knowledge Base
INPUT ES OUTPUT
FACTS 2 FACTS
D NEW FACTS D
. = 7| [ inference > ;
ﬁ\ Engine /7—
Object-Variable | Deduced FACTs Basel Object-Variable

Simulink block g
\ OUTPUT

INPUT

FACTS FACTS
M(@B

ES

Fig. 5.25 Simulink block implementation of an
ES

SIMCEES is intended to work ortline with process variables (objed-
variables), encapsulated as inpu facts. Consequently, it works as a discrete
system acording to a sampling period. The inpu facts encapsulate the
information related to process variables, objed-variables is aduaised eah
sampling time. Consequently the rules base must be evaluated, by the inference
engine, at any adualisation d inpu data to deduce new facts. Results are dso
given as facts and the outputs are seleded from these deductions. The benefit of
working with facts only, at input and ouput, gives the possbility of conreding
directly to another ES blocks at the output, as depictdelgn 5.26

The main benefit of moduar block representation, suppated by Simulink,
when dealing with ES is the distributed knowledge representation because of:

» Modularity : The partition of large KB into smaller KBs.

* Spedalisation and reusability of knowledge bases. Supervisory
systems $houd be designed to reuse knowledge, espedadly in
distributed Al systems where the same KB can be gplied in solving
similar problems in the same process For example, expert tuning o
PID isadomain where the same KB can be reused for severa purpaoses.
These KB can bereinforced by processknowledge dedared in ather KB
although basic rules are preserved.
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* Flexibility, in designing and testing ES-based architedures.
Modificaionsin the achitedure of the whole ES can be performed by
simply moving a block.

» The implementation and easy testing and comparison o spedal
architedures based on redundancy, competition, reinforcement or co-
operation.

Some problems are inherent to the dhoice of using Simulink interfaceinstead
of developing a new one for SMCEES. Despite the graphicd suppat for
manipulating ES asa single block used in Simulink for representing an ES, there
is no suppat for editing rules. The user must use a standard editor for this
purpose.

5.5.3. Expert Reasoning with SmCEES.

In the previous sdion the benefits of moduarity of SMCEES have been
introduced. The graphicd suppat of Simulink by means of block representation
permits an easy recnfiguration d the ES associating a block to ead KB. When
working with large and complex problems, the solution is easier if it is divided
into sub-problems, becaise small knowledge bases are better structured.
Moduarity in SImCEES is possble becaise a single structure for data
representation is used. All available information in objed-variables (numeric,
qualitative, symbdic or logic) coming form process variables is embedded
together with attributes and methods needed for the ES inference engine into a
new objed structure cdled facts. These facts preserve the same structure for any
ES inpu and ouput. Consequently, inference eagines must reason abou
evolution d inpu facts, firing the gpropriate rules in the knowledge base to
deduce @ou these inpu facts or other previously defined in the knowledge base.
ES outputs are selected from dedufsadsbase at each sampling time.

ESi ESii
FACTS [
FACTS NEW FACT FACTS NEW.FACT A
f -l = = Pl == =
m [ >
A
® ° ® .
Deduced B Deduced A ESiv
L4 FACT
FACTs FACTs NEW FACT o7 CTS
> -l— - -
[ f o
ESiii g o
A Deduced O
o
_[NEWFACT o4& FACTS N FACTs v
= -
Nk |
Deduced
FACTs O

Fig. 5.26 Input and Output of ES blocks are facts.
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In pradice, ouput can provide not only deduced facts, but also inpu facts to
fadlit ate the flow of facts among ES blocks, avoiding an unrecessary amourt of
lines conreding Hocks. Facts dedared in a knowledge base caana be suppied
as output, except when they have been deduced. When uwsing parale
configurations of ESs blocks (the output of these ESs, seeEsii and ESiii in Fig.
5.26 are supdied to the same ES, ESiv in Fig. 5.26 there eists the posshility
that the same fact will be supgied, at the same sample time by two o more
different blocks as inpu of another ES block. In such cases there eists a
posshility to dfferentiate those facts or use only one of them. In case of the
second option is chosen, priority is given by graphical connection order.

An example of how this medanism works with factsis depicted in Fig. 5.26
In this figure, facts are represented by symbolsas B, ®, O, V, A, O, ® and A.
The evolution d these fads is represented in a sampling time, showing the facts
suppdied for four interconreded ES blocks. For instance, ESi deducesl, while &
the same time it can also supgy inpu facts to be processed by the next block. On
the other hand, ESii can ony suppdy deduced facts. It can be observed that some
deductions are from external inpu, ®, while other are defined in the same ES, A.
A different situation is presented in ESiv. In this case, na al deduced facts are
supdied at the output (Seefact V). A reason for this, could be that this deduction
causes a message to be printed; therefore, it is not needed at the output.

RULES BASE |

INPUTFACT (input1, "input1"”) : :
INPUTFACT (input1, "input2"”) ;Declaration of input facts
INPUTFACT (input2, "input3") : :

I;Declaration of new facts,

NEWFACT (igual,"igual”) ‘usually to be deduced.

NEWFACT (difer,"difer") : :
IPreprocess’ ng commands: ;

set_opposites (igual.result, difer.result); :Additional knowledge
:declaration .

R I :
Rule 10 I
Certainty 1. Threshold 0.2

Description "INPUT1 < >INPUT2" :
If input1.fv.equal(input2.fv.v) i Production rules.
Then deduce(&igual, INTERMEDIATE) ||:
Else deduce(&difer, INTERMEDIATE) ||:
deduce(&input2, INTERMEDIATE)|:

EndIf
EndRule
Y

semantic_integrity(); I;Post deduction comman dsi

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

FactsWithDescription :
“igual”, ‘Declaration of output

"input1”, ifacts. From deductions !
"input2” ‘and inputs :
AreOutputs :

Fig. 5.27 Example of rules based knowledge
declaration in SimCEES.
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A simplified example of how rules are described in SMCEES and dedaration
of inpu and ouput facts is diown in Fig. 5.27. This could be the rule base
aswciated to ESiii, where output facts are seleded from inpu (B-“inpul”, O-
“inpu2’, @-“inpu3’) and deduced (A-“difer” and O -“inpu2”). Facts are used
a inpu and ouput to provide afact flow. This is needed when working with
dynamic systems and facts represent some astraded feaure of this behaviour.
The final goal is to use théactsto close the supervisory loop.

5.5.4. Exportability of rules. LabCEES, the stand-alone
application.

The new version d CEES (CEES 2.0) has a doude implementation. The first,
SIMCEES, is described in the previous subsedion and runs under Simulink. The
seawnd, LabCEES , is complementary to the first one, and is conceved as a
Windows based stand-alone gplicaion. LabCEES s gill under development, but
the goal is to provide this dhell with a graphicd user interfacefor asssting ES
configuration  and rules produwction. LabCEES is an open system with
communicaion capabilities for interfadng the agplicaion with monitoring
systems and aher Windows based programmes using dynamic data exchange
(DDE).

CEESFroect CZESan CEESEnghe Debug Conpde Todk Help

CEES Pusject =[Gl
CACEES\Prusba\TankCEES ces

CEES Main
IC-ACEES 4 PruebatMainT anks. mai

Fig. 5.28 LabCEES windows based graphical
user interface.

LabCEES is prepared for deding with moduar ES, structured in more than
one inference engines. To achieve this goal, inference angines are provided with
communicaion medanisms to interchange deduced information (facts)
acording to their own rule base. This approadch permits to reuse rule base in
SIMCEES, bulding identicd structures representing the inference engine &
independent Simulink blocks.
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5.6. The global framework.

Objed-variables, embedding data and methods, implementing numeric to
gualitative interfaces, based on abstraction tods, for deding with ALCMEN
gualitative relations and CEES expert rules, have been implemented by means of
Simulink block-based graphicd representation. As a result, MATLAB/Simulink,
the numeric CACSD framework, has been improved to suppat expert
supervisory strategies design becoming a CASSD framework.

5.6.1. Architecture and tools.

The previous described todls, abstractors, ALCMEN and SImCEES, have
been implemented in Simulink under an oljed oriented approach to fadlit ate the
task of designing and testing supervisory structures, based on expert knowledge
[Melendez & a., 19960Q[Melendez ¢ al., 1994]. Objed-variables have been
defined to encapsulate information from process variables at different levels of
abstradion. Then, abstractors also cdled abstraction todls, are encgpsulated in
objed-variables to oltain a significant information from those variables related
to the process This information is encgpsulated using bdh numericd and
gualitative representations in the objed-variables. This data can be diredly
supdied to a moduar ES, SmCEES, by bulding facts that join al the
information encgpsulated in objed-variables and subjedive gpredation abou
certainty of thisinformation with methods needed for the inference engine of ES.
Parameters are supplied using a dialogue window.

Object Variables. FACTS ‘FACTS

Measures

ca

iy
>
.
'

:
e - - LS

Numerical : Expert System
Simulation o [Liaiimodel ) = :
: - : INFERENCE -
Xis1 = AXk + Bu . : ENGINE .
ALCMEN N w=nr EXPERT
Qualitative simulation O_’ o . RULES é
L_' iIA:::c::easim / . : I ')

2
/ (ol
L.

Fig. 5.29 Mechanisms for obtaining significant
information involved in expert reasoning.
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Because naot all expert knowledge concerns numericd information, ALCMEN
is added to ded with qualitative information, allowing the designer to implement
simple relations in order to oltain a rough evolution d not measurable process
variables. In the implementation & ALCMEN blocks, objed-variables structure
have been used, despite of only qualitative fields are used and abstraction tods
are only used in the interface blocks (filtering), to preserve the structure and
encapsulation of information used with numerical data.

Fig. 5.29 shows how those tods are invalved in the procedure of obtaining
significant information to be supfdied to the ES. The heterogeneous kind o
information merged to reason about complex systems, needs the objed-oriented
approach to be used as integration mechanism. In this case, it has been used in the
representation d information flow (objed-variables and fads) and also to buld a
modular ES able to deal with this encapsulated information.

+ MATLAB Comman d Window B[] 3 | I B2 adlib L=l s =
File Edit Options Windows Help File Clipboard Edit Optians File Clpboard Edit Options  Simulation Stle  Code
Estat W2 : oberta - Simulat Style Codh =
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> Else of Rule 100 Fired 0.54 (Deduction. :I >.
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=> Rule 130 Fnedﬂ 68 (Deduction 069 - [IEI [||:| nes Histogra
Seanned rule |
=3 Rule 150 F:x 40,50 (Deduction 0.41) - Cumpuler b
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Fig. 5.30 Set of Simulink ToolBoxes of the
proposed CASSD framework. Abstraction tools,
ALCMEN and CEES are available.

The previous £hema is implemented as ts of blocks grouped in ToolBoxes
for eat tod (CEES, ALCMEN and Abstradion Toadls) forming the cmplete
CAS framework.. The use of this CASD framework for designing
supervisory structures allows partial validations of the structure when working
with complex systems. Simulink cgpabiliti es alow to group set of blocks into a
new one simplifying the gpeaance and allowing knavledge encapsulation. At
the same time @nredivity between tods is quickly solved by tradng lines
between inputs and outputs of blocks.
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5.6.2. Knowledge representation.

Processng and administration d expert knowledge requires of knowledge
formalising and structuring. Rule-based programming is not the only technique
used with this goal, within artificialy intelli gent programs, bu nowadays, it is the
more adequate technique for us to dredly codify expertise. In spite of this, some
other classcad formalism are more or less present in the proposed framework
taking in acourt the particular point of view of process sipervision damain.
Procedures typicdly used to represent objeds and their relationship are used to
represent process variables :

* Produwtion rules, for describing knawvledge in the form of
“IF...THEN...” rules are present in CEES. Knowledge base as<ciated
to any ES block is described as sts of IF-THE rules, as siowing Fig.
5.31

Rule 210
Rule 10 Certainty 1. Threshold 0.45 TraceHere Yes
Certainty 1 Description " Valve 1 Closed . "
Description "Regim status: Transient " IfAny (PF) PF->result = = anomalia2
IfOr And Alternative
tendency level->fv.v = = great levels_dif->ups_in_interval()
Or Or
tendency error->fv.v = = great levels_dif -> fv.greater(dnivells- > fv.low)
Then EndAlternative
deduce (INTERMEDIATE, transient) ~ Then
EndIfOr deduce(INTERMEDIATE, v1_closed)
EndRule Otherwise
deduce(INTERMEDIATE, v1_open)
EndifAny
EndRule

Fig. 5.31 SIimCEES rules

» Semantic networks: Graphic representation o knowledge based on

objeds and their relationship can be mmpared with the block-based

graphicd distribution o knowledge provided by the graphicd user

interfaceof Simulink. Interconnedion d blocks represent dependencies

between processvariables and the flow of information. Thisis the cae

of ALCMEN relations or dependencies between several ES blocks.
» Frames, are though to be data structures for representing ohjeds. In

this work the objed-oriented approach has been used for representing

processvariables and information related to process behaviour. All of

these information is embedded imtoject-variables.

The moduar conception d al those tods presented to help supervisory
systems design, suppated by Simulink blocks, ssimplifies moduar design o
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reasoning systems. Simplicity and moduarity, which combines quantitative and
gualitative knowledge, are important advantages when bulding online reasoning
systems that are enbedded in conventional applicaions. According to the degree
of abstradion d knowledge e&ou process variables the todls presented in the
previous ®dions are espedaly conceaved to assst in three hierarchicd levels

(Fig. 5.32:

* Levd of Sgnd : Thisisthe interfacelevel between the supervisory
structure and the process It is the aquisition level where measures
from processand process engineeas knowledge join together to suppy
other levels with significant information extraded from measures. The
todls used to oltain gualitative information from measured signals are
the abstraction todls or abstractors and their output are a qualitative
representation d the trends of processvariables (tendencies, oscill ation
degrees, alarms, degree of transient states, ..) needed na only in
supervision, bu also in fault detedion and dagnasis tasks. The use of
objed-variables for this purpose is smilar to a representation based on
frames

» Levd of Qualitative Relations: At thislevel iswhere engineas could
represent dependencies or relations between quelitative variables,
obtained or not from the first level. These relations could be used to
deduce rougHy inaccessble dynamics acarding to a qualitative model,
physics or just observed dependencies between variables that are
difficult to join in a numeric equation. ALCMEN is used to perform
these tasks (and knowledge is representesklantic networls

» Leved of Rules: Thislevel refleds dependencies between fads that
could be represented by rules describing expert KBs. Thus, ES are used
at this level. This is the final destination of inferior levels.

w CEES

A

Level of Rules

A 4

oo ALCMEN
A
L evel of Qualitative|Relations
oo Abstraction Tools |
4 4
L evel of Signals
%

Process ANK1,

Fig. 5.32 Levels of abstraction

Ead level is able to ded with significant information coming from equal and
inferior levels (See 'Fig. 5.32") . The medhanisms used in the representation d
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knowledge & ead level are assciated with the respedive todls, described in
previous subsedions. These medhanisms, are dways implemented using oljed-
oriented programming and encapsulated as blocks in a graphicd representation
suppated by the Simulink graphicd user interface Knowledge moduarisation
and encapsulation is representeéig. 5.33

Expert System

= —
FACT Variable,
Yariable, =
Object

Variable

Variable EACT

LEVEL 1 M LEVEL 2 M LEVEL 3 },

Object Abstractors Obj.

Ai::stractorsvariabIes and variab[TFact [facts| gxpert [facts
Qualitative Builder Systems

Relations

ES | ES I

NEW FACT NEW FACT
—— -|- -

FACTs FACTs FACTs

Deduced Deduced
FACTs FACTs

Fig. 5.33 Encapsulation of knowledge in object-
variables and facts related to the tools used with
this purpose in each level.

Row numericd data coming from process (measures or estimations) are
encapsulated into objed-variables together with abstradion todls used to oltain
gualitative descriptions of process variables based on significant information.
Qualitative description d those signals are stored in temporal windows to be used
in reasoning task by other blocks. Finally they, can be supdied to ES as facts
encapsulating additional information.

5.7. Conclusions.

A moddar implementation d toadls for deding with expert knowledge and
avoiding interfadng problems has been presented. The implementation d such
tods has been dore under MATLAB/Simulink. The objed-oriented approach has
been used in the variables implementation, to embed bah data and abstradion
methods, and in the design d severa tods to ded with information at diff erent
abstradion degrees. Abstradion tools have been presented as numericd to
gualitative interfaces to provide simple qualitative representation, event
generation a temporal episodes. Qualitative relations are though to be managed
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by means of ALCMEN representation language, using dock representation to
perform simple operations with qualitative representation d signals. Both static
and dynamic qualit ative relationships have been implemented. An ES shell CEES
has also been embedded into a Simulink bock, encapsulating expert rules to
reason abou inpu facts. This $ell provides a forward chaining inference engine
and fuzzy reasoning for imprecision and uncertainty management.

The use of objed oriented tedhndogies is necessary to integrate such todsin
a framework for asgsting expert control land supervision. This methoddogy
could be useful for large projeds becaise of the moduarity and encapsulation
of knowledge into blocks.
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6.
Some illustrative

examples In
using the CASSD
framework

6.1. Introduction

In the following subsedions osme developments caried ou in the proposed
framework are described to demonstrate the caabiliti es of the integrated toadls
and the benefit of avoiding data type conversion. Integration gtfall, derived from
the necessty of multiple representations of information related to process
variables, has been owercome. The alvantage of disposing d numericd and
gualitative methods for deding with processvariables is tested. Fault diagnasis,
gualitative observers and estimations are exemplified by means of simple
problems derived from red process Although, these eamples are a
intermediate step forward to complete supervisory schemes, they are enoughto
shows the benefit of disposing d a framework to assst such developments.
Different situations have been proposed to ill ustrate the general usability of this
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propasal, avoiding particular point of view derived from a single problem
discusson. Consequently, spedal interest, in the explanations in the following
examples, is focused on dabscribing framework capabilities more than in
discussing proposed solution.

6.2. Fault diagnosis of a simulated plant.

The tod's described in the previous chapter have been tested in a laboratory
plant. A model of this plant has been oltained for testing fault detedion
structures and the flexibility to modify these todls. The goal is to use the model
for developing a knowledge-based fault detedion structure and then to use the
same CASD framework to test and validate the design by means of substituting
the model by spedfic blocks to access hardware (plug in baards). The example
presented in following paragraph was firstly developed using dfferent
applicaions ([Melendez & al. 1999), externaly linked, for solving data
management (MATLAB/ Simulink for signal processng and simulation, G2 as
rule-based ES). An additional applicaion was developed to manage and link the
environment. The gplicaion hes been rebuilt usingthe CAS framework, (See
[Melendez, et al., 1997pas it is explained in the text.

6.2.1. Laboratory plant description.

The laboratory plant is compaosed by two couded tanks conneded by two
pipes, as depicted in “Fig. 6.1". The liquid of tank_1is illed into tank_2
through two pipes.

Control m&lﬂ —

PID discret,

M otorpump

Levell

=
> _Ik__?tl:l; Level2

Aux.

2Tanks +Pump:
. Alecop CPI-100
Auxili arv tank

Fig. 6.1 Laboratory plant: Two coupled tanks.
Simulink model.
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The flow between bah tanks could be modified by closing a valve, placed in
one of the interconreaing ppes (V1). Tank 2 spill s liquid, depending on the
state of the output valve (V2), to an auxili ary tank placed below of the laboratory
plant. This auxili ary tank is used as fluid source to pump liquid to the tank_1.A
PID measuring the level of tank_2 dives a motor-pump filling tank_1in order to
read the desired set point of level 2. The magnitudes of this g/stem are restricted
to 31cm. (tanks height), for the measure of both levels, 0-10 vdts for the cntrol
signal. The evolution for several changes in the set paint is represented in Fig.
6.2

Set point

.- i
control - & H H s
0 1000 2000 3000 4000 5000 6 0 0 |

Fig. 6.2 Evolution of plant variables to several
changes in the set point.

The normal operation mode is defined when bah valves (V1 and V2) are open
and the PID parameters are acarately tuned to regulate level 2. The pump is aso
suppcsed to work corredly. Fault situations have been reproduced by closing
valves (to simulate an obstruction d pipes) and switching the pump doff. Levels of
bath tanks and the set point are the only available measures. Four possble
malfunction situations to deted are typified. Simultaneous stuations are not
considered to simplify the example.

Situation 1 Situation 2 Situation 3 Situation 4
Valve 1 closed [Valve 2 closed | Pump crashed Bad regulation

Table 6-1: Four situations have been defined.

When failures are introduced, then the expert diagnastic system must be ale
to deted and identify them. Therefore, the goal of the supervisory system is to
track the processand deted situations that incite fail ures or processmalfunctions,
as well as to knowv when the process works in the normal operating condtions.
With this goal, existent numericd todls and representation capabiliti es have been
used to study the influence of faults in the behaviour of the process.
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6.2.2. Implementation of a knowledge-based fault detection
system in the CASSD framework.

In order to test the CASSD framework to design a fault detedion system, two
representative signals have been studied : the difference of levds (level tank_2
minus level tank 1) and the error (set point minus level tank 2). These two
signals have been used because of process behaviour is refleded onthem. The
error signal joins the esolution d the set point and the dynamics of the level of
tank_2.The difference of levds supdiesinformation related to bah tanks and the
interconredion ketween them. The evolution d these signals has been studied in
several simulations of normal operation condtions and fault Situations as
described in last paragraph (Fig. 6.3and Fig. 6.4). Although, nmericd signals
are provided from simulation, human reasoning is performed at a more astraced
level of these signals. Visual appredation d signals evolution is used to define
process behaviour. Consequently the set of rules obtained for supervising this
process uses a qualitative interpretation of numerical signals.

5 . Process variable : Error and filt ered signal 15 Process variable :Level 1-level2 and filtered signal
N - ...Original signdl i ' ' ' Origind sigrl
o : Filtered signal ! S Filtered signd

10}

-5
-10 . . . A . 0 . . . . .
0 500 1000 1500 2000 2500 3000 o 500 1000 1500 2000 2500 3000
Fig. 6.3 Evolution of abstracted data when
several set point changes are performed.
Level 1-level 2 Level 1 -Level 2
1 — T T T 20 T
Valve2is
closed —, Set point
10 form6to 19 1 15} setpoint
/change
° 17 Fault in V1
Valve2is aultin
0 X open X X X 5 ) ‘,/ ) ) )
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
time
Error Error
5 Ve 2l 2 T T T T
Valve2is :)/ae\ée 's ¥~ Set Point
closed ~a } 1H change
Set point
form 6 to 10, -1f Fault in V1
-5 -2
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000

Fig. 6.4 Process dynamics is reflected in the
evolution of error and difference of levels. The
figures represents when valves are closed and

changes in the set point.

It means that Situations are described by experts from trends of signals or
deviations from normal situation and dobal appredation d the regime of the
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process (transient state or steady state). For instance, in the normal operation
mode (when the valves are not closed, PID is well tuned and motor-pump is
running) difference of levels, in permanent regime, remain in a short range
between 6 and 9.5cm (SeeFig. 6.3). Ancther observation example is siown in
Fig. 6.4, when valve 1 is closed, then the system is dabilised in a longer time
than in namal operation condtions. This appredation abou steady state ae
easier to represent in rules than those related to transient state. Because aqjuired
knowledge is not only related to numericd values of signals, it is necessary to
interface bath numericd signals (from simulated processin this case) and KB
defined acwording to qualitative gpredation o these signals. With this aim
gualitative representations of some feaures of numericd signals will be useful.
Thistask is performed by the abstraction todls. Abstractors are defined to suppy
ES with gualitative and numeric significant information oliained from numericd
signals. In the example qualitative tendency and qualitative deviation from this
have been used together with a smocothed signal of original process sgnals (See

Fig. 6.5).

5 . Procgvariable: Errpr and filtereq signal . 15
o ---Origina signal

Process variable :Level 1-level 2 andfiltered signal
g Origind sigrel
Filtered signal

10 ::

500 1000 1500 2000 2500 3000 O 500 1000 1500 2000 2500 3000

-10
0
. Qualitative tendency 1 alitative tendency
T T T T T K P‘ﬂ?v— T T T T
! = 1
- - . - - i - - . - L
o 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000
" Qualitative deviation . . 1 Qualitative deviation . . .
1 1 1
. [ . FW ‘ - ‘ ‘ ‘ T
0 500 1000 1500 2000 2500 3000 0 500 1000 1500 2000 2500 3000

Fig. 6.5 Evolution of abstracted information
(qualitative tendency and deviation) when several
set point changes are performed.

If (error tendency is =)
And (error deviation is =)
And Alternative (levell-level2 deviationis 1 1)
Or Not (levell-level2 tendency is =)
Or (level1l-level2 seoonddkrivative >= 0.15)

EndAlternative Facts Attributes
: error tendency, deviation
Then deduce transent levell-level2  tendency, deviation
Endlf secondderivative
transient

Fig. 6.6 Expert rule, in pseudo code, reasoning
with numerical and qualitative information for
deducing about transient state.
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Using quelitative representations of process variables, it is easier to supdy
adequate information abou process to rule-based ES to diagnose @ou
behaviour. For example arule dedding abou transient state wuld be defined
acording to bah numericd and qualitative descriptions of information related to
process variable@ig. 6.6).

A J

FACT
Builder -H<@b </Cé)>>8-> Access/ D

ES DIP1 ES DIP2 FACT

I
A
/ \ G
N
NEW, FACT FACTs [NEW,FACT FACT { o]
I
Deduced Deduced c
FACTs FACTs S
ESI ES I

Fig. 6.7 Modular implementation of ES in two
levels. Output facts come from deductions or
directly from the input.

Fig. 6.7 show the how the ES deds with input data supgied as facts. The first
ES block deddes abou system regime (transient, permanent) and deduces smple
situations of abnamal operation mode assgning a cetainty value to these new
facts. The second level yields final deductions abou process behaviour when a
fault is provoked. This seamndlevel uses both, deductions of previous level (ES
block) and inpu facts supdied to first block. The division in two levels is
performed after observing the KB obtained from observations and structuring it
as two sets of rules.

Fina implementation d the amplete system in the propossed CASD
framework, isdepicted in Fig. 6.8 The information elaborated by the abstraction
todsis supdied to the ES for fault detedion. Facts are the kind o data structure
that the ES can manage, then a dedicated bock, |2, performs this task (SeeFig.
6.8). In this case, inpu facts are obtained from: set point, difference of levds
(qualitative tendency, quelitative deviation and filtered signal), error (qualitative
tendency, qualitative deviation and filtered signal),andtime. The ES is dructured
in two KB for reasoning abou process behaviour using abstraded information.
NIQO error and NIQO N1-N2 represent the astradion toadls applied to signals
error and dfference of levels to supdy qualitative information abou its
gualitative tendency and degree of devation resped this tendency. Numericd
inpu is filtered and also supgied to the ES. This information is encgpsulated as
facts to be used by the ES. This is the task of blocks conneded as inpu to the
multiplexer (Mux) inFig. 6.8
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Fig. 6.8 Implementation of an ES based
diagnostic structure in the CASSD framework.

Abstraction tod used in this example has been implemented by means of
Simulink blocks. Thus, qualitative information povided by NIQO block is
obtained smocthing inpu data for rgeding cscillations. Then, a qualitative
tendency is obtained from derivative of this snoothed signal splitting the
amplitude spacein five zones (five cdegories or labels of tendency are obtained).
At same time smocthed signal is subtraded from original signal for obtaining a
qualitative index related with the deviation resped to tendency (in this case only
three posshble qualitative deviations are used). A complete description d this
abstrador can be mnsulted in [Colomer et a. 1994 and Fig. 6.9for agraphicd
representation ins Simulink blocks. Thus, eat NIQO block supgies threeoutput
(smocothed signal, quelitative tendency and qualitative deviation resped this
tendency).

Qualitative
eviation
>
30 m
: Zer&(l)drder Sum3 Abs Butter IIR SFouALyl Ut 2
Qualitative
@ D Tendency
. N
G e [T mEIRE | Ay
in 1 Analoa Butterworth SFINFLEXION Lodical  SFPERIODE uD. Sum2 out 1
UP Filtor Overator Mux - SEADAPFILT SFOUALY L, ed
1 Slqnil,E
Fig. 6.9 Abstraction tool implemented by means
of Simulink blocks.
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Evolution d difference of levelsisrepresented in Fig. 6.10when "Valve 1" is
closed to simulate and olstruction in the interconreding ppe. The evolution d
deduced dagnaosticsis reproduced below abstraded information. Diagnastics are
given in a permissble delay of time. The dapsed time for diagnastics could be
reduced but this implies that uncertainty of these deductions increases.

Levell-Level2: Filtered, Tendency(*) and Deviation(**)

15

] E T . 1
‘Lo L L —
(11, 2) P — — r

| A R ; (**)
(. 1YF o M- 1
(Lo L = ]

0.7+ ,2~ 200 v 400 6 0-Q '"..~8GC1~~ 1000
Regi. perma tran tran tran Q-per perma Q-per perma
nent sient sient sient i manent nent manent nent
V1 open -- closed -- closed closed closed closed
V2 open open open open iopen open open open
Pum p good good good good igood good good good
Contr igood good good good i{good good good good

Fig. 6.10 Diagnostic evolution (printed
messages), when valve 1 is closed.

Rules are aranged acarding to the CEES syntax as shown in Fig. 6.11 They
can use both numericd and qualitative information as fads, and the cetainty
asciated to these fads is combined when the rule is fired. The deduced facts
inherit the resulting certainty.

Certainty of \When combination of certainty of
ithis rule the antecedents reaches this
threshald, the ruleisfired.

Rule 160
Certainty 0.9 Threshold 0.5 Trace Yes
Description "Level1-Level 2 na stabili sed'v_|

Text to be printed
when theruleis

+1f (terror).fv.equal (nul) And 0.6 And activated if the trace
(oscerror).fv.equal (nul) is st toyes.
And Alternative
Rule body (oscnivell s).fv.equal (great) Or

Not (tnivells).fv.equal(nul) Or
absolut((dnivells).fv.ddv) >=0.15
EndAlternative
Then deduce(&transient,INTERMEDIATE)

LEndIf : .
EndRule IThe deduced fad combines certainty

of the rule and the certainty of facts
used as antecedents

Fig. 6.11 CEES rule.

Chapter 6: Someillustrative examplesin using the CASSD framework - 113 -



Integration of Knowledge-Based, Qualitative, and Numeric Tools
for Real Time Dynamic Systems Supervision

This example has been used to demonstrate the benefit of using abstraction
tods for interfadng processvariables and ES. The astraction todls are used to
obtain significant information at higher abstradion levels (qualitative
information) from numericd signals. The kind d tod to use in ead development
will be different and the goal is not to buld a dedicaed abstractor for ead
applicaion, bu to chocse the best for ead applicaion from an abstraction
TodBox. This smple gplicaion shows that different information can be used
from asingle signal. Thus, it will be better if al the information abstraded from
this sgnal will be encapsulated in objed-variables and accessble withou using a
dedicaed ouput line for every attribute. In this case the redisationwill be asit is
depicted inFig. 6.12
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Fig. 6.12 Object-Variables embed abstraction
tools to provide ES with necessary information
(numeric and qualitative) from signals.

The benefit of using this architedure is to reduce time in the integration task
and to design rew abstraction tods. Althougha large set of abstraction toadls
have been developed and tested, they are not yet implemented under objed-
variablesand only simple ones are translated to this architecture.

6.3. Qualitative estimation of a variable.

In the following paragraphs an example of how the representation language
ALCMEN is used to estimate qualitatively a variable. After the numeric to
qualitative mnversion wsing the filtering approadh proposed in ALCMEN, the
gualitative processvariables are mmbined using static and dynamic operators to
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obtain a new qualitative variable. This example has been presented in [Melendez
et al. 19961 . A simulated processand controller is used in this example, namely
the previous described laboratory plant composed by two couped tanks with a
PID controller that regulates the level of Tank 2 (See Fig. 6.1in previous
subsection).

In this case, the goal isto deducerougHhy the quaitative evolution d the level
of tank_1 (Level 1) by means of regulator input and ouput variables (control and
level in tank_2). It is presuppased that not information is available dou pipes
cdibre and dameter or shape of tanks. Information abou the processis reduced
to ranges of processvariables. Thisis 0-10 vdts for control variable and 31 cm
for tank levels. Level 1 from the simulated plant will be used, exclusively, to
validate results obtained from qualitative relations used to deduce the qualitative
Level 1 (L1), as it is explained in the following paragraphs.

SetPoint from 5to 10 Set Point from 11to 5

30

o R R EEEE S A M

LEVEL 1

20

' . ' . ' ' :LE\/EL 1
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10 "".‘"l‘\""";—"'[EVELZ NLEVELZ ¢
5 L \y(—_.__._.. e ayE—
' . *  CONTROL / .
o ' ' ONTROL *
0 200 400 600 800 1000 0 200 400 600 800 1000
Time Time

Fig. 6.13 Evolution of signals when changing
Set-point.

For this purpose, control and Level 2 are used as numericd processvariables.
They are mnverted into a qualitative representation by using a block for building
objed-variables with the ALCMEN filtering method (C and L2 are the
gualitative representation d control and level2, respedively). ALCMEN blocks
will be used to peform simple relationships between the qualitative
representation o process variables in order to deduce the Level 1 evolution.
Acoording to physics laws and simple dependencies from common sense, simple
gualitative dependencies can be used to estimate level 1 dynamics (L1).
Variations of the level of tanks (AL) are produced becaise a tange in the inpu
(Qin) or output flow (Qout) of the liquid. Then, level 1 isinterrelated to its inpu
(Q1) and ouput (Q12) flow, at any sample time (k), by (a operator means a kind
of direct dependency between both sides of the equation)

AL1(K)ar Q1(K) - Q12(K) Eq.6-1

L1(k) = L1(k - 1) + a AL1(K) Eq.6-2
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Thus, the problem of representing level 1 is reduced to deduce bath the input
(Q1) and ouput (Q12) flow of tank_1.Q1 isdiredly related to the control signal
considering the motor-pump with rapid response

QL(K)a C(K) Eq.6-3

And Q12 depends only on the difference of levels. If both levels are equdl,
then there is no flow and the variations on ore level provoke a propational
variation in the flow. This is expressed in tle¢ation:

Q12(K)a L1(K) - L2(K) Eq.6-4

Using ALCMEN representation, these simple ‘equations’ can be reproduced.
Level 2 and control are defined as numerica variables, andfilteringis applied for
obtaining a qualitative representation (L2 and C) in their lexicd domain (Ls, Lc).
The lexical domains Ls and Lc are defined

L s={(<empty>,0),(<very low>,1),(<low>,2),(<nor mal>,3),(<high>,4),(<very high>,5)}
L c={(<low>,1),(<normal>,2),(<high>,3)}

Numeric limits for the aisp zones of their ranges are seleded to design eat
label, acording to the observation referred to namal operation mode. For
example, permanent regime is establish with control variable aound 5 vits.
Then, normal label is s€leded to design this zone (4-6 vdts) and inferior and
superior regions are labelledlas andhigh.

Levd2(m): [0 5 10 15 20 25 30

Indices: 0 1 2 3 4 5

Labels: empty v.low low normal high v. high
Control (volts): [0 4 6 10]

Indices: 1 2 3

Labels: low normal high

And filtering is applied
L2 = F(level2/0,5) Eq.6-5

C2 = F(control /1,3 Eq.6-6
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Using these qualitative variables, C and L2, the evolution d L1 is deduced at
any sample time, k, acaording to the previous relationship by following the
gualitative ALCMEN dependencies

Q1(k) = C(k) Eq.6-7
Q12(k) = L1(k) - L2(K) Eq.6-8
AL1(K) = Q1(K) - Q12(K) Eq.6-9
L1(K) = L1k —1) + g+ AL1(K) Eq.6-10

Using ALCMEN block representation in the CASS framework, previous
relation are implemented asis depicted in Fig. 6.14 where blocks labelled as L2
and C, encgosulate numeric and qualitative data in their respedive objed-
variables. Filtering (embedded in the same objed-variable) has been used as
numeric to quelitative interface The block labelled as O6sr di is used to
estimate the qualitative difference (comparison) between L1 and L2, and the
output is suppied to O6co_ge. This block performs the diff erence between the
inpu and ouput flow, bu due to the fad that different lexicd domains are used
in this relationship, the lexicd difference can na be used. In spite of this,
drawbadk, a diff erence between bah magnitudes can be cdculated using tables.
In this case, bloclO6co ge has been used.

Objed-variable buil der lA'-.CZ' %’}‘f
(f||ter|ng) EXCi Ifrerence

Level 2 & " compositiontable
>—>L§ Integrator
L1-L2 |+ 4—
o £, ,

S o6sr_di-—" I
control %4 L1

» > Z:
—b §—> KR Qualitative
O6co_ge O6dr_in estimation of level 1

C

Fig. 6.14 using ALCMEN for qualitative deduction
of level 1 (L1)

Block O6co_ge is defined to caculate amodified dfference @ same time that
some nonlineaity is added to this operation. The table used is represented in
Fig. 6.15
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Lexical domain L1-L2

label nul v. low low normal high v. high
indices 0 1 2 3 4 5
Lexical domain C
label low normal very high
indices 1 2 3
AL1 L1-L2
al0]1]2]3|4|5
c1|o of-1}-1-2-2
2|11 1|0-1-1-2
3|21(1]000
Lexical domain AL1
label | neg. high | negative nul positive | pos. high
indices -2 -1 0 1 2

Fig. 6.15 The composition block is used to
calculate a modified difference between two
qualitative magnitudes.

Level 2 can take any value between maxima and minima, depending onthe set
point value. The evolution d Level 1 is always tied to Level 2. Therefore, the
zones used to qualify Level 2 and Level 1 will be analogows;, moreover, the
lexicd domain must be the same for both variables. This suppaition hes been
taken into account when using lexical difference between both variables.
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Fig. 6.16 Qualitative observer for estimating L1
using controller input and output (control and level 2).

To test the benefits of this qualitative observator, the result obtained has been
compared with the filtered value of the simulated levell. This task is dore by the
block labelled F(label 1) in Fig. 6.16 Both behaviours are depicted in Fig. 6.17
when changes in the set point are ordered. Note that L1 and F(levell) are
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coincident in a permanent regime. Dynamics are dso preserved athoughsome
undesirable transition between indices is given. This is due to the nature of the
gualitative ssmulation with crisp transitions between zones. For example & the
beginning o Fig. 6.18 level 1 and level 2 have undesirable transitions becaise
limit of zones election is exactly the value in the steady state (5cm. for level 2).

SetPoint from 4m. to 11m. 6 Set Point from 11m. to 4m.
L F(levell):
e A=y
% H IRV S I R X
L1 © F(level1) L1

5[3)00 600 700 800 900 1000 500 600 700 800 900 1000

Fig. 6.17 Comparison of qualitative level 1
(indices), L1, obtained with ALCMEN (dotted line)
and, F(levlel), from N/S conversion from direct
measure (solid line).

In alarger and more acairate simulation, several situations can be introduced
in the process For example, processdynamics can be changed by narrowing the
fluid passbetween tanks. This has been dore dosing valve V1. The evolution o
processvariables (level2 and control) and the qualit ative observed level1 (L1) are
represented in the next figures, when the valve is open (Fig. 6.18 and closed
(Fig. 6.19 and the set paint is changed every 750seg. Process dynamics are
different because of this introduced structural change (V1 closed).
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Fig. 6.18 Evolution of L1 when set point is
changed every 750s. Valve V1 is open.
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Fig. 6.19 Evolution of L1 when set point is changed every 750s.
Valve V1 is closed

For instance, this qualitative machines could be used to provide ESs with
meaningful information, avoiding to perform relations between variables into the
ES. In the example, a nonaccesble process variable is rougHy deduced.
Althoughthe evolution d L1 is not very predse, it seans sufficient to deduce
some changes in the dynamics of process.
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Fig. 6.20 Fault diagnosis system dealing with
object-variables and qualitative estimated variables.
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Next step isto ded with this qualitative deduced data, usingit for reasoning
tasks. For instance the previous example of fault diagnosis s/stem of two couped
tanks can be reproduced, using control and level 2 as accessble processvariables
and wsing the ALCMEN relationship to roughy estimate the level 1 dynamics.
The @onfiguration for this example is depicted in Fig. 6.20ALCMEN blocks are
prepared to ded with objed variables, using orly their stored quelitative
information and rebuilding new objed-variables at their output. This objed-
variablesare stored intéactsto be supplied to the ES.

This configuration is being tested. The main dfficulty is using the qualitative
deduced information kecause of the aisp zones. Changes in the qualitative
estimated variables produce sudden transitions from one diagnastic to the
oppaite one. Fuzzy caabilities of ES are being wed to smoothen these
transitions, but this is not always satisfactory.

6.4. Qualitative estimation of temperature in the furnace
of a Municipal Solid Waste Incineration plant.

Simple qualitative relationships have been used to predict the evolution d the
temperature in a furnacefor the incineration o a municipal solid waste (MSW).
Thisis ared plant established in Girona (Spain). The adivity of the plant is to
burn MSW coming from the metropditan areafor produwcing eledricity. MSW
are used as row material to hea water for producing the steam flow that moves a
turbine. M7SW are burned in a furnaceto produce high temperature flue gases
(1000°C) that are used to hea the water. The main dfficulties in controlli ng the
furnace and consequently, the evolution d the output temperature, are due to the
diversity of cdorific value and humidity of the inpu (MSW). This temperature
must be controlled to assure a regular steam flow.

This dionis reproducing the partial work dore to determine the influence of
the quality of MSW on the evolution d the temperature of the furnaces output
fumes. The goal is to establish a quditative model to predict the output
temperature of the furnace This work is nat finished yet, bu partial results are
reproduced here to demonstrate the caabiliti es of using Hock representation o
ALCMEN relationship in qualitative modelling.

6.4.1. Plant description : the furnace.

The main comporent of a furnaceused to bun MSW is the grate. In the plant
of Girona, this is a Martin grate with two inclined conwveyors with badkward
movement. An hydraulic ram is used to adivate the grate to produce ato-and-
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from movement to make the refuse to advance while it is burning. Ashes are
separated by gravity. Fig. 6.21showsthe situation d the main comporentsin the
furnace The MSW passes throughthreedifferent areas in the grate. The first one
is the drier, where the refuse is hea at high temperature to deaease its humidity.
Later on, in the combustion areg the refuse is burned and transformed in ashes
and dag. Finally, the fire extingushes in the third area ad the dlag is geded.
Althoughthe refuse is dried in the first area when it goes troughthe seandareg
the cdorific value and the humidity of this material is not constant, and it is
difficult to control the furnace to assure an uniform flue gas.

Z Flue gas

N

\I\‘IISW-QUGHW Secondary Air
flow

MSW-Input

——

T—

Grate velocity

@ Primary Air flow

Fig. 6.21 Furnace for incinerating MSW.

The burning cgpaaty of this kind d ovens is basicdly determined by the
following variables:

e Quadlity of MSW (cdorific value, humidity, density, compasition,
volatile components, ashes).

» Temperature (in the oven, of the output gas, combustion air)

» Air flow ( In the primary and secondary circuit)

* O, contents.

e Steam flow.

These variables are strondy interrelated. It is difficult to establish a dynamic
model of the furnace becaise some of these variables are difficult to measure or
present a nonuniform distribution in the oven. Despite that the exad
dependencies are not quite known, the influence of some variables on the
evolution d the furnaceis clea and, in fad, control is basicdly performed
actuating on three variables:
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» Combustion air flow.
» Grate movement. Velocity and displacement.
* Quantity of input waste.

Actions on these variables are dedded acmrding to the temperature evolution,
MSW-quality and stean flow in the normal operation mode. O, contents are
taken into acount in start and stop modes. The first variable, combustion air
flow, is automaticdly regulated acarding to the set point established. And the
seand and third variables are manually tuned acwrding to the temperature
variations (in the furnace and steam flow) and MSW-Quality.

6.4.2. About M SW quality.

Municipal waste include a wide range of materials, such as rublish,
vegetables, fruits, paper, plastic, glass tin and so on.All of these materials arrive
to the plant mixed in dfferent propation acerding to the point of origin in the
city (market, city centre, residential areg service exterprises, ...) and the time, and
they are stored mixed within a bunker to be supdied to the furnace
Consequently, the evolution d the furnaceis grongy dependent on the quality of
these MSW, which is a parameter difficult to measure or estimate. The influence
of humidity and cdorific value of the material in determining the quality of MSW
for incineration as depicted in Fig. 6.22is obvious, bu it is also dfficult to
measure both parameters since it is not an homogeneous mixture.

W 80-100
[60-80
[40-60
Il 20-40
m0-20

Humidity

Fig. 6.22 Quality of MSW.

Therefore, the dharge of the furnaceis always asgsted by an human operator
who olserves the mmpasition d the row material and deddes about its quality.
This information is used to adjust the grate movement and the input quantity.
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6.4.3. Qualitative estimation of temperature.

The main problem in controlli ng the furnacedescribed before, is the kind o
row material used as inpu and the inherent difficulty to measure it. As a
consequence, the temperature measured o the flue gas, used in the steam
production, suffers sudden variations as shown in the register of Fig. 6.23 The
output temperature is not very useful in controlling the furnace because of the
thermal inertia of the furnace Therefore, it seems better to undertake some adion
to anticipate process dynamics.

@ Temp. (°C)
1200t | | | | | |
8&)’ WWMWM/AWWWMW
4007
h
Ot I I I I I I ]
0 50 100 150 200 250 300 350

Fig. 6.23 Register of flue gas temperature in the
furnace.

Thus, the dhalenge is to take benefit of the operator experience and process
enginea knowledge and to try to predict the evolution d the furnace Expert
enginea established the influences depicted in Fig. 6.24 between process
variables and MSW, when a postive variation is given ore of the MSW
parameters depicted in the figure

MSW:-Input + Temp.

quantity > oven
+

MSW-Calorifi "

value  ------olol 0 Combustion

*Air flow

Fig. 6.24 Influences between process variables
inside the oven. Dashed arrow shows the action to
perform and solid arrows are given as process
restrictions.
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With the goal of using expert observances, processoperators were asked to fill
a table to rougHy classfy the quality of MSW inpu, acording to their expert
criteria, and the changes performed in the furnaceparameters (grate velocity and
variation d MSW quantity). This information has been used to estimate the
temperature variations in the furnacewithou taking into aceunt the regulation
of the combustion air flow. ALCMEN has been used with this goal to establish a
graph and to simulate these dependencies. It has been tested with the data of a
fortnight during the summer. The lexcal domain for the dl the variablesinvolved
is defined with two pasitive labels for positive increasing (indices 1 and 2 and
two negative, for deaeasing situations (indices -1 and -2) from the normal mode
(index = 0). The MSW-Inpu quantity and gate velocity are obtained dredly as
gualitative variables acwording to the position d commands sleded by the
operator. On the other hand, the indices correspondng to MSW qudlity are
estimated to be centred between 23 and 30% because the period d yea during
which the measures have been aqquired, i.e. summer, is charaderised by wet
garbage (due to the big amourt of fruits and vegetables). Then, the indices used
are:

20 25 30 55% MSW-Quality
MSW-Quality : 2 1o 1 7
MSW-Input quantity. ¥ -2 ~ 1 ' o 1
Grate velocity: T2 T a1 T o 1

And the ALCMEN relationship in the CASS framework, modelling the
pasitive influence of these variables in the evolution d temperature, are depicted
in Fig. 6.25

[T,A31 ‘—NE—
MSW-Quality Ocla"d

T.A21 —PLE

Grate-velocity @mswl

Qsum - h
T A1 _’LE @_,—P QTemp
QEA )

MSW-Input Load data oven2I Measured
Temperature
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Fig. 6.25 Estimation of furnace temperature
using ALCMEN blocks in the CASSD framework.

Two simple blocks (Qsum and Qsum2) have been used to add the MSW
influence (Quality, Grate-velocity and quantity of MSW Input). The behaviour of
this qualitative estimator is tested using qualitative data suppied by the operators
as inpu and the register of temperature in the oven. The temperature evolution
has been smoothed and qualified in 5 zones around the average value. The
comparison of both can be observedrig. 6.26
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Fig. 6.26 Qualitative estimation of temperature
in the furnace.

The validity of these results is up to 215 hous becaise dter that al inpu
remains constant (it was becaise an emergency occurred and operator |eft the last
value). When the time equal 260h.the temperature is deaeasing very fast due to
astop in the plant and which is nat refleded in the input set of values. Then, the
fina set of data must be rejeded. The erolution o qualitative estimated
temperature and the qualificaion d red data have similar behaviour. There does
nat exist a perfed matching ketween bah, bu large oscill ations are more or less
deteded. A delay between bah can be observed, becaise the temperature
transmitter is placed very far from the input of MSW, and the data given, refers
to the inpu MSW. Moreover, MSW quality is given ouside of the input hopper.
Althoughthe general evolution is stisfadory, it must be ntrasted with more
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data and added with the influence of the ar flow athoughit remains constant
when selected a working point.

6.5. Validation of a knowledge base when designing an
ES for fault diagnosis.

In the processof developing an ES for fault diagnaosis the validation d KBsis
very important. When the design admits a moduar partition d the ES in
spedalised tasks, the validation becomes easier. This example is to show how a
CASD framework can be used to validate one modue of the ES. In this case,
the gplicaion was built as a stand-alone gplication linking the ES LabCEES
with a SCADA system monitoring a central heaing dant used for training. The
CASD framework was used to test and tune rule parameters (li mits, certainties,
ranges) in the ES using real data stored in the SCADA system.

A synoptic of this training dant, extraded from the SCADA system, is
reproduwced in Fig. 6.27. Three boilers (one petrol baoler and two gas bailers)
hea water in the primary circuit and this water is pumped by two motor-pumps.

A hea exchanger is used to transmit the hea to the secondary circuit. The
primary circuit is auto-regulated by means of threeways valves to avoid returning
water to be excessively cold. This situation could cause damage in the boiler.

& ESAUEMA DEL PROCES
ANAR_A DETALLAR COMUNICACIO

AJUDA SORTIR!

' Obertura
Valvula

Gravar
Estat.
Sortides.

.

Fig. 6.27 Window from the SCADA system.
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The role of the ESisto supervise the primary circuit to prevent obstructionsin
the pipes by using measured presaures and temperatures. The obstructions are
simulated by closing valves at different points.

In this case, some faults (obstructions) have been reproduced by closing valves
and storing data using the SCADA system. These data have been analysed in the
CASD framework. Simple ES modues have been developed to prevent fault
situations. The ideais to develop simple supervisors gedalised in deteding a
single fault. Measures are diredly converted into facts, and supfied to the ES
modue to reason abou them. One of these modues is tested in Fig. 6.28to
diagnose a&ou status of valve labelled as VBPrp. Its normal state is closed and
misbehaviour is smulated closing this valve. In this case fault detedion is
difficult because the presence of a regulated valve in parale with this one that
compensates the perturbation introduced when VBPrp is open. Additional
drawbad in this process is due to instrumentation restrictions. Measures of
presaures are only available in pairs. Thus, we can only get simultaneously the
pairs of presaures labelled as: Pal-Pa2, Pbl-Pb2, Pcl-Pc2, Pd1-Pd2 and Pel-
Pe2.
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Fig. 6.28 Testing CEES module with real data.

In this kind d process primary circuit is closed. It means that an olstruction
or a similar functional misbehaviour is refleded in the pressures nsors in
similar way independently of the locdisation d the obstruction. Moreover, the
evolution d Pal and Pa2 is smilar for all obstructionandis better to use Pc1 and
Pc2. Thus, following paragraphs are related to this oond fault in Fig. 6.29
Therefore, if it is difficult to detea a fault using ony presaures (Fig. 6.29, the
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use of temperatures (T1-T7) and additional information abou opennessdegreeof
the three ways valvé-{g. 6.30 is necessary to locate the fault (diagnose).

Pressure (bars)
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Fig. 6.29 Measured pressures Pal and Pad and Pc1l and Pc2.
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Fig. 6.30 Evolution of the 3 ways valve and temperatures T1 and T7.

In this case the diff erence of temperatures T1 and T7 related to the paosition d
the valve (openness degreg is used to dfferentiate valve VBPrp from valves
VOglb2and Viglb2 duing the uncertainty time. The evolution d output facts
certainty in the successve gproaches of rules can be observed in the graphs of
Fig. 6.31 When addtiona relations are taken into acoun, faults can be
isolated.

FACTs certainty evolution. Evolution of FACTS certainty.
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Fig. 6.31 Evolution of facts certainty. On the
left, when only pressures is taken into account, and
on the right if additional reasoning about T1-T7 and
degree of openness of Valve3V is performed.
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After vaidation d ead modue rules they can be interconreded to validate
the whde ES. In this case, the CASD framework was only used in validation o
partial KB modues using acquired data. The final implementation was performed
in LabCEES conreded with the SCADA system by means of dynamic data
exchange (DDE) because difficulties in aaquiring pairs of presaures. Thistask is
managed by the SCADA systems acarding to data asked by the ES. This final
implementation is described in [Martinez, 1997. This is the report of a
complementary work of this thesis.
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7.

Conclusions and
Future Work

Global conclusions are summarised here, while partial conclusions have been
added at the end d ead chapter. Main padnts developed in the work are
emphasised and commented in the first subsedion while future work and open
lines derived from this work are added in the second subsection.

7.1. Conclusions.

Despite of the grea number of todls and techniques to assst enginees in the
design d supervisory systems there is not an urified theory and methoddogy to
follow in such developments. While analyticd methods have been proved to be
successul in the first stage of supervisory systems, i.e. analyticd model-based
fault detedion, following steps are dways needed of knowledge-based
techniques. Moreover, the difficulty in oltaining acairate models of process
causes that expert knowledge will be necessary in many appli cations even in fault
detedion. Consequently, Al techniques must be used together with numerica
fadliti es for representing and processng expert knowledge into computers. At
this point, main dfficulties are in managing dfferent kind d information, such as
data (numericd, qualitative, symbadlic or logic) and knavledge, and in integrating
the todls needed for this purpose. It would be very convenient of disposing d all
of these todls, from the Al domain and nunericd methods, avail able in the same
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framework to fadlit ate design task. Additional toodls for representing, evaluating
and testing are also necessary.

Major effort in the work has been focused on olbaining a framework for
asssting supervisory tasks in the design time. The propcsal is centred on
integrating such todls that are required for deding with expert knowledge.
Consequently, the presented framework has been developed by adding artificial
intelli gence tedchniques into a CACSD framework. Several medhanisms have
been developed to suppat engineas to represent knowledge in a graphicd user
interface The benefit of using a graphica user interfacesimplifies leaning and
development tasks.

MATLAB/Simulink has been chosen as darting pant becaise its openness
graphicd user interface (block based graphicd user interface, proximity to
control community (control ToolBoxes and extended use) and numericd fadliti es
(representing capabiliti es and signal processng ToolBoxes). The same proposal
could be tested in another CACSD framework with similar cgpabiliti es. In fad,
G2 was tested at the beginning, becaise its more extended use in industrial
environments, bu it was left behind becaise its poa suppat for signal anaysis
and pocessng, reeded in the interface between expert system and process
(abstractiontods) and dfficultiesfor dedingwith urcertainty and impredsionin
the rule-based ES.

MATLAB/Simulink openness has given the oppatunity of testing OOP as
integration techndogy. Integration hes been dore & level of process variables.
The oncept of objed-variable has been introduced in this thesis as objeds
deding with dynamic data (process variables). Objed-variables are used to
encapsulate dl necessary information related to variables, such as numericd data
(from sensors, simulations or other numericd sources), qualitative data
(qualitative description d process variable, landmarks, and so on), methods (to
obtain significant numericd or qualitative data) and parameters (supdied by
users). Spedfic Simulink block has been designed to ded with objed-variables
building preserving some of the commonly accepted properties of objeds sich as
inheritance, encgpsulation and data hiding. Some dtributes of the objed-
variables are dynamicdly adualised at ead sampling time (process related
information) whil e others can be dhanged asynchronouwsly by users (parameters).
Objed-variables are used to oktain a plain integration d tods. The objedive
consists in that any tod can access process variables in the best representation
(acquired signal, abstracted significant information or qualitative representation).

A set of tods from the Al (Abstraction tods, ALCMEN, CEES), have been
seleded to be integrated in this framework to asdst developing d supervisory
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structures avoiding interfadng poblems. Tods have been adapted to have a
Simulink block representation with capabilities of dealing witfect-variables

Abstraction toals or abstractors are the set of algorithms tested to be useful as
numeric to gqualitative interfaces. These ae the dgorithms to embed into objed-
variables to provide the adequate representation d processvariables at ead todl.
Multiple dgorithms can be used with this purpose and the goal isto dispose of a
library of objed-variable bulders with dfferent capabilities for qualitative
representation and abstradion d significant information. The dedion o one or
other for any task depend on bah, the process variables and the gplicaionto be
developed. Until now, orly two dfferent types of objed-variables have been
build acmrding to two abstradion methods (histogrames and ALCMEN filtering)
but several types of abstradors are being tested to be alded as objed-variables.
Speda emphasis is dore in methods based ontemporal window and trianguar
representation. The first, becaise they give smocothed representation d signals
behaviour that avoid undesired changes in the qualitative representation o
signals and they offer the posshility of event generation. Trianguar
representation is though to provide qualitative representation o signals in
episodes.

ALCMEN has been chosen as a representation language for representing
simple quditative relationship and dependencies. It is not conceived as a
simulation language, bu its utility as qualitative observer, to rougHy deduce or
estimate not accessble process variables, has been demonstrated. Intuitive
relationship, a more formal qualitative models, can be build to be driven with
numericd variables. ALCMEN has been tested with success in severa
applicaions because its smplicity and easy use and tuning. A more wmplete and
formal qualitative simulation language, is though nat to be useful in supervisory
tasks because the impredsion and urcertainty degree introduced after several
iterative steps.

The necessty of production rules for knowledge representation hes been
solved with the shell CEES. It has been seleded because its capabiliti es of
deding with urcertainty and impredsion in bah data and rules. CEES is based
onthe objed oriented approadch where ES are objeds reasoning abou facts. Facts
are build from objed-variables. ES and fact bulders have ablock representation
in the framework for an easy use.

Nowadays, the development of objed oriented techndogies offers a good
solution to structure information. This is very useful when developing large
applicaions. This is the cae of supervisory systems where several toadls can be
applied bu al of them deding at different abstradion levels. When this todls
comes from the atificia intelligence domain, the problem of managing and
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interfadng them increases and the manipulation and reformatting d data become
necessry. In such applicaions the use of objeds allows both data and todls
encapsulation fadlitating its use. In this work, data is encgpsulated at two
different levels as objed-variables or facts. Data flow from one tod, represented
by a block, to another block. The interfacebetween data levels is performed by
‘objed-builders blocks. Other blocks give dired accessto any field in the objed
to work as numerical Simulink data.

Capabiliti es of using this framework in several steps of the supervisory chain
have been tested in severa applicaions. ALCMEN has been validated as useful
tod for building qualitative observers. It has been used to estimate a process
variable by using qualitative representation o available numericd process
variables and performing qualitative relationship between them. In this case
ALCMEN blocks takes the qualitative representation d numericd variables from
the objed-variable structure. Simple qualitative models based on \ariables
interadion have dso been bult. The use of ES interfacad by abstraction todls to
provide adequate representation o dynamic process variables through time has
also been successully tested. Main dfficulties are in chocse alequate parameters
to tune astradion todls to interface description d variables given by experts
with numericd variables coming from process The use of qualitative
observations provided by ALCMEN relationship, together with the ES is being
proved. Difficulty increases in this case becaise the impredsion (in time and
magnitude) of qualitative observed variables.

Experiences with this framework have demonstrated its usefulness for
developing supervisory strategies acarding to rapid prototyping methoddogy.
This is the iterative procedure based on the steps of concept development,
knowledge implementation, testing and analysis to reach the desired goals.

To summarise the main results presented in this thesis consist of the following
developments

o Conceptual study, analysis, development and implementation o
gualitative and symbadlic knowledge processng tods for computer
aided supervisory system design .

 Incorporation d objed oriented techndogy into MATLAB/Simulink
environment.

* Implementation and incorporation & ALCMEN, set of tods for
deding in representation and reasoning with qualitative information, as
a set of blocks as a Simulink ToolBox.

* Implementation and incorporation d rule-base objed-oriented
methoddogies into the MATLAB/Simulink environment. The expert
system CEES ToolBox.
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o Study of possble pradicd applicaions on the base of severa
examples presented in the thesis.

All the tod s were implemented within the same computational platform. This
isan important fador dedding abou easy accessto user friendy environment for
developing padicd applicaions. The implemented tods provide extended
cgpabiliti es, espedally with resped to symbalic information processng which are
nat accessble in the original system. The augmented in this way extended
numericd-symbalic design environment shoud constitute anew paradigm for
Computer Aided Supervisory System Design.

7.2. Future Work.

Necessty of dispose of a framework to design and test supervisory
architedures was in the am of the thesis. It is an adua and open reseach line.
This thesis is only a starting pant and it is gill open in many points. More
emphasis must be put in defining oheds hierarchy and architedure for both data
encapsulation and todls management. In fad adual framework can be enhanced
in following topics:

» The use of objed-variables has been tested to be useful as numerica
to qualitative interfaces. Therefore, a complete set of these obed-
variables must be build as a mmplete library acording to presented
abstraction algorithms.

« More cmmplex objed-variables, as adual facts, can buld in a
hierarchicd architedure to represent knowledge &ou process
variables. This will be useful for new tods deding with knaowvledge
representation and processing.

 ALCMEN, can be improved adding impredsion management in the
relationship. Fuzzy logic can be gplied in the tables implementation
performed. In the same way numeric to quelitative wmnwversion, filtering,
can be implemented as a fuza/fication and adua qualitative variables
can be converted to fuzzy sets.

« The ES, CEES, it is being redesigned to oltain a more flexible
architedure to ded with any objed-variable. The inference mechanism
can be improved with backward tracking and multiple step reasoning.
» Additional todls, analyticd and Al, must be integrated to ded with
objed-variables. For instance statisticd methods or classficaion
algorithms can be used to improve supervisory strategies.

» Data base management could be added to this framework to ded
with case-based reasoning. The mbination o severa reasoning
methods with dfferent types of knowledge representation can be useful
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for the reuse of stored cases in order to deted spedfic situations and
prevent abnormal operation conditions.

All of these improvements must be dore under the new version & MATLAB
(v.5) and Simulink (v.1.2) taken into acournt additional feaures and cgpabiliti es
offered by MathWorks. New structures, nea to oljeds, and ToolBoxes such as
Stateflow and enhanced user interface ontrols are in the same line an will
improve final result.

Moreover, adual tendencies in dstributed application could also be used to
implement a framework for designing supervisory applications. With this am
integration cgpabiliti es can be extended to be used as an in open framework of a
distributed architedure. For this purpose, it is necessary to rebuild the
environment acording to a reference model. One posshility is to adopt the
Objea Model proposed by the OMG (Objea Management Group) . The benefit
of using this model is in the interfadng stage of new and dstributed (in the
network) toals [Vinoski, 1997. The CORBA (Common Objed request Broker
Architedure) spedficaions adoped by the OMG [OMG, 199§ , details the
charaderistics and interfaces to accessto aher objed tods. Using this reference
model for the supervisory tod can fadlit ate the design d supervisory structures.
Objed-variables implemented under this model, or higher objed structure
groupng several objed-variables can be used as srver applicaion to provide dl
necessary information related to process measures.
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Glossary

Acronyms and Abbreviations:

Al :
ALCMEN :

CAD:
CAE:
CASE:
CACE:
CACSD:
CASSD.:
CEES:
CORBA:
ES:
ECMA:
FIR:
KB:
NIST:

Artificial Intelligence

Automaticiand. anguage fo€ausalM odelisation for
Expert iNowledge

Computer Aided Design

Computer-Aided Engineering

Computer-Aided Software Engineering.
Computer-Aided Control Engineering.
Computer-Aided Control Systems Design.
Computer -Aided Supervisory Systems Design
C++ Embedded Expert System.

Common Object Request Brok&rchitecture

Expert System

European Computer Manufacturers' Association
Fuzzy Inductive Reasoning

Knowledge Base

National Institute for Standards and Technology (USA)

OOCACSD: Object Oriented Computer Aided Control Systems Design.

OOES:
OOP:

QR:

Object Oriented Expert System.
Object Oriented programming
Qualitative Reasoning

SCADA: Supervisory Control and Data Acquisition.
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Packages

G2
MATLAB
Matrix,
Simulink
Windows

Trademark of Gensym

Trademark of the Math Works, Inc.
Trademark of Integrated Systems, Inc.
Trademark of Math Works, Inc.
Trademark of Microsoft.
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