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Abstract 

Splicing is the mechanism by which introns are removed from 

the pre-mRNA to create a mature transcript. This process is 

performed by a macromolecular complex, the spliceosome, and 

involves the recognition of the splicing signals in the pre-mRNA. 

These signals are not always perfectly recognized, which allows 

the production of different mature transcripts from a single pre-

mRNA through a process called alternative splicing. This process 

can be regulated by specific protein factors or by other 

mechanisms that affect the recognition of the splicing signals, 

such as the secondary structure adopted by the pre-mRNA. In 

this thesis we have investigated the mechanisms of splicing 

regulation in eukaryotes using computational approaches. 

Moreover, we have also studied the relationship that exists 

between protein factors involved in splicing regulation and 

splicing signals, and how they have co-evolved across species. 

Finally, and considering the possibilities that alternative splicing 

can offer from the evolutionary point of view, he have also 

analyzed the impact of alternative splicing in gene evolution. 
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Resum  

L’splicing és el mecanisme pel qual els introns són eliminats del 

pre-mRNA per generar un trànscrit madur. Aquest procés és dut 

a terme per un complex macromolecular anomenat spliceosoma 

i requereix el reconeixement dels senyals d’splicing al pre-mRNA. 

Aquests senyals no són sempre identificats correctament, el que 

permet la producció de trànscrits diferents a partir d’un únic pre-

mRNA mitjançant un procés anomenat splicing alternatiu. 

Aquest procés pot ser regulat mitjançant factors proteics 

específics o per altres mecanismes que alteren el reconeixement 

dels senyals d’splicing com l’estructura secundària adoptada 

pels pre-mRNAs. En aquesta tesi hem investigat els mecanismes 

de regulació de l’splicing en eucariotes mitjançant tècniques 

computacionals. També hem estudiat la relació existent entre les 

proteïnes que intervenen en la regulació de l’splicing i els senyals 

d’splicing, i com han coevolucionat en diferents espècies. 

Finalment, i tenint en compte les possibilitats que l’splicing 

alternatiu ofereix des del punt de vista evolutiu, també hem 

analitzat l’impacte de l’splicing alternatiu en l’evolució gènica. 
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Preface 

When Francis Crick published the article “Split Genes and RNA 

splicing” in 1979 in which he summarized the revolution that 

splicing was producing in the molecular genetics field, probably 

he could not foresee the real impact that it would have in current 

molecular biology. Nowadays we know that splicing is 

responsible for changes in proteins in response to environmental 

conditions like heat-shock, the generation of the diversity of 

immunoglobulin genes and the production of soluble versions or 

membrane-anchored receptors. We also know that alterations in 

components of the splicing machinery or in the splicing signals 

can be responsible for genetic diseases or even cancer. Thus, 

splicing is somehow virtually related with all processes that exist 

in the cell. 

Despite the amount of research performed during the last thirty 

years, there are still lots of aspects of the splicing mechanism to 

be understood. Nowadays, we may have a clear picture about 

the proteins that compose the spliceosome or how this complex 

machine roughly works. Nevertheless, we do not know the real 

importance of all those proteins nor of all splicing enhancers and 

silencers in the regulation of a particular splicing event. Yet, we 

aim to understand how all of them are regulated. In most of the 

cases, we cannot predict the splicing outcome even when we 

know all the players. And even if we knew, we would still need to 

answer lots of questions. Why all those factors are required? 
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Why do we have splicing? Why virtually everything depends on 

it? Why even though it is so important in humans, it is nearly 

dispensable in other species like yeast? 

The advances in biology and technology have provided us with 

huge amount of data that can be used to try to answer these 

questions. Currently there are over 150 complete genomes 

sequenced, from bacteria to mammals. We can use the genomes 

of these species to learn, among other things, about splicing. For 

instance, we can identify splicing proteins in several species, 

compare them, and try to understand how these changes affect 

the function of these proteins. We can analyze the splicing 

signals of different species, and if they are different, try to 

understand why; or which are the implications of these 

differences in the regulation of this mechanism. Studying 

splicing with a computational approach can allow us to 

understand this process genome-wide, how it works, which are 

the players involved in the game. Furthermore, it can allow us to 

understand the differences across species, which can give us 

some insights about the origin and evolution of this mechanism 

and perhaps its impact on genome complexity. 
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Abbreviations 

3'ss 3' splice site 
3'UTR 3' untranslated region 
5'ss 5' splice site 
5'UTR 5' untranslated region 
AS alternative splicing 
BS branch site 
CAGE cap analysis of gene expression 
cDNA complementary DNA 
dN / Ka non-synonymous substitution rate 
DNA deoxyribonucleic acid 
dS / Ks synonymous substitutions rate 
ESE exonic splicing enhancer 
ESS exonic splicing silencer 
EST expressed sequence tag 
hnRNP heterogeneous nuclear ribonucleoprotein 
CLIP Cross-linking immunoprecipitation 
ISE intronic splicing enhancer 
ISS intronic splicing silencer 
mRNA messenger RNA 
ncRNA non-coding RNA 
nt nucleotide 
NMD nonsense mediated decay 
PCR polymerase chain reaction 
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PPT polypyrimidine tract 
pre-mRNA precursor messenger RNA 
PTC premature termination codon 
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RNA-Seq RNA sequencing 
RRM RNA recognition motif 
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snRNA small nuclear RNA 
snRNP small nuclear ribonucleoprotein 
SR protein serine arginine rich protein 



 

xiii 

Table of contents 

Agradecimientos ...........................................................................  

Abstract ...........................................................................................  

Preface .............................................................................................  

Abbreviations .................................................................................  

I. Introduction .................................................................................  

1. What is splicing? .................................................................  

1.1. The splicing reaction and the spliceosome .........  

1.2. Splicing signals ...........................................................  

1.2.1. The 5’ splice site ................................................  

1.2.2. The 3’ splice site ................................................  

1.2.3. The polypyrimidine tract .................................  

1.2.4. The Branch Site .................................................  

2. Alternative splicing .............................................................  

2.1. Types of alternative splicing ....................................  

3. Mechanisms of splicing regulation ................................  

3.1. Splicing factors ...........................................................  

3.1.1. SR proteins .........................................................  

A. Functions of SR proteins ...................................  

B. Regulation of SR proteins .................................  

3.2. RNA structures ...........................................................  

iii 

vii 

ix 

xi 

1 

3 

5 

8 

8 

8 

9 

10 

11 

12 

13 

14 

16 

18 

19 

19 



 

xiv 

4. Functions of alternative splicing .....................................  

4.1. Impact of alternative splicing on protein 

evolution ...............................................................................  

4.2. Alternative splicing as a post-transcriptional 

regulatory mechanism ......................................................  

II. Objectives ...................................................................................  

III. Results ........................................................................................  

1. Co-evolution of the branch site and SR proteins in 

eukaryotes .................................................................................  

1.1. Manuscript ..................................................................  

1.2. Supplementary material ...........................................  

2. RNA secondary regulates 3’ splice site selection in 

yeast ............................................................................................  

2.1. Manuscript ..................................................................  

2.2. Supplementary material ...........................................  

3. Differentiated evolutionary rates in alternative 

exons and the implications for splicing regulation ..........  

3.1. Manuscript ..................................................................  

3.2. Supplementary material ...........................................  

IV. Discussion.................................................................................  

1. Conservation of SR and SR-like proteins in 

eukaryotes and implications in splicing regulation .........  

21 

 

22 

 

24 

27 

31 

 

33 

35 

41 

 

79 

81 

111 

 

125 

127 

139 

155 

 

157 



 

xv 

2. Relation between SR proteins and the BS ....................  

3. Role of RNA secondary structures in 3’ss selection 

in yeast .......................................................................................  

4. Understanding the impact of AS as gene regulator 

in yeast .......................................................................................  

5. Analyzing the role of AS in sequence evolution ..........  

6. Understanding the relation between transcript 

structure, sequence conservation and AS .........................  

V. Conclusions ...............................................................................  

VI. Appendices ..............................................................................  

Appendix A. Methods to estimate alternative splicing 

levels ...........................................................................................  

Appendix B. Techniques used to identify splicing 

regulatory motifs ......................................................................  

Appendix C. List of publications ...........................................  

VII. References ...............................................................................  

158 

 

160 

 

161 

162 

 

164 

167 

171 

 

173 

 

181 

187 

189 



 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

I. INTRODUCTION 

 

 

 

 





Introduction 

3 

1. What is splicing? 

Splicing is the mechanism by which introns are removed from 

precursor messenger RNAs (pre-mRNAs) to create mature 

transcripts. This mechanism was first observed in the late 

seventies independently by Phillip A Sharp and Richard J. 

Roberts when they detected, using electron microscopy, that 

several regions of the adenovirus 2 messenger RNA (mRNA) 

hybridized with DNA produced "branches" that suggested that 

the mRNA was not fully complementary to the DNA molecule 

(Berget et al., 1977; Chow et al., 1997). Since this initial 

observation, our knowledge on splicing has increased 

considerably. Splicing is no longer regarded as a mechanism 

solely devoted to intron removal, but rather as complex 

mechanism of regulation modulated by specific factors, 

transcription or even chromatin, that is responsible for not only 

the majority of protein diversity observed in higher eukaryotes 

but also post-transcriptional gene regulation (reviewed in Black 

2003; Kornblihtt, 2007; Luco et al., 2011; Blencowe, 2006; 

Lareau et al., 2007a). This mechanism, in turn, has made modern 

biology modify its central dogma1 (Crick, 1958; Crick, 1970) 

                                                            
1 This idea was initially proposed by Francis Crick in 1956 in the letter “On 
protein synthesis”. It was finally published in 1958 under the same name, and 
later revised in 1970. Epistemologically, the term dogma is used incorrectly 
and perhaps paradigm would be more appropriate. 
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where information flows from DNA to RNA and lastly to proteins 

to a rather intricate one (Mattick, 2003) (Figure1). 

 

Figure 1. Schema of the Central Dogma of Biology that illustrates the flow of 
genetic information in eukaryotes as revised by Francis Crick in 1970 (A) and as 
we see it nowadays (B). Solid arrows show general transfers; dashed arrows 
represent special transfers. It has to be considered that splicing can produce 
multiple mRNA isoforms, increasing the complexity of the schema in B. 

In the following sections I will give a brief description on what we 

know about splicing and the differences in splicing across 

eukaryotes. Moreover, I will try to show some of the implications 

that splicing has from the molecular and the evolutionary point of 

view. Therefore, this introduction rather than being exhaustive, 

aims to highlight the most relevant aspects of the field from the 

particular point of view of the thesis that is being presented. 
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1.1. The splicing reaction and the spliceosome 

The splicing reaction happens in the nucleus, either co-

transcriptionally or post-transcriptionally (reviewed in Maniatis 

and Reed, 2002; Neugebauer, 2002), and requires the correct 

identification of exon/intron boundaries in the pre-mRNA. These 

boundaries are defined by the splicing signals, namely, the 5' 

splice site (5'ss), which identifies the beginning of the intron; the 

3'ss, which the end of the intron; the branch site (BS), and the 

polypyrimidine tract (PPT). More details on the specific signals 

will be given in the next section. Biochemically, splicing consists 

of two transesterification reactions. In the first step, the BS 

attacks the 5'ss, which leads to the release of the 5' exon from 

the intron and the formation of a lariat intermediate. In the 

second step, a second transesterification reaction ligates the two 

exons. As a result, the exons appear together in the mature RNA 

and the intron is released in the form of a lariat (Padgett et al., 

1984). In the cell, these signals are recognized by a 

macromolecular complex, the spliceosome, which catalyzes this 

reaction. This process requires the assembly of several 

spliceosome components, including the small nuclear 

ribonucleoprotein complexes (snRNPs) U1, U2, U3, U4/U6 and 

U5, which associate with the pre-mRNA in a stepwise manner. 

During the process, these complexes suffer several structural 

rearrangements in order to catalyze the splicing reaction 

(reviewed in Will and Lührmann, 2010) (Figure 2). There also 
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exist another spliceosome, the minor spliceosome, which is 

composed of different snRNPs (U11 and U12 instead of U1 and 

U2, and U4atac and U6atac instead of U4 and U6) and 

recognizes a small subset of introns containing different splicing 

signals (reviewed in Tarn and Steitz, 1997). From this point 

onwards, I will only discuss the major spliceosome.  

 

Figure 2. Spliceosome cross-intron assembly and disassembly pathway. 
For simplicity, only the ordered interactions of snRNPs (indicated by circles) are 
shown. Exon and intron sequences are represented by boxes and lines, 
respectively. The stages at which the evolutionarily conserved DExH/D-box 
RNA ATPases/helicases PRP5, SUB2/UAP56, PRP28, BRR2, PRP2, PRP16, 
PRP22 and PRP43, or the GTPase SNU114, act to facilitate conformational 
changes are indicated. Adapted from Will and Lührmann, 2010. 

In addition to the spliceosome components, other proteins 

participate in the splicing reaction, such as splicing enhancers, 
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which help in the recognition of the splicing signals. It is of 

special interest how the spliceosome performs the initial 

recognition of the above mentioned splicing signals, as this 

mechanism is one of those studied in this thesis. In higher 

eukaryotes, U1 snRNP recognizes the 5'ss with a direct base 

pairing between the U1 small nuclear RNA (snRNA) and the 5'ss 

(Seraphin and Rosbash, 1989). In the next step, the U2AF dimer 

(U2AF65 + U2AF35) performs the recognition of the PPT and 

the 3'ss (Zamore et al., 1992; Wu et al., 1999). This binding 

recruits SF1, which will contact the BS and promote the final 

recognition of the BS by a direct base pairing with U2 snRNA 

(Berglund et al., 1998) (Figure 3). Despite some differences in 

the components of the spliceosome (Fabrizio et al., 2009), this 

process is highly conserved across eukaryotes.  

 

Figure 3. Initial recognition of the splicing signals by the spliceosome. 
Exons are represented by blue boxes. The intron is represented by a grey line. 
On the left, the figure shows the base pairing of the U1 snRNA with the 5'ss. On 
the right, U2AF65 and U2AF35 bind the PPT and the 3'ss, respectively, 
whereas the branch site is recognized by a direct base pairing with U2 snRNA, 
leaving the A unpaired. 
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1.2. Splicing signals 

The correct identification of the splicing signals is crucial for the 

process of intron removal. Hence, these signals present specific 

sequence particularities that allow for their recognition by the 

spliceosome machinery. Interestingly, we can observe these 

dependencies across evolution, as different species have 

different consensus splicing signals (Schwartz et al., 2008). In 

the following section I explain the most important features of 

these signals, indicating the differences between eukaryotes. 

1.2.1. The 5' splice site 

The 5'ss delimits the exon/intron boundary and is characterized 

by the presence of a GT or a GC dinucleotide that marks the 

beginning of the intron. The most informative positions of the 

5’ss consensus sequence are 9 nt, 3 from the end of the 

upstream exon, the GC or GT dinucleotide, and 4 nucleotides in 

the downstream intron. Regardless of variations, this sequence 

corresponds to the complementary sequence of U1 snRNA 

(Seraphin et al., 1988; Siliciano and Guthrie, 1988) (Figure 4). 

1.2.2. The 3' splice site 

The 3'ss delimits the intron/exon boundary at the 3’ end of the 

intron and consists of an AG dinucleotide, preferentially 
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preceded by a T or a C (Mount, 1982). Despite the low 

information contained in the signal, only 3 nucleotides, its 

recognition is crucial to carry out the second step of the splicing 

reaction in the majority of introns (Wu et al., 1999). Interestingly, 

the protein responsible for the binding of the 3'ss (U2AF35) is 

missing in yeast, which poses an interesting question: how is the 

3'ss recognized in this species? 

 

Figure 4. Comparison of 5'ss and BS sequence logos of H. sapiens, D. 
melanogaster and S. cerevisiae. The position of the upstream exon is 
represented by a blue box and the downstream intron by a grey line. For the 
5'ss, the last four nucleotides in the exon and the first 8 nt nucleotides of the 
downstream intron are shown. At each position, the height of letters is 
proportional to the frequency of the corresponding nucleotide at the given 
position, and nucleotides are listed in descending order of frequency from top to 
bottom. Adapted from Schwartz et al., 2008. 

1.2.3. The polypyrimidine tract 

As its name states, this is a stretch of nucleotides enriched in 

pyrimidines (C and T nucleotides) present at the 3’ end of introns, 

upstream of the 3'ss (Mount, 1982). As mentioned in the 
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previous section, this sequence it is bound by U2AF65 and is 

crucial for both, BS and 3'ss recognition (Zamore et al., 1992; 

Wu et al., 1999). Interestingly, the yeast U2AF65 homolog, 

MUD2 (Abovich et al., 1994), lacks the two RNA recognition 

motifs (RRMs) of U2AF65, which are responsible for the 

recognition of the PPT in higher eukaryotes (Zamore et al., 1992; 

Banerjee et al., 2004). Nevertheless, it has been shown that the 

PPT enhances 3'ss recognition in yeast (Patterson and Guthrie, 

1991), even though its location inside introns in not always next 

to the 3'ss (Kupfer et al., 2004). 

1.2.4. The Branch Site 

In higher eukaryotes, the BS is usually located, on average, 33 nt 

upstream of the 3’ss (Kol et al., 2005), though there are several 

cases reported in which the BS is much more distant (Gooding et 

al., 2006). The position at which the BS is located has been 

shown to be important for splicing efficiency, as increasing the 

distance between the BS and the 3'ss reduces splicing efficiency 

(Cellini et al., 1986). The BS signal is characterized by the 

presence of an invariable A that is responsible for the 

nucleophilic attack on the 5'ss performed during the first step of 

the splicing reaction (Padgett et al., 1984). In contrast to the 

splice sites, the sequence of the BS is highly conserved in yeast 

but very variable in flies and vertebrates (Schwartz et al., 2008) 
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(Figure 4), though during splicing it is recognized by a direct base 

pairing with U2 snRNA (Black et al., 1985). 

2. Alternative splicing 

Splicing signals are crucial for the correct placement of the 

spliceosome in the pre-mRNA and the progression of the splicing 

reaction. Nevertheless, these signals tend to be degenerate and 

therefore, in some cases, the spliceosome machinery alone is not 

sufficient to recognize them (Schaal and Maniatis, 1999; Zhang 

et al., 2005). As a result, splicing is a very flexible mechanism 

that can be regulated, or fine tuned, in very different ways, 

allowing the selection of different combinations of exons from 

the pre-mRNA to create different mRNAs through alternative 

splicing (AS). 

Although initially thought to be the exception rather than the 

rule, recent studies have estimated that up to 95% of genes are 

alternatively spliced in human (Pan et al., 2008). AS is a common 

process occurring in eukaryotes, but the frequency of this 

phenomenon is variable across species (Kim et al., 2007), with 

some species like yeast having less than 1% of transcripts 

alternatively spliced2 (Yassour et al., 2009). 

                                                            
2 There are several methods to estimate alternative splicing levels. More 
details on the techniques used can be found in Appendix A 



Alternative splicing 

12 

2.1. Types of alternative splicing 

According to the changes produced in the mRNA there are five 

main types of alternative splicing (Breitbart et al., 1987) (Figure 

5):  

 

Figure 5. Common types of alternative splicing. Constitutive regions are 
shown in blue and alternative regions in yellow. Introns are represented with a 
grey line. Dashed lines indicate alternative splicing patterns. 

Exon skipping: an internal exon (cassette exon) can be included 

or excluded from the mRNA. 

Alternative 5'ss and 3'ss: an alternative 5'ss or 3'ss is used, 

producing longer or shorter variants of the same exon. 

Intron retention: an intron that can be included or excluded in 

the mature transcript. 
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Mutually exclusive exons: two or more cassette exons that 

cannot appear together in the same mRNA molecule. 

There are other mechanisms that can change exon composition 

in an mRNA without affecting splicing: alternative promoter 

sites, which change the first exon of an mRNA by using 

alternative transcription start sites (Carninci et al., 2006; Kimura 

et al., 2006); alternative polyadenylation sites, which change the 

end of the transcript (Tian et al., 2005). More complex splicing 

events can be obtained as a combination of the events 

previously described (Sammeth et al., 2008). 

3. Mechanisms of splicing regulation 

There are several levels at which splice site selection can be 

regulated. The simplest regulation can be performed directly by 

the spliceosome. Various studies have shown that mutation or 

inhibition of specific components of the spliceosome can change 

splicing patterns (Park et al., 2004; Pleiss et al., 2007; Saltzman 

et al., 2011). Additionally, the increasing evidence that splicing is 

coupled to transcription (reviewed in Maniatis and Reed, 2002; 

Neugebauer, 2002) has also proved that changes affecting 

polymerase elongation rate, such as DNA damage (Munoz et al., 

2009), histone modifications (Lorincz et al., 2004), chromatin 

remodeling complexes (Batsche et al., 2006), or even small 

RNAs that alter chromatin packing (Allo et al., 2009), can 

influence the recognition of splice sites. More recently, it has also 
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been demonstrated that chromatin structure is important for 

splice site recognition at a different level. Genome-wide analyses 

have shown that there is a clear correlation between 

nucleosome positioning and splice site location, suggesting that 

the positions of the nucleosomes on the pre-mRNA are important 

for splice site identification (Schwartz et al., 2009; Tilgner et al., 

2009). Furthermore, it has also been proved that the structure 

adopted by the pre-mRNAs can hinder splice site recognition or 

enhance splicing by bringing splicing signals into close proximity 

(reviewed in Warf and Berglund, 2010). At a different level, 

splice site selection can also be triggered by specific protein 

factors that enhance (splicing enhancers) or decrease (splicing 

silencers) the recognition of the splicing signals by binding to 

specific sequences on the pre-mRNA (reviewed in Black, 2003). 

3.1. Splicing factors 

Proteins that enhance or repress the recognition of splicing 

signals are called splicing factors. These proteins usually bind to 

sequence motifs in exons or introns, which can be classified 

according to their function and location: intronic splicing 

enhancers (ISEs), intronic splicing silencers (ISSs), exonic 

splicing enhancers (ESEs) and exonic splicing silencers (ESSs)3 

(reviewed in Chasin, 2007). Enhancers and silencers perform 

                                                            
3 More details on the techniques used to identify enhancer or silencer 
sequences on the pre-mRNA can be found in Appendix B 
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opposite functions on splice site selection. Therefore, these 

elements act in a combinatorial way. The balance of the 

competing enhancers and silencers determines the final splicing 

outcome (Figure 6) (reviewed in Matlin et al., 2005). 

Furthermore, these sequence elements are important for 

correctly identifying exons and distinguishing them from 

pseudoexons (Corvelo and Eyras, 2008), and participate not only 

in the regulation of alternative exons but also in recognition of 

constitutive exons (reviewed in Chasin, 2007). 

 

Figure 6. Combinatorial control of exon recognition. Alternative splicing 
patterns are indicated by dashed lines. Constitutive and alternative exons are 
marked by blue and yellow boxes respectively. The location of enhancers (ESE, 
ISE) and silencers (ESS, ISS) is indicated by green and red boxes. Enhancers can 
activate adjacent splice sites or antagonize silencers, whereas silencers can 
repress splice sites or enhancers. Exon inclusion or skipping is determined by 
the balance of these elements and the relative abundance of the factors that 
recognize them. Adapted from Matlin et al., 2005. 

There are two main types of splicing factors: splicing enhancers, 

mainly represented by the serine arginine rich (SR) protein 

family, and splicing silencers, mostly represented by hnRNPs. 

Some of these factors are expressed in a tissue specific manner, 

such as Nova1 (Jensen et al., 2000), nPTB (Rahman et al., 2002), 

Fox-1 (Nakahata and Kawamoto, 2005), or CELF (Ladd et al., 

2001), and thereby regulate splicing in specific tissues. Enhancer 
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proteins help the recognition of splicing signals by promoting the 

recruitment of spliceosome components during the early stages 

of spliceosome assembly, mainly through protein-protein 

interactions (reviewed in Graveley, 2000). In contrast, silencer 

proteins inhibit the recognition of splicing signals by 

counteracting the functions of enhancer proteins or by 

preventing their binding to the pre-mRNA (reviewed in Martinez-

Contreras et al., 2007). 

3.1.1. SR proteins 

SR proteins are one of the main enhancer protein families. These 

proteins are characterized by the presence of one or two RNA 

recognition motifs (RRMs) at the N-terminal end and an arginine-

serine rich (RS) domain at the C-terminal end (Fu and Maniatis, 

1992; Zahler et al., 1992) (Figure 7). There are at least 12 

different members of this protein family in human (Manley and 

Krainer, 2010) (Table 1). Members of this family can be found in 

animals, plants and even protists, but their distribution is not 

even across eukaryotes, with some species having expansions of 

particular proteins, and others, such as yeast, lacking all of them 

(Barbosa-Morais et al., 2006).  
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Figure 7. Structure of SR proteins. Conserved domains are marked with solid 
lines. Variable domains are marked with dashed lines. (A) SR proteins 
containing two RRM domains. The second RRM (RRM2) of these proteins is 
characterized by the presence of an invariable SWQDLKD motif. All proteins in 
this group also contain a glycine rich region and an RS domain. (B) SR proteins 
containing one RRM domain. All proteins in this group also contain an RS 
domain. The abbreviations used are: RRM, RNA Recognition Motif; RS domain, 
Arginine serine rich domain; G, Glycine rich region; C, CCHC-type zinc finger 
domain; S, region of interaction with SAFB1. Proteins containing variable 
groups are marked by G, C and S, respectively. 

Table 1. Known SR proteins in human 

Protein/gene 
symbol 

Aliases 

SRSF1 ASF, SF2,SRp30a 
SRSF2 SC35, PR264, SRp30b 
SRSF3 SRp20 
SRSF4 SRp75 
SRSF5 SRp40, HRS 
SRSF6 SRp55, B52 
SRSF7 9G8 
SRSF8 SRp46 
SRSF9 SRp30c 
SRSF10 TARS1,SRp38, SRrp40 
SRSF11 p54, SRp54 
SRSF12 SRrp35 

Adapted from Manley and Krainer, 2010. 
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A. Functions of SR proteins 

SR proteins are known to participate not only in the regulation of 

alternative splicing but are also important for the definition of 

constitutive exons (reviewed in Bourgeois et al., 2004). 

Furthermore, they can also be involved in other cellular 

processes including mRNA nuclear export, mRNA stability and 

quality control, translation, genomic stability, and even 

oncongenic transformation (reviewed in Huang and Steitz, 

2005; Long and Caceres, 2009; Zhong et al., 2009), highlighting 

their key role in post-transcriptional regulation. 

As splicing enhancers, SR proteins may function in two different 

ways. The first possibility is that when bound to the pre-mRNA, 

they recruit spliceosome components through protein-protein 

interactions mediated by the RS domain. These interactions can 

be direct with spliceosomal components containing RS domains, 

such as U2AF65 or the U1 snRNP, or they can be mediated 

through other splicing factors (Wu and Maniatis, 1993). An 

alternative mechanism proposes that when attached to the pre-

mRNA, SR proteins can stabilize the interaction between 

snRNAs and the splicing signals, in a mechanism that is 

conserved across eukaryotes (Shen et al., 2004; Shen and 

Green, 2004; Shen et al., 2006).  
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B. Regulation of SR proteins 

The function of SR proteins can be regulated at different levels. 

On the one hand, it has been shown that the expression levels of 

SR proteins can be regulated by alternative splicing. Pre-mRNAs 

of SR proteins can produce alternative transcripts containing 

premature termination codons (PTCs) that trigger the 

degradation of the mRNAs by nonsense-mediated decay (NMD) 

(Ni et al., 2007; Lareau et al., 2007b). On the other hand, the 

function of SR proteins can be regulated by affecting their 

function as splicing regulators (Prasad et al., 1999) or their 

cellular localization (Caceres et al., 1998; Misteli et al., 1998). 

This can be achieved through phosphorylation or 

dephosphorylation of the RS domain. 

3.2. RNA structures 

During transcription, the pieces of RNA synthesized can fold 

before getting spliced. The secondary structures adopted by the 

pre-mRNA are very important for splicing regulation as they can 

promote or repress the recognition of splicing signals and the 

binding of splicing factors to the pre-mRNA (Figure 8). RNA 

structures can hinder the recognition of splicing signals by 

occluding them and preventing their recognition by spliceosome 

components. Computational genome-wide analyses have shown 

that conserved RNA secondary structures overlapping splice 

sites are related to alternative splicing (Shepard and Hertel, 
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2008). Besides, these structures can facilitate the recognition of 

splicing signals by shortening the distance between them 

(reviewed in Buratti and Baralle, 2004; Warf and Berglund, 

2010). In other cases, RNA structures can regulate complex 

splicing patterns, as in the case of the Dscam gene in Drosophila 

melanogaster (Graveley et al., 2005). 

All these examples may indicate that the secondary structure 

adopted by the pre-mRNA governs splicing. However, RNA folds 

co-transcriptionally (reviewed in Pan and Sosnick, 2006), and the 

particular structures may change when more RNA is available 

(reviewed in Bevilacqua and Blose, 2008; Mahen et al., 2010). 

Furthermore, these structures can be altered by temperature, 

transcription, or other factors that prevent their formation or 

stabilize them (reviewed in Chen, 2008; Pan and Sosnick, 2006; 

Warf and Berglund, 2010), thus providing more possibilities for 

splicing regulation. 
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Figure 8. Role of RNA structures that directly regulate splicing. Exons and 
introns are represented by blue and black lines respectively. (A) Representative 
diagram of structures that inhibit splicing. Shown are stem-loops that repress 
binding of the U1 snRNP (pink) to the 5’ss, the U2 snRNP (light blue) to the BS, 
U2AF65 and U2AF35 (yellow and orange) to the 3’ss, and an SR protein (grey) 
to a sequence within the exon. (B) Representative diagram of structures that aid 
splicing. Depicted is a structure that brings the 5’ and 3’ splice sites into closer 
proximity, a stem that brings the 3’ splice site and branch-point into closer 
proximity, a stem that masks a cryptic 3’ splice site (denoted as YAG) and a 
stem that properly displays an enhancer sequence in the exon that an SR 
protein binds. Adapted from Warf and Berglund, 2010. 

4. Functions of alternative splicing 

Traditionally it was thought that the function of alternative 

transcripts was to increase the protein diversity of an organism 
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(reviewed in Graveley, 2001). However, it has also been shown 

that, in some cases, alternative transcripts do not get translated 

into proteins. These transcripts have low relative abundances 

and usually get degraded, affecting gene regulation at post-

transcriptional level (reviewed in Lareau et al., 2007a). 

4.1. Impact of alternative splicing on protein 

evolution 

Shortly after the first observation that a single pre-mRNA could 

produce different proteins (Berget et al., 1977; Chow et al., 

1977), the idea that this process could open a range of 

possibilities for evolution was also proposed (Gilbert, 1978). 

Further research has highlighted the key role of AS in this 

process. Nowadays, it is known that AS is one of the major 

contributors to protein diversity, probably explaining the 

observed discrepancy between the number of genes and the 

complexity of an organism (Modrek and Lee, 2002; Pan et al., 

2004). Several studies show that AS allows the acquisition of 

new protein functions by creating or adding new functional 

domains, or removing or disrupting existing ones (Hiller et al., 

2005; Kriventseva et al., 2003; Romero et al., 2006; Xing et al., 

Lee, 2003). At the genomic level, this is translated into distinct 

types of alternative splicing events that change the exon 

composition of mature transcripts. 
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The study of how all this protein complexity can be achieved, 

from the molecular point of view, has interested scientists for a 

long time. Measures of the substitution rates at synonymous (Ks 

or dS) and non-synonymous (Ka or dN) sites have demonstrated 

that alternatively spliced regions have higher dN values, i.e. are 

less constrained or under relaxed purifying selection (Iida and 

Akashi, 2000; Xing and Lee, 2005; Chen et al., 2006; Ermakova 

et al., 2006), but also show higher sequence conservation, i.e. 

are under strong purifying selection (Philipps et al., 2004; Sorek 

et al., 2004). This apparent discrepancy is due to the existence of 

different populations of alternative exons: those exons poorly 

included in mRNAs have little effect on fitness and are under 

relaxed selection pressure, which allows them to explore new 

functions and therefore show high dN values. In contrast, 

alternative exons that are highly included in mRNAs show higher 

sequence conservation (Modrek and Lee, 2003). 

This fact has also been related to the acquisition of regulation by 

these exons. Several studies have demonstrated that regulatory 

sequences are under selective pressure (Hurst and Pal, 2001; 

Orban and Olah, 2001; Carlini and Genut, 2006; Parmley et al., 

2006). Furthermore, it has been suggested that poorly included 

alternative exons can appear by de novo exonization of introns or 

other types of non-coding sequences, such as Alu elements 

(Sorek et al., 2002; Modrek and Lee, 2003). At the beginning, 

these exons will have low amounts of regulatory sequences, will 

be included at low rates, and will be under relaxed selective 
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pressure (higher dN and dS values), which will allow them to 

explore new functions with a minimum impact on the normal 

expression of the gene. However, when these alternative exons 

are included at high frequency in mature transcripts, or when 

they change from constitutive to alternative, they will be highly 

regulated, thus showing lower dN and dS values (Xing and Lee, 

2005). 

4.2. Alternative splicing as a post-transcriptional 

regulatory mechanism 

A high proportion of alternative transcripts do not produce 

functional proteins. Instead, these transcripts introduce PTCs 

and get degraded through NMD (reviewed in Maquat, 2006). 

NMD is a surveillance mechanism for mRNA that avoids the 

production of proteins that could have a negative effect on the 

cell (Cali and Anderson, 1998; Maquat and Carmichael, 2001). 

Moreover, it allows modulating the final mRNA concentrations 

on the cell (reviewed in Lejeune and Maquat, 2005). This 

process is widespread across eukaryotes, although the 

mechanisms of action are different. In mammals, NMD is 

triggered in general by the presence of a STOP codon located 

more than 50 nt away from the last exon junction (reviewed in 

Maquat, 2006). In contrast, in other species such as Arabidopsis 

or yeast, NMD is triggered through a longer than expected 3' 
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untranslated region (3'UTR) in the terminal part of genes (Conti 

and Izaurralde, 2005). 

The relevance of AS coupled to NMD is still not clear. There are 

several studies that show that alternatively spliced isoforms that 

are targeted by NMD are conserved across species, suggesting 

that AS coupled to NMD is functional (Baek and Green, 2005; 

Pan et al., 2006). In contrast, other studies show that the 

frequency of the transcripts produced by AS coupled to NMD is 

very low, suggesting that these transcripts are the result of 

splicing noise. Furthermore, degradation of these transcripts 

may have little or no effect on the final mRNA levels (Neu-Yilik et 

al., 2004). Interestingly, several genes have been shown to be 

regulated by NMD. Among these, there are several splicing 

factors and RNA binding proteins that regulate their own splicing 

through the production of isoforms that are degraded by NMD 

(reviewed in Lareau et al., 2007a). Thus, even though AS 

coupled to NMD may not be functional in all cases, subtle 

changes in mRNA levels may be important in a subset of genes. 

Additionally, the regulation of mRNA levels by NMD could also 

have allowed for the appearance during evolution of more 

alternative spliced variants, contributing to the diversity of 

transcripts. 
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There are two main objectives in this thesis. First, we want to 

understand how splicing has changed in eukaryotes. Second, we 

want to study the function of alternative splicing in eukaryotes. 

The specific objectives of the thesis are: 

1. Analyze the conservation of SR and SR-like proteins in 

eukaryotes, with a special interest in the properties of the RS 

domain and its implications in splicing regulation. 

2. Understand the relation between SR proteins and splicing 

signals, specially the branch site. 

3. Study the regulation of splicing in the absence of SR proteins. 

More specifically, the role of RNA secondary structures in 3’ss 

selection in yeast. 

4. Understand the impact of alternative splicing as a mechanism 

to regulate gene expression in yeast. 

5.  Analyze the role of alternative splicing in sequence evolution. 

6. Understand the relation between transcript structure, 

sequence conservation and alternative splicing. 
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1.2. Supplementary Material 

Data sets  

The genome sequences, annotations, and protein datasets were 

obtained for 22 different species including vertebrates (Homo 

sapiens, Gallus gallus and Danio rerio); invertebrates 

(Caenorhabditis elegans and Drosophila melanogaster); plants 

(Arabidopsis thaliana); protists (Cryptosporidium parvum and 

Dictyostelium discoideum); and 14 fungal species from 3 

different groups: Chytridiomycota (Batrachochytrium 

dendrobatidis), Mucoromycotina (Rhizopus oryzae), and 

Dykarya. In the latter group we have the Basidiomycota (Puccinia 

graminis, Cryptococcus neoformans and Ustilago maydis); and 

the Ascomycota (Schizosaccharomyces pombe, Neurospora 

crassa, Coccidiodes immitis, Aspergillus nidulans, Yarrowia 

lipolytica, Debaryomyces hansenii, Ashbya gossypii, 

Kluyveromyces lactis and Saccharomyces cerevisiae) [1].  

The data for A. gossypii, A. nidulans, B. dendrobatidis, K. lactis, N. 

crassa, C. immitis, P. graminis, R. oryzae, S. pombe, C. 

neoformans (JEC21), and U. maydis were obtained from the 

fungal genome resources built by J. Stajich 

(http://fungal.genome.duke.edu/) and from the Broad Institute 

Project page (http://www.broad.mit.edu/annotation/fgi/). The 

gene annotations and the protein prediction sets for R. oryzae, P. 

graminis and B. dendrobatidis were generated with the gene 

http://fungal.genome.duke.edu/
http://www.broad.mit.edu/annotation/fgi/
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prediction program Geneid [2]. We also used the annotations for 

A. thaliana from The Arabidopsis Information Resource [3], C. 

elegans from wormbase version 150 [4], C. parvum from 

CryptoDB.org release 3.6 [5], D. hansenii and Y. lypolitica from 

the Genolevures project web page [6], D. discoideum from NCBI 

[7], D. melanogaster from flybase [8] and H. sapiens, D. rerio, G. 

gallus, and S. cerevisiae from Ensembl version 43, Ensembl 

version 48 and Ensembl version 49 respectively [9]. 

 

Figure S1. Modes of interaction of SR proteins through its RS domain. (A) 
An SR protein bound to an exon can recruit components of the spliceosome 
machinery and facilitate their binding to the pre-mRNA. This interaction is 
performed trough the interaction of the RS domains of the SR and SR-related 
proteins [10]. (B) An SR protein bound to an exon can directly contact the BS 
and stabilize its interaction with the U2 snRNA in a non specific manner [11-
14]. 
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Table S1. Datasets. Characteristics of the datasets used in the analyses. For 
those species with alternative splicing annotation, only constitutive introns 
were used.  

Species Gene number* 
Intron 

number 

Mean 
intron 
length 

Median 
intron 
length 

Mean 
introns 

per 
gene 

D. discoideum 7687 (10522) 15614 167.96 105 2.03 
C. parvum 268 (4278) 420 117.83 62 1.57 
A. thaliana 20810 (27029) 110635 158.25 98 5.32 
H. sapiens 18042 (23224) 152589 5023.86 1445 8.46 
G. gallus 14001(16736) 118444 1717.02 749 8.46 
D. rerio 16385 (21322) 113438 2104.24 808 6.92 
D. melangaster 10708 (14039) 37387 632.67 69 3.49 
C. elegans 19509 (20069) 99978 282.84 63 5.12 
R. oryzae 10279 (12744) 34965 104.15 59 3.40 
B. dendrobatidis 8283 (8956) 28921 158.77 95 3.50 
P. graminis 40724 (50757) 96343 185.64 117 2.36 
C. neoformans 6183 (6652) 32567 85.42 55 5.27 
U. maydis 2462 (6522) 4900 126.95 95 1.99 
S. pombe 206 (4970) 431 82.53 57 2.09 
A. nidulans 8430 (9541) 25585 101.58 63 3.03 
C. immitis 9542 (11640) 30258 209.78 102 3.17 
N. crassa 9795 (12788) 20375 312.04 129 2.08 
Y. lipolytica 658 (6521) 722 269.80 212 1.10 
D. hansenii 326 (6896) 344 167.89 89 1.05 
A. gossypii 171 (4726) 174 113.73 63 1.02 
K. lactis 126 (5331) 127 345.94 273 1.01 
S. cerevisiae 263 (6698) 272 235.95 143 1.03 

*number of spliced genes. Between parentheses we give  the total number of 
genes in the annotation.  

Building of Hidden Markov Models (HMMs) and 

search for splicing factors 

We compiled a set of known splicing factors including SR 

proteins, SR-related proteins, hnRNPs, and other proteins known 

to be involved in splicing (Table S2) from Swissprot database 

and from the literature [15]. Proteins were grouped into families 

and from each group we built a hidden Markov model (HMM) for 

each of the RNA binding domains (RRMs and KH-type) using 
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Hmmer (http://hmmer.janelia.org) [16]. For proteins with no 

RNA binding domain (e.g. SRm300) we built an HMM for the 

entire protein. HMMs for the non-SR proteins but with RRMs 

were used as negative control for the homology search. A list of 

all the proteins used to build the HMMs can be found in Table S2. 

Table S2. List of proteins used to create the HMMs. We build independent 
HMMs for each of the protein domains.  

We searched for SR proteins in all species using the program 

hmmsearch [16] and extracted a list of proteins containing 

candidate RNA binding domains. To define a protein homolog 

we took into account the score of the HMM and the domain 

structure conservation (Figure S2). The order and the number of 

domains were required to be conserved in the query protein. 

Protein subset Proteins used for building the HMMs 

SR proteins ASF SRp30C  RY1 
 SRp20 9G8 SRm300 
 SRp40 SRp55 SRp75 Topo I-B 
 SC35 SRp46 P54 SRp86  
SR-related 
proteins 

U2AF35  TRA2  

 U2AF65 RNPS1 
 MUD2 U1-70K 
 NPL3  
hnRNPs Musashi hnRNP-I 
 hnRNP-A hnRNP-K 
 hnRNP-C hnRNP-L 
 hnRNP-D  hnRNP-M 
 hnRNP-F-H hnRNP-R  
 hnRNP-E hnRNP-K 
 hnRNP-G  
Other proteins CUG FUSE 
 ELAV TIA1 
 U1A U2B’’ 
 U1C U2A 

http://hmmer.janelia.org/
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Figure S2. Homology assignation method. We consider sequence 
conservation and domain structure conservation. First, we score all the RRM 
domains of our query protein with the HMMs built for the different domains of 
known splicing factors. For each of the target proteins, we sum the score of 
collinear domain hits in our query target (e.g. score CUG RRM1 + score CUG 
RRM2 + score CUG RRM3) and we give a value for each of the target proteins 
(e.g., CUG = 45.4; ELAV =124.5). We consider the protein to be orthologous to 
the protein for which the sum of collinear domains is maximal. In the example, 
we would define our query protein as orthologous to ELAV. 

Accordingly, we labeled a protein as ortholog if it had collinear 

hits for a multi domain protein or a single hit for a single domain 

protein, with a global score equal or higher than 100. When no 

clear ortholog could be identified, we took the best candidate 

and built a tree with the RNA binding domains of the possibly 

related proteins to ensure the correct classification (Figures S4, 

S5, S6 and S7). Additionally, we verified that the functional sites 

in the RRM domains [17,18] were conserved.  

In several cases, the protein was not complete or was not found 

in the protein prediction set for a given species. We therefore 

Protein 
candidate 

ELAV    RRM1    RRM2    RRM3 

CUG      RRM1    RRM2    RRM3 

SRp40      RRM1    RRM2 

+ 

- 

score 

124.5 

45.4 

RRM1 RRM2 

ELAV ortholog 

… 

RRM3 

RRM2 RRM3 RRM1 

hn-RNP I   RRM1    RRM2    RRM3    RRM4 
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used a combination of Exonerate [19] and GeneWise [20] to 

search for an SR protein candidate directly in the genome 

sequence. All the candidate homologs were independently 

verified using BLAST [21] against GenBank NR [7] to make sure 

they did not correspond to any other RNA-binding-domain 

containing protein.  

Maximum parsimony tree building 

Maximum parsimony (MP) trees were built using the Close-

Neighbour-Interchange algorithm with search level 3. The initial 

trees were obtained with random addition of sequences using 

10 replicates. The trees (Figures S4, S5, S6 and S7) were drawn 

to scale, with branch lengths calculated using the average 

pathway method, and the units used were the number of 

changes over the whole sequence. All positions containing gaps 

and missing data were eliminated from the dataset. The 

percentage of tree-replicates, from a total of 1000 replicates, in 

which the associated taxa clustered together in the bootstrap 

test are shown next to the branches. Analyses were conducted 

using MEGA4 [22]. 

Splicing factor protein homologs  

A summary of all the proteins identified can be seen in Figure S3. 

Most of the species tested have proteins homologous to the S. 

pombe SR proteins SRP1, which has 1 RRM domain and is 
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homologous to SC35 and SRp46 in human; and SRP2, which 

encodes two RRM domains and is homologous to the proteins of 

the SRp40 family (i.e. SRp40, SRp55 and SRp75) (Figure S4). 

One of the exceptions was C. neoformans, for which we could 

not find SRP1. In fact, no SRP1 homolog was found in other 

closely related species: C. neoformans strain CH99, 

Cryptococcus gattii strain R265 and strain WM276, and 

Coprinus cinereus, which belong to the same subphylum of fungi 

(Agaricomycotina). Interestingly, SRP1 is not essential in fungi 

[23] and has not been implicated in splicing [24]. In contrast, 

SRP2 is essential [25] and has been implicated in the regulation 

of splicing [24]. Moreover, C. neoformans seems to have 

alternative splicing [26]. Thus, although SRP1 was probably lost 

in this lineage, splicing can still be regulated.  

In the case of R. oryzae the SRP1 homolog identified has an 

inversion in the order of the domains, as the RS domain is in the 

N-terminal of the protein instead of in the C-terminal region. The 

protein cannot be unambiguously placed in the domain tree 

(Figure S5), yet we considered this as putative homolog as the 

closest hits were from SRP1 (SC35) homologs. For U. maydis we 

found an SRP2 homolog but the second RRM domain was right 

at edge of the sequence scaffold, so there is no available 

information on the C-terminal region. Interestingly, R. oryzae has 

two non-exact copies of SRP2 (Figure S4) and of TRA2 (Figure 

S5). Thus these are probably recent duplications.  
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Figure S3. Splicing factor map. The two-colour heat-map indicates presence 
(dark blue) or absence (light yellow) of SR and SR-related proteins in each 
species. 
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Figure S4. Maximum Parsimony Tree for SRP2 and ASF homologs. The 
trees are built with the RRM1 (a) and RRM2 (b) of the SRP2 and ASF known 
proteins and candidate homologs. We label each protein using a 4 letter short 
form of the species names (e.g. H. sapiens = Hsap). For metazoan and plants 
we use the protein name when available. For fungi and C. parvum we just use 
the short form of the species name. We label the groups in the tree according 
to their proximity to known proteins. 
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Figure S5. Maximum Parsimony Tree for TRA2 and SC35 homologs. The 
tree has been built with the RRMs from the SC35 and TRA2 known proteins 
and candidate homologs. TRA2 homologs are labelled, whereas SC35 and 
SRp46 homologs are indicated with the gene name if available or, like in the 
case of R. oryzae, with an identifier for the species, e.g. Rory. We label the 
groups in the tree according to their proximity to known proteins. 

Another exception is the Saccharomycetaceae family, which has 

no SR proteins. Instead, they have an NPL3 homolog, whose 

RRMs domains are related to those from SRP2 (Figure S6). We 

also verified that all the Saccharomycetaceae species that have 

been sequenced to date have NPL3 but no SR proteins (data not 

shown).  



Results 

51 

All the species with SR protein homologs also have homologs to 

U2AF35 and U2AF65. In contrast, the Saccharomycetaceae 

have homologs to the S. cerevisiae protein MUD2, which has an 

analogous function to the U2AF dimer. Interestingly, D. hansenii 

has a possible homolog to U2AF35 protein, but we were unable 

to identify a good candidate to the U2AF65 protein. All the 

species analyzed have homologs of U1-70K protein. However, 

we could not identify any homolog of TRA2 in the ascomycetes. 

 

Figure S6. Maximum Parsimony Tree for SRP2 and NPL3 homologs. The 
trees are built with the RRM1 (a) and RRM2 (b) of the SRP2 and NPL3 
homologs. Fungal homologs of SRP2 are denoted by a 4-letter form of the 
species name (e.g. Y. lipolytica = Ylip). For metazoans and plants we add to 
this the protein name when available. We label the groups in the tree 
according to their proximity to known proteins. 

The analysis of protists revealed a more divergent pattern. D. 

discoideum has homologs for TRA2 (Figure S5) and SRp20 
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(Figure S7). In contrast, C. parvum has two SRP1 homologs 

(Figure S5) and one ASF homolog (Figure S4). These differences 

with animals and fungi agree with other divergent properties, like 

the lack of U2AF65 in both species and of U2AF35 in D. 

discoideum [27].  

 

Figure S7. Maximum Parsimony Tree for SC35 and 9G8 homologs. The 
tree has been built with the RRM from the SC35 (and SRp46) and 9G8 (and 
SRp20) known proteins and candidate homologs. For metazoans and plants 
we use the protein name when available. For fungi and protists we just use 
the short form of the species name. We label the groups in the tree according 
to their proximity with known proteins. 
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Regarding the other known SR-protein families: RY1, SRm300, 

TopoI-B and p54/SRp86, we cannot detect any of these outside 

metazoans and plants. In particular, our search based on HMMs 

yielded homologues for all of them in vertebrates and D. 

melanogaster. On the other hand, only P54/SRp86, SRm300 

and RY1 are also present in C. elegans and A. thaliana.  

We could not find homologs for any of them in protists or fungi. 

As RY1, SRm300 and TopoI-B proteins have no RRMs, we 

initially built the HMM using the alignment of the complete 

protein. We subsequently refined the search using a shorter 

more conserved region of the protein to build the HMM. This 

second refined search did not yield any homolog either in fungi 

or protists. The search in metazoans resulted in additional 

proteins: one SRm300 homolog for G. gallus 

(ENSGALP00000002982), one RY1 homolog in D. rerio 

(ENSDARG00000035625) and one p54 homolog in A. thaliana 

(AT3G23900-TAIR-G), which were not found in previous 

genome-wide searches [15].  

The p54/SRp86 proteins, which contain one single RRM in 

human, present an interesting evolutionary pattern. There are 

p54/SRp86 homologs in C. elegans, D. melanogaster, D. rerio 

and A. thaliana with two RRMs instead of one. One of the RRMs 

maintain a strong similarity to the RRM in either the human 

SRp86 (D. rerio) or the human p54 (C. elegans, D. melanogaster, 
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A. thaliana). The other RRM is more divergent and has no 

similarity with any other known RRMs.  

RS domain definition and RS domain repeat analysis 

The RS domain can be easily identified in metazoans as a region 

of high percentage of RS repeats. We observe that the C-terminal 

region of SR protein homologs in fungi and protists is also 

arginine-rich, but they cannot be labeled as RS domains as they 

have very few SR/RS repeats. Accordingly, we defined the 

analogous RS domain (or region of interest) for each protein as 

the C-terminal region outside the RRM. To calculate the 

percentage of repeats we therefore scanned this region with a 

sliding window covering 30 amino acids and counted the 

occurrences of RX or XR, where X = S, D, E and G. For each 

window we calculated the density of repeats as the number of 

repeats found over the maximum number of possible repeats. 

Finally, the reported density for each protein is then the 

maximum obtained using the sliding window. This value reports 

the maximum density of a given type of repeat achieved in the C-

terminal of a protein and therefore indicates the potential to have 

a given function associated to that type of repeat. With this 

calculation we also allow for the same protein to have regions of 

high density for different types of repeats.  

We found that whereas all metazoan SRP2 homologs show a 

high content of RS repeats, this is much lower in fungi in general 
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(Figure S8A). Moreover, for SRP1 the trend is not as strong as for 

SRP2 (Figure S8A). For the TRA2 homologs we measured the 

percentage of repeats at the N- and C- terminus (Figure S8C). 

Remarkably, U1-70K homologs show similar densities of RS 

repeats in all the species, whereas U2AF35 and U2AF65 

homologs in fungi tend to have lower densities of RS repeats 

(Figure S8D). 

 
Figure S8. Repeat composition at the C-terminus of SR and SR-related 
proteins in different species. (A) Composition of repeats of SR proteins 
containing two RRM domains. (B) Composition of the RS domain for SR 
proteins containing one RRM domain. (C) Repeat composition of the N-
terminus (RS1) and C-terminus (RS2) of the SR-related protein TRA2. (D) 
Repeat composition for U1-70K, U2AF36 and U2AF65. 
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U1 and U2 snRNA sequence search 

We searched for the U1 snRNA and U2 snRNA sequences in all 

analyzed species. We compiled a set known U1 and U2 snRNAs 

from Rfam [28]. For the species analyzed we downloaded a 

representative U1 snRNA and U2 snRNA, either seed or full 

member, if available. In the case of the full members, we selected 

the one having the highest score. For those species without an 

U2 snRNA in Rfam, we looked for them in the genomic sequence 

using a multi-step approach: we initially performed a BLAST 

search [21] using a set of known U2 snRNA sequences: H. 

sapiens (M19204, X59360), S. cerevisiae (M14625), S. pombe 

(M23361) and C. neoformans (AE017345.1). For each of the 

target species, we kept the best 3 hits for each query and 

extracted the sequence from each candidate plus 200 nt on 

each side. These sequences were then analyzed with the 

cmsearch program from the Infernal package using the 

covariance model (CM) built for the U2 snRNA seed members in 

Rfam [28]. Because the CM model takes into account both 

sequence and secondary structure information, we manually 

inspected all hits to select those having both sequence and 

secondary structure conservation (Figure S9). 

To identify U1 snRNAs, we followed the same approach as for 

the U2 snRNAs, but we extracted 400 on each side of the BLAST 

hit. We searched using the known U1 snRNAs from H. sapiens 

(V00591), D. melanogaster (K00787), S. pombe, (m29062), A. 
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thaliana (AY222070) and S. cerevisiae (M17205). This search 

only allowed us to identify the B. dendrobatidis U1 snRNA 

homolog. We therefore scanned the entire genome of the other 

species for the sequence that bind the 5’ss in the U1 snRNA 

(ACTTACC) allowing up to one mutation in the sequence. For 

each hit, we extracted 100 nt upstream and 800 nt downstream 

from the sequence and ran the cmsearch program. With this 

approach we were able to identify the U1 snRNA sequences for 

A. nidulans, C. immitits, C. parvum, D. discoideum, D. hansenii, N. 

crassa, P. graminis, R. oryzae, and Y. lipolytica (Figure S10 and 

S11). However, we could not find a candidate for C. neoformans 

and U. maydis. For these two species we repeated the analysis 

allowing up to two mutations in the 5’ss binding site, and 

included other three Cryptococcus species (C. neoformans strain 

CH99, C. gattii strain R265, and C. gattii strain WM276) and 

another basidiomycete, Coprinus cinereus. In none of these 

species we were able to find a good U1 snRNA candidate. Thus, 

these species may have an U1 snRNA with a secondary structure 

divergent from the known ones that cannot be found using this 

approach. 
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Figure S9. Multiple sequence alignment of U1 snRNA homologs. The 
alignment was produced with the cmalig program. The boxed areas of the 
same color show the complementary regions in the secondary structure. 
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Figure S10. Multiple sequence alignment of U1 snRNA homologs. The 
alignment was produced with the cmalig program. The boxed areas of the 
same color show the complementary regions in the secondary structure. 
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Figure S11. Multiple sequence alignment of U1 snRNA yeast like 
homologs. The alignment was produced with the cmalig program. The boxed 
areas of the same color show the complementary regions in the secondary 
structure. 
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Branch site signal conservation and relationship 

with U2 snRNA 

All the found copies of U2 snRNA have an identical binding site 

to the BS: GUGUAGUA (Figure S9). Using this sequence, we 

defined a set of putative BS for each of the species. For each 

species we selected all introns with canonical splice sites 

(GT/AG) and without ambiguous nucleotides in the sequence. 

Furthermore, for those species for which alternative splicing 

information was available, we selected only constitutive introns 

(introns flanked by constitutive splice sites). This was done to 

avoid confusing the BS with other signals possibly involved in the 

regulation of different splicing events. In order to locate putative 

BSs, we looked for 9-mers in the 100 nt upstream of the 3’ splice 

site with the minimum number of nucleotide differences with 

respect to the motif having the canonical base-pairing to the U2 

snRNA (TACTAACAC). If several putative signals with the 

minimal amount of mutations were identified, we kept the one 

closest to the 3’ss. If the intron was shorter than 100 nt, we 

scanned the entire intron. These motifs were defined with an 

invariable A at position 6 and up to 5 mutations relative to 

canonical BS motif. 

The resulting BS sequences are highly degenerated in most of 

the species except in some of the fungi. To quantify the 

variability of the signals, we calculated the total relative entropy 
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between the real signals and the motifs found in a randomized 

sequence set. The total relative entropy, , is calculated 

from the probability distribution of nucleotides, , at 

each position, , in the real signal, , relative to 

the distribution in a randomized set, : 

 

Random introns were produced in the following way: we 

extracted the 100 nt upstream of the acceptor site for each 

intron of the original dataset to define the random sequences. If 

the intron was shorter than 100 nt, we took all the intron 

sequence. Then, we shuffled the nucleotide sequence and look 

for the BS using the protocol described above. This procedure 

was repeated 10 times. 

The median values of the relative entropy for most of the species 

are close to zero, showing that the putative BSs are nearly 

identical to the random ones. Only the ascomycetes show highly 

conserved BS. 

For each predicted BS, we calculated the binding energy to the 

U2 snRNA. We used the program RNAcofold from the Vienna 

RNA package (http://www.tbi.univie.ac.at/~ivo/RNA/) [29]. 

This program calculates the free energy of the base pairing 

between two RNA sequences. To calculate the energy, we 

http://www.tbi.univie.ac.at/~ivo/RNA/
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forced a complete pairing of all the nucleotides in one sequence 

with the corresponding nucleotide in the other sequence. In the 

case of the BS, we also forced the program to not pair the A from 

the branch site with any nucleotide from the other sequence. The 

energy of the base pairing depends on the complementarity 

between both sequences, the length of the sequence, and the 

sequence composition. If the energy is high (negative but close 

to zero), the base pairing is very unstable, because the 

complementarity of the sequences is poor. Conversely, if the 

energy is very negative, the base pairing is much more stable. In 

the defined set of species we see that there is a clear difference 

between the species from the different groups analyzed. Higher 

eukaryotes and protozoa show very unstable BSs (G. gallus 

median BS energy is -0.2), with energy distributions similar to the 

random ones. In contrast, the ascomycetes show more stable 

BS, specially the saccharomycetes (K. lactis median BS energy is 

-3.3). The other fungal species, R. oryzae, B. dendrobatidis and 

the basidiomycetes, have intermediate values between these 

two groups (B. dendrobatidis median energy = -0.5; N. crassa = -

2.2) (Figure S12A). These results are consistent with our analysis 

showing that those species that have highly conserved BS also 

have BSs with the most stable base pairing with U2 snRNA. 
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5’ss signal conservation and relationship with U1 

snRNA 

For each of the analyzed species we extracted the 5’ss signals 

flanking the introns from the defined dataset and obtained the 

weight matrix models for them. Furthermore, we measured the 

relative entropy values for the real sites compared to a set of 

random signals. To define random 5’ ss we scanned the genomic 

sequences of each of the species (both strands) and kept all the 

sequences matching “NNNGTNNNN” where N can be A, T, G or 

C. From this set, we took a random sample of the same size as 

the set of real 5’ ss. This procedure was repeated 10 times. We 

observed that those species having highly conserved BS also 

have highly conserved 5’ss. Nevertheless, 5’ss signals are more 

conserved than the BS signals. 

To measure the stability of the base pairing of 5’ ss signals with 

the U1 snRNA, we searched U1 snRNA sequence homologs in 

the set of species to analyze. In contrast to what happens with 

U2 snRNA, the sequence and the structure of the U1 snRNA is 

more divergent. There are two types of U1 snRNA: a short one, 

with an average length of 161 nt, which is the common form in 

metazoans and most of fungi (Figure S10), and a yeast specific 

U1 snRNA with an average length of 553 nt, which is the 

common form in the Saccharomycetaceae order (Figure S11). 

Our results support the observation that these two types of U1 
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snRNA only share some parts of the secondary structure that is 

common to all U1 snRNAs [28,30]. Interestingly, Y. lipolytica has 

an U1 snRNA similar to the metazoan one but not to the 

Saccharomycetaceae species.  

We calculated the binding energies for U1 snRNA base paring 

with the 5’ss as described before. Contrary to what we expected, 

those species having more degenerate 5’ ss tend to have more 

stable base pairing with the U1 snRNA than those having highly 

conserved signals (Figure S12B). However, we see that there is 

not a clear relationship between these two variables. As 

explained before, the free energy values of the base pairing 

between two sequences depend directly on the sequence 

content. Specifically, pairing between A and T has a lower free 

energy than pairing between C and G. Thus, we wanted to 

elucidate if the observed energetic differences between different 

species were influenced by a sequence bias (i.e. some organisms 

having an AT enrichment) in either the 5'ss signal or the U1 

snRNA sequence. Our results show that the observed energetic 

differences among different species are not due to a bias in 5'ss 

sequences because energies for the pairing between the U1 

snRNA and the 5'ss signals from the random datasets are similar 

across the analyzed species (Figure S12B). Considering the 

existence of sequence variations in the region of the U1 snRNA 

that binds to the 5’ss, we standardized the observed energetic 

values for the pairing of the 5'ss and the U1 snRNA in the 



Co-evolution of the branch site and SR proteins in eukaryotes 

66 

analyzed organisms. For each species, free energy values were 

scaled between 0 and 1, corresponding to the minimal and the 

theoretical maximal free energies respectively. We found no 

differences between the real energetic distributions and the 

standardized ones (data not shown). This demonstrates that the 

observed energetic differences could not be due to variations in 

the U1 snRNA sequences. 

 

Figure S12. Distribution of Energies. Distribution of the energy of binding 
for branch site (A) and 5’ splice site (B) signals. The energy values on the X 
axis are minimum free energy values expressed in kcal/mol. The free energy 
values for the BS and 5’ signals (left) are compared with a random set (right). 
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The polypyrimidine tract (PPT) 

An in depth comparative analysis of PPTs was carried out 

recently [27]. In this work a “PPT enrichment index” was 

calculated as the ratio between the strength in real introns with 

respect to randomized introns. All organisms showed a 

significant bias for having PPTs at the 3’ end of introns. The 

strongest bias was found for metazoans, whereas most fungi 

had very weak PPT bias. Two exceptions were S. cerevisiae and 

K. lactis, which showed stronger bias than the other fungi. Plants 

and Protozoa had intermediate PPTs. In the same work it was 

also found that the strength of the PPT correlated to changes in 

key residues in the splicing factor recognizing it, U2AF. Since we 

cover a similar range of species as in Schwartz et al. 2008 [27], 

we expect that a similar analysis would yield identical results.  

Using an alternative approach for the PPT analysis [31-33], we 

searched for PPTs in the set of species analyzed. Similarly to our 

analysis of BSs, we also considered the prediction of PPTs in a 

set of randomized sequences. The method from Schwartz et al. 

2008 scans only the 50nt from the 3’ end and accepts only 

predictions ending in the last 10nt. Thus, we can obtain a 

measure similar to the enrichment index from Schwartz et al. 

2008 [27] by considering the ratio of the proportion of introns 

with PPTs ending within the last 5nt of the introns, which we call 

STRONG, in the real data set over the same proportion in the 

random dataset. Figure S13 shows these values. This result 
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recapitulates the behavior observed in [27] for PPTs: a general 

enrichment (value > 1), with the highest values for metazoans 

and the lowest for fungi. Among fungi K. lactis and S. cerevisiae 

are an exception, as they have higher values than any other 

fungi. The case of Y. lipolytica is singular as it lacks PPTs 

between the BS and the 3’ ss [27].  

 

Figure S13. Ratio of the predicted PPTs ending within the 5nt of the introns 
(STRONG) in real versus randomized introns. For each species we show the 
value of dividing the fraction of real introns with strong PPTs over the fraction 
of randomized introns with strong PPTs. 

These results and results from Schwartz et al. do not show any 

clear direct correlation between the SR-proteins and the 

properties of the PPT signal. However, for the species R. oryzae, 

B. dendrobatidis and P. graminis, which were not included in 

Schwartz et al. 2008, we find a bias similar to metazoans. 

Interestingly, these are also the fungi that have more SR protein 
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homologues and higher content of RS repeats than any other 

fungi.  

It is known that fungal species tend to have PPTs upstream of the 

BS [34]. There are singular cases like Y. lipolytica, which lacks 

any PPT downstream of the BS but has a C-rich signal upstream 

of the BS [27]. We have carried out analysis of the predicted 

PPTs according to their position relative to the predicted BS 

(using our method). For each set of introns (real and random) we 

labeled the predicted PPTs as upstream if they started before the 

predicted BS for that intron or downstream if they started after 

the BS. For each species we calculated the ratio between the 

number of real and random PPTs for the upstream and 

downstream cases (Figure S14). For the randomized introns, all 

species have approximately the same proportion of upstream 

PPTs (58,8% on average) and downstream PPTs (41.2% on 

average).  
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Figure S14. Ratio of the number of PPTs in real versus randomized introns, 
separated by the relative position with respect to the branch site (BS): 
upstream or downstream. A value of 1 means that randomized introns have 
on average the same number upstream (or downstream) introns than in the 
real introns. This ratio accounts for the differences in sequence background 
between species. A bar well above or below 1 represents a bias towards a 
overrepresentation or underrepresentation, respectively, of PPTs in the 
corresponding side of the BS. 

Metazoans show a trend towards downstream PPTs and fungi 

have a general trend to have more upstream PPTs. Interestingly, 

R. oryzae shows a metazoan-like behaviour, and B. dendrobatidis 

and P. graminis show no positional bias. The rest of fungi show a 

strong bias towards PPTs upstream of the BS, except for K. lactis 

and S. cerevisiae, which seem to also have a balance between 

upstream and downstream no different from random. Our 

analysis also reproduces the singular case of Y. lipolytica 

mentioned above. Finally, protozoa and plants show no 

positional bias like B. dendrobatidis and P. graminis.  
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Density of Exonic Splicing Enhancers 

Both modes of action described for SR proteins require their 

binding to Exonic Splicing Enhancer motifs (ESE). To measure 

the potential to bind SR proteins, we calculated the coverage of 

different sets of predicted ESEs [35-37] in the 50bp next to each 

splice sites. We discarded all those exons which length was 

smaller than 50 nt. Intriguingly, we found for all species a similar 

distribution of densities for the ESE set [37] (Figure S15), with 

the only exception of D. discoideum, which shows lower density 

of binding sites. Using the set of binding sites obtained from 

SELEX experiments [35,36] we found that all SR protein binding 

sites appear at similar levels in all species (Figure S15). 

Interestingly, the fungal species with no SR protein homologs 

have a density of binding sites similar to those with SR proteins. 

Moreover, the percentage of exons for which we mapped each 

subset of motifs is also very similar across species (Table S3). 

Thus, assuming that the binding specificity for SR proteins has 

remained similar across evolution, they would have the potential 

to bind to exons from all the species analyzed. Since we have 

found evidence that SR proteins are ancestral to eukaryotes, this 

analysis will show that they had the potential to bind in exons 

whether or not they were actually involved in splicing in the 

ancestral eukaryote. 
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Figure S15. Density of Exonic Splicing Enhancers in different species. The 
plot shows the distributions per species of the density of ESEs in exons, 
calculated over the 50bp next to the 5’ splice site (A) and the 3’ splice site (B) 
discarding the 3bp next to the splice site. We show the coverage for a set of 
SR protein binding sites obtained from SELEX experiments (SF2/ASF, SC35, 
SRP40, SRP55) [36], the set of predicted ESEs from [37], and for the motif 
GAA, which is known to bind TRA2 and some SR proteins [35]. 
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ABSTRACT 

Alternative splicing is the mechanism by which different 

combinations of exons in the pre-mRNA give raise to several 

mature mRNAs. In higher eukaryotes, this process is usually 

regulated by protein factors, which bind to the pre-mRNA and 

affect the recognition of splicing signals. Yeast species lack 

many of the regulatory splicing factors present in metazoans, 

and therefore, it was considered until recently that they did not 

have any alternative splicing. In this work, we show that RNA 

secondary structure is important for 3’ splice site (3’ss) 

recognition in yeast through a process that is conserved across 

yeast species. Moreover, using the properties of pre-mRNA 

sequences and information about the secondary structure they 

can adopt, we have built a model that correctly predicts over 

90% of 3’ss in yeast. This method also allows predicting 
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alternative 3’ss. These alternative 3’ss rather than increasing the 

protein repertoire in yeast, they introduce premature termination 

codons (PTCs), which would trigger the degradation of these 

mRNAs by non-sense mediated decay (NMD). 

INTRODUCTION 

Splicing is the mechanism by which introns are removed from 

the pre-mRNA to create the mature transcripts. In higher 

eukaryotes this process involves, apart from the core machinery 

of the spliceosome, many auxiliary factors, e.g. SR proteins or 

hnRNPs, which can enhance or block the recognition of splicing 

signals (reviewed in Jurica and Moore, 2003). These factors 

allow the modulation of the splicing reaction and thus, the 

existence of alternative splicing. In contrast to what happens in 

higher eukaryotes, yeast species do not have as many auxiliary 

factors (Schwartz et al., 2008; Plass et al., 2008). This reduces 

the number of regulatory mechanisms and makes splicing to be 

more dependent on cis acting elements. In the case of 

Saccharomyces cerevisiae, the rules for 5’ splice site (5’ss) and 

branch site (BS) recognition are well understood (reviewed in 

Madhani and Guthrie, 1994). In contrast, there is still controversy 

about the mechanisms involved in 3' splice site (3’ss) 

recognition. Yeast lacks the U2AF heterodimer, which is crucial 

for 3’ss recognition in higher eukaryotes (Wu et al., 1999); 

hence, in theory, any CAG, TAG, or AAG (HAGs) placed at a right 



Results 

83 

distance from the branch site (BS) could function as a 3’ss. A 

scanning mechanism from the BS onwards has been proposed 

for 3’ss selection (Smith et al., 1993), although not always the 

first AG downstream of the BS is used. Additionally, several cis 

acting factors have been found to influence 3’ss selection in 

yeast. For instance, a U-rich tract can allow the usage of a more 

distant AG (Patterson and Guthrie 1991), the 5’ss sequence can 

guide 3’ss choice (Goguel and Rosbash, 1993), the exonic 

sequence just after the AG can help identify the true splice site 

(Crotti and Horowitz, 2009), and distance from the BS also 

constitutes a critical element (Cellini et al., 1986; Luukkonen and 

Seraphin, 1997). However, how 3’ss selection works is still not 

fully understood.  

One of the possible elements that can allow regulation of 3’ss 

selection is the secondary structure adopted by the nascent pre-

mRNA. Previously, it has been shown that the structure adopted 

by pre-mRNAs can affect splice site recognition in human 

(Shepard and Hertel, 2008). In yeast, RNA secondary structure 

has been shown to influence 5’ss recognition by shortening the 

5’ss-BS distance (Rogic et al., 2008) or by sequestering splice 

site signals (Deshler and Rossi, 1991; Goguel et al., 1993). 

Interestingly, the structures adopted by the pre-mRNA can be 

subject to modulation, as changes in transcription rate of the 

RNA polymerase or temperature can affect their formation and 

stability (Pan and Sosnick, 2006; Mahen et al., 2010; Chen, 

2008) and, consequently, could regulate 3’ss selection in yeast. 
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The correct identification of splice sites is one of the most 

challenging aspects of gene annotation. Current wealth of 

genomic data provides an opportunity for integration by applying 

statistical learning methods in order to extract patterns and 

thereby new biological insight and testable hypotheses. These 

computational methodologies, generally called Machine 

Learning (ML) methods (Mitchell, 1997), work by reading input 

data in order to estimate relationships or probabilities for a 

number of observables, thereby learning properties that 

characterize the classification values. ML methods have been 

employed in a variety of biological problems to build predictive 

models (Larranaga et al., 2006). For instance, a recent 

application of an ML algorithm has proved successful to predict 

the splicing properties of exons from a large number of sequence 

features (Barash et al., 2010). A class of generally used ML 

methods are Support Vector Machines (SVM). SVMs are 

supervised learning algorithms that, given a dataset represented 

as a set of features and a binary classification (i.e positive and 

negative cases), find the combination of features that provides 

an optimal separation between the instances of the two classes 

(see e.g Ben-Hur et al., 2008). SVMs are widely used in 

computational biology and have been shown to achieve high 

accuracy in a variety of problems, including the prediction of 

splice sites (Yamamura and Gotoh, 2003; Sun et al., 2003; 

Zhang et al., 2003; Sonnenburg et al., 2007) and alternative 

exons (Dror et al., 2005). 



Results 

85 

In this work, we investigate the role of RNA secondary structure 

in 3’ss selection in yeast and integrate sequence and secondary 

structure information of the pre-mRNA to generate a model to 

predict 3’ss signals. Our results show that RNA structure plays a 

crucial role in 3’ss selection in yeast, and that this mechanism is 

conserved across yeast species. Moreover, using the SVM 

model, we show that 3’ss selection is more dynamic than 

previously thought and suggest that RNA secondary structure is 

not only relevant for the recognition of constitutive 3’ss but also 

plays a role in the regulation of mRNA expression, as it allows the 

usage of alternative 3’ss that would trigger NMD. 

MATERIALS AND METHODS 

Datasets 

Details on the datasets used can be found in Supplementary 

Material. 

Branch Site Prediction 

To predict branch sites, introns were scanned for NNNTRACNN 

motifs up to 200 nt upstream from the 3’ss, and those with the 

smallest Hamming distance to the TACTRACNN sequence were 

predicted as BS. When several motifs with identical Hamming 

distances were found, an additional selection based on potential 

base pairing to U2 snRNA was applied using RNAcofold 
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(Hofacker, 2009), forcing an unpaired branch site A. If several 

motifs had the same potential, the one closer to the 3’ss was 

selected. 

Secondary structure prediction 

For each intron, we recovered the sequence between the BS and 

the 3’ss, discarding both signals. From this region, we further 

removed the first eight nucleotides after the BS A, as previous 

experiments show that these nucleotides cannot be part of a 

secondary structure (data not shown). In the selected region, we 

predicted a putative secondary structure using the program 

RNAfold from the Vienna package (Hofacker, 2009) with default 

parameters.  

Effective distance measure 

We defined the distance between the BS and any 3’ss as the 

number of nucleotides between the A of the BS and the 3’ss, 

including only the latter. Using this definition, 

TACTAACACNNNN|TAG would give a distance of 10 nt. We 

defined the effective BS-3’ss distance as the linear distance (in 

nucleotides) between the BS and the 3’ss after removing the 

secondary structure. More specifically, we removed all the bases 

that were part of a structured region, and the 2 bases 
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corresponding to the beginning and the end of the structured 

region were added substituting each structured region. 

Accessibility measurement 

Accessibility is defined as the probability of a nucleotide not 

being base-paired with any other nucleotide, i.e. one minus the 

pair probability. We calculated pair probabilities using the 

program RNAfold (Hofacker, 2009). The accessibility  of a 

HAG at position k is calculated as the average of the 

accessibilities of each of the nucleotides a in the HAG, , 

, in four different windows of lengths 

, where  is the BS-HAG distance: 

 

Support Vector Machine classifier 

To identify candidate alternative 3’ss we built an SVM with a 

linear kernel using the program Gist2.3 (Pavlidis et al., 2004) 

(http://svm.sdsc.edu). In this case we wanted to classify HAGs 

into positive (functional 3’ss) and negatives (non-functional 3’ss). 

We considered the positive set to be all the annotated 3’ss in our 

dataset (282), and the negative set, all the HAGs labeled as 

intronic (97) or exonic (11527) (see Supplementary Material), 

and whose effective distance was smaller than 52 nt, as this is 

http://svm.sdsc.edu/
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the maximum BS-3’ss effective distance for a 3’ss to be 

recognized (Meyer et al., unpublished). We used the intronic and 

exonic HAGs as a negative set as we expect that the majority of 

them would be true negatives, as there is no evidence of their 

usage. However, we could expect that a small subset of them 

might be possible alternative 3’ss. In our approach these would 

be false positives. Thus we reasoned, as explained below, that 

using the predictive model at a very low false positive rate (FPR), 

would allow us to obtain the small fraction of cases that would 

be candidate alternative 3’ss. 

In order to avoid a biased training due to the unbalanced nature 

of the training datasets, a total of 10000 SVM models were 

calculated, sampling randomly for each one 200 positive and 

200 negative cases. Next, each of the SVM models was used to 

score all other HAGs not used for training (11506) and 

classifying them as functional or non-functional 3’ss according to 

their score, using zero as a cutoff value. Using this approach, 

each HAG was classified as positive or negative approximately 

10000 times. Since the scores of the SVM models cannot be 

compared between experiments, to combine the SVM models, 

we defined a score (score1) for each HAG to be the proportion of 

SVM models (out of the 10000) for which the HAG was 

classified as positive, using a cutoff value of zero. Additionally, for 

each HAG we defined a second score (score2), which was 

defined as the proportion of models in which a HAG was 

classified as positive, but at a fixed FPR. That is, for each of the 
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10000 SVMs, we produced two classifications: one with zero 

cutoff value, to produce the score1; and a second one, for which 

the cutoff value was set such that only 0.5% of the non-

annotated HAGs were classified as functional 3’ss, i.e. only 0.5% 

of false positives were allowed per SVM model, to produce 

score2. This second scoring scheme for HAGs, score2, ensures 

that the classification was made at a fixed FPR of 0.5%. 

The list of features selected to build the Support Vectors of each 

of the 3’ss analyzed are detailed in the Supplementary Material. 

Analysis of S. cerevisiae RNA-Seq reads 

We used RNA-seq data from two studies (Yassour et al., 2009, 

Nagalakshmi et al., 2008) (Supplementary Table 2). Reads were 

mapped against S. cerevisiae genome (SGD July 2009) (Engel et 

al., 2010) using GEM (http://gemlibrary.sourceforge.net), 

allowing 2 mismatches and with default parameters. Reads that 

did not map to the genome were then used to find candidate 

splice junctions using GEM split-mapper 

(http://gemlibrary.sourceforge.net). This tool tests all possible 

mapping combinations by splitting the reads into two parts. In 

this case, for reads of length 36, the split-point ranges between 

10 and 27. Moreover, the consensus motifs GT-AG and GC-AG 

for the splice-site dinucleotides were provided to GEM split-

mapper to narrow down the search space of the mapping. 

Additionally, the split-mapping was done using a maximum of 1 

http://gemlibrary.sourceforge.net/
http://gemlibrary.sourceforge.net/
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mismatch position in the read sequence. Only reads with 1 split-

mapping (uniquely split-mapped) were selected. The last two 

columns of Supplementary Table 2 provide the number of all 

(unique + non-unique) and unique split-mapped reads obtained 

for each RNA-Seq dataset. We clustered reads according to the 

split-map positions (start and end of the putative intron) and 

calculated for each cluster the total number of reads and the 

number of non-redundant sequences (reads with different 

sequence). 

Blast search of alternative splicing products 

We obtained the mRNA sequences and the protein sequences, 

when applicable, resulting from the usage of the predicted 

alternative 3’ss. For all the predicted proteins (alternative 3’ss in 

the coding region), we looked for homologous sequences in the 

non-redundant protein database (nr) from RefSeq (Pruitt et al., 

2007) using blastp (Altschul et al., 1997), imposing that the 

variable region was part of an alignment. In the cases in which 

we predicted alternative 3’ss in non-coding genes (snRN17A and 

snRN17B), we looked for homologous sequences in nr database 

using blastn (Altschul et al., 1997). 
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RESULTS 

Yeast introns contain few intronic HAGs 

We built a dataset of canonical introns from S. cerevisiae and for 

each of them we predicted the BS signal (see Supplementary 

Material). In this set, composed of 282 introns, there are 44 

introns containing a total of 100 intronic HAGs that could be 

functional (Supplementary Material). This number is significantly 

lower than the 226 cases that would be expected by chance 

(chi-square test p-value = 1.71e-17), indicating a selective 

pressure against HAGs upstream of annotated 3’ss. 

RNA structures shorten BS-3’ss distance 

We predicted RNA secondary structures between the BS and the 

3’ss for each intron in the dataset (see Materials and Methods). 

These predictions and further analyses described are accessible 

at http://regulatorygenomics.upf.edu/Software/Yeast_Introns/. 

We found that 113 introns from the set (40%) contain a structure 

in this region. Interestingly, all those introns with a BS-3’ss 

distance larger than 45 nt included a structure (Figure 1a). 

Interestingly, when computing the effective BS-3’ss distance 

(see Materials and Methods), the resulting length distribution is 

not significantly different from the one of introns without 

structures (Wilcoxon signed-rank test p-value = 3.4e-01; Figure 

1a). As a consequence, the effective BS-3’ss distance is never 

http://regulatorygenomics.upf.edu/Software/Yeast_Introns/


RNA secondary structure regulates 3’ss selection in yeast 

92 

larger than 45 nt. This result suggests that 45 nt may be the 

maximum distance for efficient splicing in S. cerevisiae. Similar 

results are observed in the other yeast species analyzed (see 

Supplementary Material and Supplementary Figure 1). 

Importantly as well, while random sequences also show this 

behavior, their effective distance is significantly longer (see 

Supplementary Material and Supplementary Figure 2). 

 

Figure 1. Position and accessibility of 3' splice sites. (a) Distribution of S. 
cerevisiae intron lengths. Introns are separated in two categories, those that 
contain a secondary structure in this region (black); and those that do not 
(light gray). The effective distance of introns containing a secondary structure 
is also shown (dark gray line). (b) Boxplot diagram showing accessibility 
values for annotated and cryptic (intronic and exonic) 3’ss. Dashed lines 
indicate the value distribution between the maximum and minimum (thin 
horizontal lines). Boxes include 50% of the values. Thick lines indicate median 
values and outliers are shown as open circles. 

RNA secondary structure blocks the recognition of 

cryptic 3’ss 

To evaluate the possibility that RNA folds occlude cryptic 3’ss 

from the spliceosome, we calculated the accessibility of all 



Results 

93 

intronic, exonic and annotated HAGs (see Materials and 

Methods and Supplementary Material). Our data show that 

accessibility values are significantly higher for real than for 

cryptic 3’ss (Figure 1b). Significantly, real 3’ss are predicted to be 

more accessible than intronic HAGs, which is not expected in 

random sequences (Wilcoxon signed-rank test p-value real vs 

intronic = 5.50e-05; real vs exonic = 2.2e-16). These results, 

replicated in other yeast species analyzed (Supplementary Figure 

3), are consistent with a role of RNA structures in favouring the 

selection of real 3’ss. 

Alternative splicing prediction using a Support 

Vector Machine (SVM) 

The previous results suggest that RNA structure may be 

important for understanding 3’ss selection in yeast. Therefore, 

we built an SVM classifier using as positive set all HAGs 

annotated as real 3’ss, and as negatives all cryptic 3’ss, i.e. all 

non-annotated intronic and exonic HAGs (see Supplementary 

Material). The sequence features considered for the 

classification were the splice site sequence, the pyrimidine 

content between the BS and the 3’ss, and the distance to the 

polypyrimidine tract (PPT). Additionally, we considered the 

accessibility of the candidate 3’ss, which is related to the 

secondary structure of the pre-mRNA. We also considered the 

effective distance between the BS and the HAG as a filter, as we 
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have recently shown that there is a maximum effective distance 

beyond which the HAG is never used as 3’ss (Meyer et al., 

unpublished). Using the scoring schema score1 (see Materials 

and Methods), the overall performance of the SVM classifier is 

very good (AUC = 0.981; Figure 2a and b). 

 

Figure 2. Evaluation of SVM classifier scoring methods. Receiving 
Operating Characteristic (ROC) curves of the SVM classifier using score1 (a) 
or score2 (c). For each threshold of the score, the x-axis represents the true 
positive rate (TPR), i.e the proportion of positive cases that are correctly 
predicted; and the y-axis represents the false positive rate (FPR), i.e. the 
proportion of negative cases that are predicted as positive. The distribution of 
values for positive cases (dark grey) and negative cases (light grey) together 
with the color scale for the different thresholds used can be seen at the 
bottom of the figure. Precision-recall curves of the SVM classifier using score1 
(b) or score2 (d). Here the x-axis represents the recall or TPR and the y-axis 
represents the precision, i.e. the proportion of predicted cases that are 
actually positive for a given threshold. 
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Moreover, using a threshold of 1, i.e. selecting only HAGs that 

were classified as positive by all SVM models, our method is able 

to predict correctly 93% of real 3’ss (263/282) with only 2% of 

false positives (311/11624). On the other hand, the positive 

predictive value (PPV) of the method, i.e. the proportion of true 

positives from those predicted as positive, is 0.45 (Figure 2b), 

since we obtain more false positives than true positives. 

We considered the problem of predicting alternative 3’ss as the 

classification as positive of cryptic sites originally labeled as 

negative. In this classification problem, we gave greater 

relevance to the false positive rate (FPR), rather than to the true 

positive rate (TPR); as for this problem the objective is not to 

recover as many annotated 3’ss as possible, but to select 

potential new 3’ss with high specificity. With scoring scheme 

score1 we were predicting only a small percentage of negative 

cases as positives (2% of false positives). However, we decided 

to obtain a more conservative estimate and change the scoring 

schema of the SVM models so that we could get a set of 

predictions with smaller FPR and a higher PPV. With this 

purpose, we designed the scoring schema score2 (see Materials 

and Methods). Using score2, the overall performance of the SVM 

classifier is slightly worse than using score1 (AUC = 0.9122), but 

we get a better separation of positive and negative cases (Figure 

1c). We selected a threshold of 0.983 for score2, i.e. we selected 

only those HAGs that were classified HAGs as positive by 98.3% 

of the 10000 SVM models at a FPR of 0.5%. With this threshold 
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we obtained a high PPV (0.83), keeping a reasonable amount of 

true positives (TPR = 0.64) (Figure 1d) and predicting only a small 

fraction of cryptic HAGs (34 cases; FPR = 0.0029) as positives. 

These HAGs represent the subset that is most similar to the set 

of annotated ones and thus, we considered them as candidate 

alternative 3’ss (Table 1).  

Validation of predicted alternative 3’ss 

We used reads from two published RNA-Seq experiments 

(Yassour et al., 2009; Nagalakshmi et al., 2008) to validate the 

candidate alternative 3’ss predicted with the SVM (Table 2). We 

mapped the reads to the yeast genome allowing for mappings 

across splice-junctions using GT/AG and GC/AG as possible 

splice sites (see Materials and Methods). Interestingly, we found 

a direct relation between SVM score2 and the proportion of 

cases validated by RNA-Seq reads (Figure 3a and b). In the case 

of non-annotated HAGs, the percentage of cases that can be 

validated at any SVM score cut-off is much lower than for real 

3’ss (Figure 3b). Additionally, when we considered the score2 

threshold to be 0.983, i.e. we considered only those non-

annotated HAGs that are candidate alternative 3’ss, 7 out of the 

34 predicted cases (∼20%) are validated by RNA-Seq reads 

(Table1). This represents more than a 50-fold enrichment over all 

HAGs predicted as negative (43 cases validated with RNA-Seq 

reads, i.e. 0.4% of all negative cases). 
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Table 1. Alternative 3’ss candidates 

AG name 
Gene 
Name 

AG 
Type 

SVM 
Score 

Number 
of reads 

Splicing 
evidence 

chrII:366501-366582:-:YBR062C_28 - I-1 1 1 reads 

chrII:592412-592763:-:YBR181C_41 RPS26B E1 1 0 NO 

chrII:60190-60693:-:YBL087C_48 RPL23A E1 1 0 NO 

chrIII:107034-107110:+:YCL005W-A_47 VMA9 E1 1 0 NO 

chrIII:107034-107110:+:YCL005W-A_54‡ VMA9 E2 0.984 0 NO 

chrIV:1103808-1103890:+:YDR318W_31†‡ MCM21 E1 0.998 0 NO 

chrIV:1236836-1237601:+:YDR381W_42 YRA1 E2 1 0 NO 

chrIV:399360-399482:+:YDL029W_25 ARP2 E1 1 1 reads 

chrIV:431385-431470:-:YDL012C_52 - E1 1 0 NO 

chrIV:629904-630171:+:YDR092W_38 UBC13 I-7 1 1 reads 

chrIV:65308-65378:+:YDL219W_46 DTD1 E1 1 0 NO 

chrIX:47699-47760:+:YIL156W-B_21 - E 1 4 reads 

chrV:184169-184676:-:YER014C-A_17 BUD25 I-8 1 0 NO 

chrV:396807-397277:+:YER117W_56† RPL23B E1 1 0 EST 
chrVI:221256-221402:-:YFR031C-A_39 RPL2A E1 0.999 0 NO 
chrVI:64599-64919:-:YFL034C-A_24 RPL22B E1 1 0 NO* 

chrVII:31427-31578:-:YGL251C_29 HFM1 I-4 1 0 NO* 

chrVII:555835-556311:+:YGR034W_45 RPL26B E1 0.999 0 NO 

chrVIII:251158-251250:+:YHR076W_27 PTC7 E1 1 0 NO 

chrX:580340-581044:+:YJR079W_21 - I-1 1 0 NO 

chrXI:158622-158971:+:YKL156W_40 RPS27A E1 1 0 NO 

chrXI:83004-83079:+:YKL190W_25 CNB1 E1 1 0 NO 

chrXII:550461-550576:-:YLR202C_32 - I-3 1 0 NO 

chrXII:564457-564515:-:YLR211C_40†‡ - E1 0.983 0 NO 

chrXII:786616-786712:+:YLR329W_16 REC102 I-1 1 0 NO 

chrXII:819331-819777:+:YLR344W_36 RPL26A E1 1 0 NO 

chrXIV:185493-185587:+:YNL246W_14 VPS75 I-3 1 0 NO 

chrXIV:185493-185587:+:YNL246W_26 VPS75 I-1 1 2 NO 

chrXIV:557612-557685:+:YNL038W_27 GPI15 E1 1 1 reads 

chrXIV:622947-623288:+:YNL004W_32 HRB1 E2 1 0 NO* 

chrXV:242441-242503:-:YOL047C_20 - E1 1 0 NO 

chrXV:780122-780278:+:snR17a_15‡ SNR17A E1 1 0 NO 

chrXVI:138725-138863:+:YPL218W_22 SAR1 E1 1 1 reads 

chrXVI:281373-281502:-:snR17b_15‡ SNR17B E1 1 0 NO 

chrVII:1084890-1085037:+:YGR296W_42Τ YFR1-3 E1 0.994 0 NO 

chrXIV:5932-6079:-:YNL339C_42Τ YFR1-6 E1 0.995 0 NO 

chrXVI:5841-5988:-:YPL283C_42Τ YFR1-7 E1 0.995 0 NO 
‡ cases that do not introduce PTC 
† cases predicted as 3’ss only at 37ºC 
Τ cases predicted as 3’ss only at 22ºC 
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Figure 3. Cumulative distribution of HAGs that are validated by RNA-Seq 
reads, for annotated 3’ss (a) and for cryptic 3’ss (b). On the x-axis the values of 
score2 threshold used as cut-off are shown. The left y-axis represents the 
percentage of HAGs that have a score2 higher or equal to that given on the x-
axis (grey bars). The right y-axis represents the percentage of cases with a 
score2 higher or equal to that given on the x-axis and that can be validated 
using RNA-Seq reads (black line). 

Identification of constitutive and alternative 3’ss in 

5’UTR regions  

There are very few known 5’UTR introns in Yeast (Engel et al., 

2010). SGD only contains 24 5’UTR annotations in coding 

genes, all of them containing 5’UTR introns. These introns, which 

we did not use for training, represent an independent set on 

which to validate the SVM model. For each of these introns we 

predicted the BS, located all intronic, exonic, and annotated 

HAGs as before, and extracted the features described previously 
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(Supplementary Material). Applying the SVM classifier using 

score1 we can correctly predict 91% of the real 3’ss (22/24) and 

predict ∼3% of false positives (29/1084). Using score2 and the 

threshold defined above for predicting alternative 3’ss (0.983), 

we were able to correctly predict 17 out of 24 (71%) known 3’ss, 

and only 4 of the cryptic ones (0.4%) as positives. Interestingly, 3 

out of these 4 possible alternative 3’ss have reads supporting 

them (Table 3). This represents a ∼74 fold enrichment compared 

to all cryptic 3’ss in 5’UTR regions, as only 11 of the 1084 

negative cases have RNA-Seq evidence (∼1%). In one particular 

case, corresponding to an intronic HAG in RPS22B gene, we 

found 78 reads validating the alternative 3’ss, suggesting that 

some of the predicted cases can have an impact on mRNA 

regulation. These results confirm that our SVM model is able to 

distinguish real from false 3’ss and that can be used to predict 

new alternative 3’ss. 

Table 2. Alternative 3’ss candidates from annotated 5’UTR introns 

AG name 
Gene 
Name 

AG 
Type 

SVM 
Score 

Number 
of reads 

Splicing 
evidence 

chrXI:166405-166492:+:YKL150W_10  MCR1 I-1 0.9968 1 reads 

chrXI:166405-166492:+:YKL150W_28 † MCR1 E1 0.9961 0 NO 

chrXI:93317-93470:-:YKL186C_13  MTR2 I-3 1 2 reads 

chrXII:855877-856433:+:YLR367W_15 RPS22B I-1 1 78 reads 
† cases predicted as 3’ss only at 37ºC 
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Effects of temperature on 3’ss selection 

We have shown that the secondary structure adopted by the pre-

mRNA affects 3’ss selection and can be used to predict 

alternative 3’ss. However, the impact of these structures on 

splice site selection can change if the structures are altered. One 

of the elements affecting secondary structures is the 

temperature. Thus, as our previous predictions were made at 

37ºC, we analyzed the possible impact of temperature change 

on 3’ss selection by checking the properties of all HAGs at 22ºC. 

Our results show that, in the case of annotated 3’ss, the 

maximum effective distance found is the same at both 

conditions even though the effective length distributions differ 

(Wilcoxon signed rank test p-value < 0.001; Figure 4a). As 

expected, at this temperature the accessibility of HAGs from all 

categories is lower when compared to the predictions at 37ºC 

(statistical significant differences of accessibility values at 37ºC 

compared to 22ºC for real 3’ss, Wilcoxon signed-rank test p-

value = 4.086e-05, and for exonic HAGs, Wilcoxon signed rank 

test p-value < 2.2e-16. No significant differences were found for 

intronic HAGs) (Figure 4b). This suggests that the ability of the 

spliceosome to recognize 3’ss may be dependent on the 

temperature, i.e. temperature specific splicing events. To test this 

hypothesis we rebuilt the SVM classifier using the properties of 

HAGs at 22ºC. In this case, we selected a score2 threshold of 

0.994, such as we would obtain the same FPR as before (FPR = 
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0.0029). Using this threshold, 31 of the 34 alternative 3’ss 

predictions in coding regions (Table 1), and 3 of the 4 alternative 

3’ss in 5’UTR regions (Table 2) are shared in the two conditions, 

showing that the effect of temperature on 3’ss selection is not 

very strong in the selection of alternative 3’ss. 

 

Figure 4. (a) Comparison of BS-3’ss length distribution at 37ºC (continuous 
lines) and 22ºC (dashed lines). The plot shows the length distribution of BS-
3’ss without a secondary structure (light grey line) and for those with a 
predicted secondary structure (black line). In the cases in which a secondary 
structure was predicted, the distribution of the effective distances is also 
shown (grey line). (b) Box plots representing accessibility values distribution 
at 37ºC and 22ºC for real 3’ss, intronic HAGs and exonic HAGs. Accessibility 
values are shown on the y-axis, which vary between 0 (always covered by a 
secondary structure) and 1 (never covered by a secondary structure). 

Function of the predicted alternative 3’ss 

We checked whether the usage of the alternative 3’ss predicted 

would introduce PTCs that would trigger the degradation of the 

resulting transcripts by NMD. In fact, 32 of the 35 candidate 

alternative 3’ss in coding regions introduce a PTC (Table 1). In 

these cases, the 3’UTR is enlarged on average by 578 nt. Hence, 
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the PTCs will possibly trigger NMD. This hypothesis is also 

supported by the fact that we could not find homologs of the 

mRNAs or translated products resulting from the usage of the 

candidate alternative 3’ss (see Supplementary Material). In the 3 

cases in which no PTC is introduced (Table 1), the alternative 

3’ss introduce a deletion in the final protein that does not appear 

in the homologous proteins and corresponds to a conserved 

region, therefore suggesting an alteration or lost of functionality 

of the proteins containing the deletion (see Supplementary 

Material and Supplementary Figures 5, 6 and 7). 

Discussion and Conclusions 

The analyses described allow to establish a general role of RNA 

secondary structure in 3’ss selection. We have shown that the 

RNA secondary structure adopted by nascent pre-mRNAs have a 

crucial role in 3'ss selection and is more widespread than 

previously thought. We have seen that for over a third of yeast 

introns the RNA secondary structure modulates splicing 

selection. On the one hand, RNA structures regulate the 

accessibility of a given 3'ss to the spliceosome (Figure 1 and 4), 

as we see that accessibility is higher in real 3’ss compared to 

cryptic 3’ss. On the other hand, RNA structures ensure a correct 

distance between the BS and the 3'ss (Figure 1 and 4). Distant 

3'ss have always a secondary structure that brings them closer 

to the BS. We have predicted this to occur at distances of at least 
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45 nt in naturally occurring introns. This maximum effective 

distance is significantly lower than what has been reported in 

other studies, both in vitro in HeLa extracts (Smith et al., 1993) or 

in vivo in yeast (Cellini et al., 1986), and compared to the random 

distribution. 

Furthermore, we have used the properties derived from the RNA 

structure to build a computational method, based on a support 

vector machine (SVM) model to predict 3’ss in yeast. Using this 

method we are able to correctly recover 93% of real 3’ss with 

only 2% of false positives. Moreover, we can apply the SVM 

model to an independent dataset of 5’UTR introns obtaining 

similar TPR and FPR (TPR = 0.91; FPR = 0.26). The data used for 

training the SVM model includes only information extracted from 

the sequence in the BS-3’ss region and the downstream exon, 

and the secondary structure that the sequence can adopt. Thus, 

our results suggest that these features may be sufficient to 

identify real 3’ss in yeast. Accordingly, in the majority of the 

cases, 3’ss selection may not require the presence of auxiliary 

factors, which is consistent with the fact that splicing factors that 

enhance splicing seem to be missing in yeast (Plass et al., 2008; 

Schwartz et al., 2008), and may rely solely on the sequence 

surrounding the 3’ss and its secondary structure. Interestingly, as 

the structural properties of the sequence surrounding the 3’ss 

can change with temperature (Chen, 2008), these changes have 

an impact in the selection of 3’ss. Indeed, the comparison of the 

properties of HAGs at 22ºC and 37ºC show that the structural 
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properties of the sequence upstream of alternative 3’ss change 

with temperature (Figure 4b). These changes affect the 

prediction outcome of ∼10% of the alternative 3’ss predicted 

using score2. Additionally, we have shown that the accessibility 

of 3’ss is higher at 37ºC (Figure 3b), which is in agreement with 

the fact that at high temperatures secondary structures present 

lower stabilities. Therefore, high temperatures will facilitate the 

usage of alternative 3’ss that may be hidden at lower 

temperatures, allowing the regulation of 3’ss in a temperature 

dependent manner (Meyer et al., unpublished). 

The validation of the alternative 3’ss by RNA-Seq reads shows 

that the usage of the predicted splice sites is lower than that of 

the corresponding annotated 3’ss. This low usage of the 

alternative 3’ss suggests that either they are used at very low 

levels, e.g. only under very specific conditions, or that they 

introduce a PTC that would then trigger the degradation of the 

resulting transcripts possibly by NMD. In fact, 32 of the 35 

candidate alternative 3’ss in coding regions introduce a PTC. In 

these cases, the 3’UTR is enlarged on average by 578nt, which is 

much longer than the average of 144 nt for the 3’UTR length in 

yeast genes (Graber et al., 1999). In yeast, NMD is triggered by 

PTCs that create long 3’UTRs (Amrani et al., 2004). Moreover, 

it’s also known that the mRNA levels of those genes that have 

3’UTR longer than average are regulated by NMD (Kebaara and 

Atkin, 2009). Thus, our findings suggest a possible role of these 
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alternative 3’ss in the regulation of mRNA levels by NMD. 

Furthermore, the hypothesis that these alternative 3’ss may 

produce NMD is also supported by the fact that we could not find 

homologs of the mRNAs or translated products resulting from 

the usage of the candidate alternative 3’ss. 

Recent papers have shown that NMD coupled to the production 

of splicing variants to regulate mRNA levels is a regulatory 

mechanism more extended than previously thought (Baek and 

Green, 2005; Pan et al., 2008; Sayani et al., 2008). Moreover, it 

has also been shown that the fact that lots of alternative splicing 

events trigger NMD caused the underestimation of alternative 

splicing levels in several species. The results provided in this 

work are in agreement with these ideas, as we are able to predict 

previously unknown alternative splicing events that would 

trigger NMD. We also show that in the case of yeast, the 

regulation of 3’ss selection can be performed independently of 

external factors and that the properties of the sequence are 

enough to define the splicing outcome for the majority of 3’ss. 
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2.2. Supplementary Material 

Yeast intron datasets 

We downloaded the annotation and genomic sequence of S. 

cerevisiae from the Saccharomyces Genome Database (SGD 

July 2009) (Engel et al., 2010). We then extracted all introns 

from chromosomal genes (327) and kept only those that had 

length > 0 nt, canonical splice sites (GT or GC at the 5’ss and AG 

at the 3’ss) and did not have any ambiguous nucleotide (N) in the 

sequence, obtaining a final set of 282 introns.  

We used Galaxy (Goecks et al., 2010) to extract the homologous 

regions to the S. cerevisae introns in 5 Saccharomyces species 

(S. paradoxus, S. mikatae, S. kudriavzevii, S. bayanus, and S. 

castellii). From these, we extracted the genomic alignments for 

the yeast species provided by UCSC (Fujita et al., 2011) and kept 

only those containing canonical splice sites and no ambiguous 

nucleotides in the sequence (Supplementary Table 1). For each 

of the homologous introns obtained, we did independent BS 

predictions applying the same method used for S. cerevisiae. 

Subsequently, we built pairwise alignments between each of the 

putative introns and the S. cerevisiae homologous introns using 

PRANK (Loytynoja et al., 2008). In the website 

http://regulatorygenomics.upf.edu/Software/Yeast_Introns/ 

we show all S. cerevisiae introns together with their homolog 

http://regulatorygenomics.upf.edu/Software/Yeast_Introns/
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counterparts identified in the other yeast species (those that 

contained the BS aligned with the S. cerevisiae BS). 

HAGs dataset 

For each intron we collected the set of all HAGs (AAG, TAG and 

CAG) located between 10 nt downstream of the BS and the end 

of the downstream exon and classified them as real if they were 

annotated 3’ss, intronic if they were not annotated as 3’ss and 

were located between the BS and the annotated 3’ss; and exonic 

if they were located in the downstream exon and not annotated 

as 3’ss. Both exonic and intronic HAGs were considered as 

negatives to build the SVM and the annotated 3’ss were 

considered as positives. 

S. cerevisiae 5’UTR intron dataset 

To build the 5’UTR intron dataset we extracted a set of 24 5’ UTR 

exons from SGD (Engel et al., 2010). These introns were not 

included in the set used to build the SVM as they do not have an 

annotated upstream exon and the available annotation of the 

downstream exon is not always compatible with the intron, i.e. 

the annotated downstream exon starts downstream of the 

annotated 3’ss). In the cases in which the downstream exon was 

not compatible with the intron, we extended the exon length so 

that the start would coincide with the annotated 3’ss. All these 
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introns contain canonical splice sites and a branch site sequence 

predicted as described in the Materials and Methods section. 

From this set we then collected all HAGs located between the BS 

and the end of the downstream exon resulting in 24 annotated 

3’ss, 9 intronic HAGs and 1075 exonic HAGs with an effective 

distance <= 51 nt 

Effective distance for random sets 

To assess the significance of our findings regarding the effective 

distance we generated two sets of random sequences to 

compare to. First, for each of the annotated 3’ss we took the 

sequence between the BS and the 3’ss, discarding the first 8 nt 

after the Branch Site A. The first random set was composed of 

1000 randomized sequences for each of the original sequences 

extracted, therefore maintaining sequence content and length 

distribution. To generate the second set, for each of the real 

sequences, we extracted 1000 random sequences of the same 

length from the genome, therefore maintaining only the same 

length distribution. Then, for each of these sequences we did an 

RNA structure prediction using the program RNAfold from the 

Vienna package (Hofacker, 2009) with default parameters and 

measured the effective distance. For each of the 2000 random 

datasets (1000 sets composed of 282 randomized sequences 

and 1000 sets composed of 282 random sequences) we 

measured the maximum effective length obtained in each of 
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them. Both distributions are significantly different from the real 

dataset (Supplementary Figure 2): the empirical p-values for the 

comparisons to randomized introns and random introns are 

0.002 and 0.008, respectively. 

Features selected to build the SVM 

The list of features selected to build the Support Vectors of each 

of the 3’ss analyzed are the following: 

Splice site sequence: We scored each of the splice sites, AAG, 

CAG and UAG, using the log2-rate of the their frequency in the 

set of annotated 3’ss relative to their frequency in the set of 

unannotated HAGs. 

Distance to the BS: For each HAG we measured the distance to 

the predicted BS. We defined the distance between the BS and 

any HAG as the number of nucleotides between the A of the BS 

and the HAG, including the last position. Using this definition, 

TACTAACACNNNNTAG would represent a distance of 10 nt. 

Relative accessibility: For each HAG, the relative accessibility 

Ak
(R) was calculated by normalizing the square of the accessibility 

(Ak) to the maximum accessibility of a HAG in the intronic or 

exonic region around the same annotated 3’ splice site: 
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Polypyrimidine content: The polypyrimidine content was 

measured as the proportion of pyrimidines in the region between 

7 nt downstream from the A of the BS to the nucleotide 

upstream from the analyzed 3’ss. 

Distance to the PPT: We used the heuristic method defined in 

(Clark and Thanaraj, 2002) to predict polypyrimidine tracts 

between the BS and the HAG being evaluated. In case that more 

than one PPT was predicted for a given HAG, we kept the closest 

one. We defined the distance to the PPT as the number of 

nucleotides between the end of the PPT and the HAG, without 

including them. The score for this feature was defined as the 

log10 of this distance. When no PPT could be identified by the 

method, the maximum distance possible was taken, that is equal 

to the distance between the BS and the 3’ss minus 6 (we 

removed the nucleotides belonging to the BS after the A and the 

HAG). 

Blast search of alternative splicing products 

We obtained the mRNA sequences and the protein sequences, 

when applicable, resulting from the usage of the predicted 

alternative 3’ss. For all the predicted proteins (alternative 3’ss in 

the coding region), we looked for homologous sequences in the 

non-redundant protein database (nr) from RefSeq (Pruitt et al., 

2007) using blastp (Altschul et al., 1997), imposing that the 

variable region was part of an alignment. In the cases in which 
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we predicted alternative 3’ss in non-coding genes (snRN17A and 

snRN17B), we looked for homologous sequences in nr database 

using blastn (Altschul et al., 1997). 

Search of homologous proteins 

We wanted to check whether the protein products resulting from 

the usage of the predicted alternative 3’ss that did not introduce 

a PTC could be functional, i.e. chrIV:1103808-

1103890:+:YDR318W_31, chrIII:107034-

107110:+:YCL005W-A_54, and chrXII:564457-564515:-

:YLR211C_40. In order to do so, we looked for homologous 

proteins of the translated results of the alternative 3’ss events 

that were inside coding genes and did not introduced a PTC. 

First, we identified putative homologous proteins using blastp 

against Uniprot database (UniProt Consortium, 2011), and kept 

all matches obtained. We then selected the possible 

homologous proteins based on the percentage of identity and 

the length of the alignment using the curve calculated for protein 

pairs with known structure (Rost, 1999). The threshold applied is 

described by the formula: 

 

where  is the amount of nucleotides aligned between two 

proteins;  the cut-off percentage of identical residues over the  

aligned residues; and  describes the distance in percentage 
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points from the curve. For 99% true positives,  (Rost, 

1999). Applying this method, we are able to retrieve 31 

homologous proteins for YCL005W-A (Supplementary figure 

4a), 13 for YDR318W (Supplementary Figure 4b), and 16 for 

YLR211C (Supplementary Figure 4c). For each of the sets of 

homologous proteins, we performed multiple sequence 

alignments using T-coffee with default parameters (Notredame 

et al., 2000). In all three cases we find that the deletion produced 

by the usage of the alternative 3’ss is not present in the majority 

of the other species and moreover corresponds to a conserved 

region, suggesting that the deleted part is important for protein 

function. The conservation of the predicted proteins with the 

closest homologs is shown in Supplementary Figures 5, 6 and 7. 

Additionally, we also did secondary structure predictions with 

psipred (McGuffin et al., 2000) for the 3 predicted protein 

candidates. In all three cases the deletion falls inside a predicted 

alpha-helix, which suggests that the structure of the resulting 

proteins changes and therefore, it could affect protein function. 

Taking together all these pieces of evidence, we cannot claim 

that the protein products resulting from the usage of the 

candidate 3’ss predicted will be functional. 
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Supplementary Figures and Tables 

 
Supplementary Figure 1. Distribution of BS-3’ss distances in the 
homologous yeast species analyzed. Introns are separated in two categories, 
those that contain a secondary structure in this region (black), and those that 
do not (light gray). The effective distance of introns containing a secondary 
structure is also shown (dark gray line). For each species, the number of 
introns in each category is shown (black, introns with a secondary structure; 
light grey, introns without a secondary structure). For each species, the p-
value of the comparison of length distributions of introns is also given. 

 

Supplementary Figure 2. Maximum length distribution of effective distances 
for random sets with the same (grey) and different (black) sequence content. 
The dashed line marks the maximum effective distance observed in real 
introns. 
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Supplementary Figure 3. Boxplot diagrams showing the accessibility values 
of annotated and cryptic (intronic and exonic) 3’ss for all the homologous 
yeast species analyzed. 

 

Supplementary Figure 4. Representation of percentage identity (y-axis) 
versus alignment length (x-axis) of the homologous proteins identified for 
YCL005W-A (a), YDR318W (b), and YLR211C (c). The red line shows the 
curve defined by Burkhard Rost (Rost, 1999) to determine structural homolgs 
with a 99% of true positives. Grey dots represent discarded proteins (false 
structural homologs) whereas black circles represent the selected proteins 
(true structural homologs). 
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Supplementary Figure 5. (a) Extract of the alignment of YDR318W 
homologous proteins identified, including the alternative protein predicted. 
The alignment has been edited with Jalview (Waterhouse et al., 2009). The 
sequences are colored according to the Neighbor-Joining (NJ) tree based on 
the % identity of the proteins (b). The orange box shows the deletion introduce 
by the alternative 3’ss predicted. 
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Supplementary Figure 6. (a) Extract of the alignment of YLC005W-A 
homologous proteins identified, including the alternative protein predicted. 
The alignment has been edited with Jalview (Waterhouse et al., 2009). The 
sequences are colored according to the Neighbor-Joining (NJ) tree based on 
the % identity of the proteins (b). For clarity purposes, proteins are divided into 
two groups according to the NJ tree (grey and black groups), and the 
percentage identity used for coloring them takes into account the identity 
within a given group. The orange box shows the deletion introduce by the 
alternative 3’ss predicted. 
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Supplementary Figure 7. (a) Extract of the alignment of YLR211C 
homologous proteins identified, including the alternative protein predicted. 
The alignment has been edited with Jalview (Waterhouse et al., 2009). The 
sequences are colored according to the Neighbor-Joining (NJ) tree based on 
the % identity of the proteins (b). For clarity purposes, the homologs that were 
not aligned in the region of interest were deleted from the alignment and from 
the tree. The orange box shows the deletion introduce by the alternative 3’ss 
predicted. 

Supplementary Table 1. Homologous introns identified in yeast species. 

Species name Nº of introns 
S. cerevisiae 282 
S. paradoxus 259 
S. mikatae 262 
S kudriavzevii 255 
S. bayanus 258 
S. castellii 150 
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Supplementary Table 2. RNA-Seq datasets. 

Dataset Study Read 
Length Reads 

Reads not 
mapped 

to the 
genome 

All split-
mapped 

reads 

Unique 
split-

mapped 
reads 

HS Yassour et al. 2009 36 11776251 2662310 28085 23801 

YPD-t0 Yassour et al. 2009 36 13932371 3461274 54177 45857 

YPD-t15 Yassour et al. 2009 36 12118043 2833818 50907 43944 

WT 
Nagalakshmi et al. 

2008 
33 29912517 15525631 72777 60471 

Dataset abbreviations: HS heat shock (37ºC), YPD-t0 Yeast Peptone Dextrose time 0 (22ºC); YPD-
t15 Yeast Peptone Dextrose time15 (22ºC); WT wild type (30ºC) 
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3.2. Supplementary Material 

 

Figure S1. Distribution of the non-synonymous substitution rate (dN) for 
constitutive and alternative regions. 

 

Figure S2. Distributions of the synonymous substitution rate (dS) for 
constitutive and alternative regions.  
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Figure S3. Distribution of the values of Omega (=dN/dS) for the alternative 
and constitutive regions.  Alternative (red) and constitutive (blue) exons have 
significantly different distributions (p-value < 2.2e-16). 

 

Figure S4. Distribution of omega (=dN/dS) for each of the four subsets of 
orthologous exons: constitutive and alternative exons with (CES) or without 
(non-CES) conservation of the exonic structure. 
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Figure S5. Correlation of the ESE conservation score with the (left) non-
synonymous (dN) and (right) synonymous (dS) divergence for each of the four 
exon-groups. 

 

Figure S6. Distribution of the conserved hexamers for two exon data sets: 
hexamers in the CDS of single exon genes (orange) and ESE hexamers from 
our set of constitutive and alternative exons. On the x-axis, the conservation is 
given as the fraction of the occurrences of the hexamers in human that is 
exactly conserved in mouse. The y-axis represents the proportion of hexamers 
with a given conservation. 
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Density of Exonic Enhacers in Alternative and 

Constitutive exons 

We compared the density of ESEs in constitutive and alternative 
exons. For each gene we calculate the difference in the 
proportion of bases covered by ESEs in constitutive and 
alternative exons: 

 

We found a higher density of ESEs in constitutive exons. The 

mean of the differences is 0.016. A check of the difference using 

paired t-test gives a p-value = 6.273e-05, and a 95% confidence 

interval [0.008496871, 0.024703948], which is not 

overlapping 0. From this we can conclude that constitutive exons 

have a slightly higher density of ESEs. 

Further, we plotted the density of ESEs in alternative and 

constitutive exons separated by CES and non-CES exons (Figure 

S8). This average density was plotted for each exon subset, at 

different minimum percentage identity values. Slicing the data in 

this way, we can view the differences between the sets, and how 

these differences change with the conservation. We observe that 

constitutive exons have in general higher density of ESEs than 

alternative exons.  
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Figure S7. Correlation of the ESE density versus the minimum percentage 
identity conservation of exon sequences. The ESE density is measured as the 
fraction of the exon length in human that is covered by ESEs. 

Testing the influence of biases in the results 

We wanted to test whether there are biases in our dataset and 

whether these could influence the results that we present in our 

paper. For this work, we had classified our exon set according to 

whether they appear in a transcript with an exonic structure that 

is conserved (CES) or not conserved (non-CES) between human 

and mouse. In order to test the influence of possible biases we 

have considered the genes to which these exons belong, and 

separated them into two sets: those containing conserved exons 

(that we call CES-exon-containing genes) and those containing 

non-CES exons (that we call nonCES-exon-containing genes), 

and considered the distributions of the number of exons per 

gene, gene length, and difference in the number of transcripts 
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between gene orthologs. We found that there are some 

characteristics more typical of genes containing non-CES exons, 

but none of these properties influence the results we present in 

our manuscript. A detailed explanation of this analysis is given 

below.  

Dependencies with the number of exons per gene  

We compared the distributions of the number of exons per gene 

for CES-exon-containing genes and nonCES-exon-containing 

genes. We observe that nonCES-exon-containing genes are more 

frequent in the range of 22 or more exons per gene, whereas 

CES-exon-containing genes are more frequent in the rage of less 

than 22 exons per gene (see Figure 1).  

 
Figure 1. Distributions of the number of exons per gene for CES-exon-
containing genes and nonCES-exon-containing genes. 
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To test whether these biases have any influence in the 

differences of dN and dS that we observe for the four different 

exon subtypes (constitutive CES, constitutive non-CES, 

alternative CES and alternative non-CES), we did a equal-sized 

random sampling of exons from this distribution. More 

specifically, from the distribution of the number of exons per 

gene we considered the following 5 bins: 

number 
of exons-
per-gene 

constitutive 
CES exons 

constitutive 
non-CES 

exons 

alternative 
CES exons 

alternative 
non-CES 

exons 
3-11 942 169 291 112 

12-17 915 353 215 110 
18-23 1293 715 233 222 
24-29 580 690 111 142 
30-40 767 836 108 241 

In the table we include the number of exons of each exon-subset 

present in each of these bins. These bins account for the 82.8% 

of the total number of exons considered in the paper.  

From each bin, and from each exon-subtype we sampled 20 

exons at random, hence 100 exons for each exon subtype, and 

calculated the average dN and average dS values for each 

subtype. This random sampling and average calculation was 

repeated 10000 times. Figure 2 shows the distribution of the 

average dN values from this 10000 samplings for each exon 

subtype. We observe the same behaviour reported in the 

manuscript: non-CES exons have higher dN than their CES 

counterparts. In particular, alternative non-CES exons have on 
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average the highest dN values, whereas constitutive CES exons 

have on average the lowest dN values. 

 
Figure 2. Distribution of the average dN values for the four exon sets 
(constitutive CES, const. non-CES, alternative CES and alt. non-CES), obtained 
from an equal-sized random sampling of equivalent bins of the exons-per-gen 
distribution. 

Figure 3 shows the distribution of the average dS values for each 

exon subtype, and reflect the same pattern described in the 

manuscript: CES exons have lower average dS values. In 

particular, alternative CES exons have on average the lowest dS 

values, whereas constitutive non-CES exons on average the 

highest dS values.  
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Figure 3. Distribution of the average dS values for the four exon sets 
(constitutive CES, const. non-CES, alternative CES and alt. non-CES), obtained 
from an equal-sized random sampling of equivalent bins of the exons-per-gen 
distribution. 

We can conclude that the number of exons per gene does not 

affect our results.  

Dependencies with the gene length 

The gene-length distributions follow the same trend as for the 

number of exons per gene. Short genes are more frequently CES-

exon-containing than nonCES-containing, and long genes are 

more frequently nonCES-exon-containing than CES-exon-

containing ones (see Figure 4).  
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Figure 4. Distributions of the gene-lengths for CES-exon-containing genes and 
nonCES-exon-containing genes. 

We performed the same random sampling procedure of equal-

sized exon subsets as before, now using the gene-length 

distribution. We considered the following bins: 

gene lengths (bp) 
constitutive 
CES exons 

constitutive 
non-CES 

exons 

alternative CES 
exons 

alternative 
non-CES 

exons 
0-72051 2286 1391 529 508 

72052-144102 1100 1023 240 283 
144103-216153 449 479 69 113 
216154-288203 397 573 62 142 
360254-648458 279 535 49 65 

 

In the table we also give the number of exons for each subtype. 

These bins account for the 96.8% of the total number of exons 

used in the paper.  
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As before, from each bin and for each exon-subtype, we sampled 

20 exons at random, hence 100 exons for each subtype. This 

was repeated 10000 times, and each time, the average dN and 

dS for each subtype was calculated. We obtained the same 

results as before: non-CES exons have on average higher dN 

values (see Figure 5) and CES-exons have on average lower dS 

values. (see Figure 6). We therefore conclude that the gene 

length does not affect our results. 

 
Figure 5. Distribution of the average dN values for the four exon-subtypes 
(constitutive CES, const. non-CES, alternative CES and alt. non-CES), obtained 
from an equal-sized random sampling of equivalent bins of the gene-length 
distribution. 
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Figure 6. Distribution of the average dS values for the four exon-subtypes 
(constitutive CES, const. non-CES, alternative CES and alt. non-CES), obtained 
from an equal-sized random sampling of equivalent bins of the gene-length 
distribution. 

Dependencies with the differences in the number of 

transcripts per gene between orthologous pairs 

We also looked at the possible dependencies with the difference 

in the number of transcripts in human and mouse gene 

orthologs. For each pair of human-mouse gene orthologs, we 

calculated the distribution of the differences in the number of 

transcripts. The distributions for CES-exon-containing and 

nonCES-exon-containing genes are shown in Figure 7.  
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Figure 7. Distributions of the differences in the number of transcripts (above) 
and in the number of exons (below) between human-mouse orthologous 
gene-pairs. The x-axis is calculate subtracting the number in mouse to the 
number in human. 

To test whether our results are influenced by the cases in which 

there is a big difference in the number of transcripts between 

orthologous genes, we calculated the distributions of dN and dS 

for orthologous pairs that have the same number of transcripts 

(see Figure 8). For this subset, the CES-exon-containing genes 

have on average 1.8 transcripts (median 2), and the nonCES-

exon-containing genes have on average 2.3 transcripts (median 

2).  

We observe (see Figure 8) that the exons distribute with the 

same general trend as reported in the manuscript: constitutive 

CES exons have lower dN values, alternative non-CES exons 
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have higher dN values, alternative CES exons have lower dS 

values and constitutive non-CES have higher dS values. 

Figure 8. Distribution of the dN and dS values for exons (separated in four 
exon subtypes) in genes orthologs with the same number of transcripts per 
gene. 

We looked at the distribution of the differences in the number of 

exons per gene between human and mouse orthologs (see 

Figure 7). We clearly see that orthologous genes with the same 

number of exons contain more frequently CES exons. This, 

however, is an expected feature of our classification: we want to 

distinguish between cases where the exonic structure varies and 

cases where it does not. This variation is expected to correlate 

with gene orthologs with exons that are species specific. Thus 

orthologous genes with the same number of exons are more 

likely to share most of the exonic structures. We also note that 

we are considering only coding exons in our analyses. 

We calculated the dN and dS distributions for the different exon-

subsets in the case where the orthologous genes have the same 

number of exons (see Figure 9). We observe that the exons 

distribute with the same general trend as reported in the 
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manuscript: constitutive CES exons have lower dN values, 

alternative non-CES exons have higher dN values, alternative 

CES exons have lower dS values and constitutive non-CES have 

higher dS values. 

Figure 9. Distribution of the dN and dS values for exons (separated in four 
subtypes) in genes orthologs with the same number of exons per gene. 

Conclusions 

We have sliced our data taking into account that a number of 

genes contain one or more transcripts which exonic structure is 

not conserved in mouse. The present tests show that these 

genes are quite often long and with many exons. We also show 

that, however, these features do no influence the findings 

reported in our article.  We therefore can expect that long genes 

with many exons are more prone to vary in exonic structure with 

respect to their orthologs. However, independently of the type of 

gene in which this variation is more frequently observed, it is the 

variation itself what correlates with a difference in sequence 

conservation. Thus we can conclude that the sequence 

properties of alternative exons depend on contextual factors. A 

subset of alternative exons has higher sequence conservation 
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than average, and a different subset has higher dN than average, 

and these subsets strongly correlate with exons in conserved 

and non-conserved exonic structures, respectively. 
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Each of the research articles presented in this thesis already 

includes a discussion section. Therefore, here I will present a 

global discussion of the points presented in the objectives 

section. 

1. Conservation of SR and SR-like proteins in 

eukaryotes and implications in splicing regulation 

In the first work presented (Plass et al., 2008), we analyzed the 

conservation of SR and SR-related proteins in 22 eukaryotic 

species including metazoans, plants, fungi and protists. This 

analysis extends previous works (Barbosa-Morais et al., 2006; 

Schwartz et al., 2008) and provides interesting insights about 

the evolution and expansion of SR and SR-related proteins in 

eukaryotes. On the one hand, we showed that SR proteins are 

widely spread in fungal species and only those fungi from the 

Saccharomycetaceae family (K. lactis and S. cerevisiae) lack SR 

protein homologs. On the other hand, we found that some fungal 

species, like Rhizopus oryzae, have more than a copy of some SR 

proteins. Moreover, in all the species analyzed we see that the 

lack of SR proteins is related with the presence of MUD2 and 

NPL3 in the same species. MUD2 is homologous to U2AF65 and 

is involved in the recognition of the BS (Abovich et al., 1994), 

although it lacks the RS domain. In metazoans, U2AF65 interacts 

with U2AF35, and this interaction is important for 3’ss 

recognition. The lack of U2AF35 in the members of the 
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Saccharomycetaceae family, which contain MUD2, may indicate 

a difference in 3’ss recognition in these species. Conversely, 

NPL3 is an RNA binding protein with RRMs similar to those from 

SRP2 (Plass et al., 2008) but without an RS domain. 

Interestingly, this protein has been shown to promote splicing in 

yeast by facilitating the co-transcriptional recruitment of U1 

snRNP and U2 snRNP components in early steps of spliceosome 

assembly (Kress et al., 2008), similarly to what other mammalian 

SR proteins do (Blencowe et al., 1999; Bourgeois et al., 2004; 

Hertel and Graveley, 2005). However, the function of this protein 

differs from that of mammalian SR proteins since it is not able to 

enhance the recognition of suboptimal splicing signals (Kress et 

al., 2008). In mammals, this recognition is mediated through the 

RS domain (Wu and Maniatis, 1993; Shen et al., 2004; Shen and 

Green, 2004). Moreover, it has been shown that mammalian SR 

proteins inserted in S. cerevisiae are able to recognize 

suboptimal splicing signals, showing that the mechanism is 

conserved in yeast (Shen et al., 2006). This gives extra evidence 

that RS domain of NPL3 does not function as mammalian RS 

domains.  

2. Relation between SR proteins and the BS 

It has been shown that SR proteins are able to enhance the 

recognition of suboptimal splicing signals by stabilizing the 

interaction between the snRNA and the pre-mRNA through the 
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RS domain (Shen et al., 2004; Shen and Green, 2004), and that 

this mechanism is conserved across eukaryotes (Shen et al., 

2006). We investigated whether there is a relation between 

splicing signals and the RS domain across species (Plass et al., 

2008). The hypothesis was that, if the binding between the 

snRNAs and the signals in the pre-mRNA was strong enough, 

there would be no requirement for the presence of RS domains 

to enhance the recognition of suboptimal splicing signals. In 

contrast, if the signals were suboptimally recognized, we would 

expect more SR proteins with functional RS domains. Our results 

confirmed this hypothesis, as we found that those species with 

more conserved splicing signals are also those containing fewer 

or no SR proteins (Plass et al., 2008). Furthermore, in previous 

works it was demonstrated that the function of the RS domain 

depends on the content of SR repeats (Graveley et al., 1998; 

Philipps et al., 2003) and the phosphorylation state of the 

domain (Prasad et al., 1999). Our results show that the presence 

of RS repeats in SRP2 is inversely correlated with the energy of 

the binding of the U2 snRNA to the BS, suggesting the co-

evolution of the signal and the amount of SR repeats in the RS 

domain (Plass et al., 2008). Interestingly, species with more 

conserved BS signal present higher RD and RE repeats. These 

dinucleotides mimic the function of phosphorylated SR repeats 

and can function as RS domains (Cartegni and Krainer, 2003; 

Philipps et al., 2003). However, these domains are potentially 

inactive, similarly to RS domains that are inactive at high 



Discussion 

160 

phosphorylation states. This provides further evidence 

suggesting that these domains may not function like the RS 

domain of eukaryotes. 

3. Role of RNA secondary structures in 3’ss 

selection in yeast 

We have shown that RNA secondary structure is important for 

3’ss selection in yeast, and that this mechanism of regulation is 

conserved in other yeast species. In yeast, RNA promotes 3’ss 

selection by maintaining the right distance between the BS and 

the 3’ss. Moreover, secondary structures contribute to the 

proper selection of real 3’ss by preventing the recognition of 

cryptic ones placed between the BS and the 3’ss. These 

functions of RNA structures had already been shown in specific 

cases (reviewed in Warf and Berglund, 2010), but we have 

shown that it is widespread in yeast. We demonstrate that RNA 

structures are important for 3’ss selection in the majority of yeast 

introns, suggesting that the role of RNA secondary structures is 

more important in splicing than previously thought (Meyer et al., 

unpublished). Furthermore, we also demonstrate that RNA 

structures allow regulating alternative splicing in the absence of 

other splicing enhancers like SR proteins. 

Using this idea, we designed a computational method to model 

3’ss selection in yeast taking into account the roles of RNA 

secondary structure in shortening BS-3’ss distances and in 
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hiding cryptic 3’ss. Our model is able to predict correctly over 

90% of annotated 3’ss. Moreover, it can also be used to predict 

alternative 3’ss to be tested experimentally. These results 

suggest that our model is able to encapsulate the information 

required to identify used 3’ss in yeast, and that alternative 

splicing is more frequent than previously thought. Additionally, 

by comparing the predictions obtained at two different 

temperatures, we also show that 3’ss selection by RNA 

structures can be modified by temperature. Interestingly, it has 

been shown that several mRNAs change their splicing pattern or 

the levels of mature mRNA after heat-shock (Yassour et al., 

2009). Therefore, RNA structure may be a common mechanism 

regulating alternative splicing in those events. 

4. Understanding the impact of AS as gene 

regulator in yeast 

32 of the 37 alternative 3’ss that we have predicted using our 

computational method introduce a PTC. These transcripts 

containing long 3’UTRs will be degraded through NMD (Amrani 

et al., 2004) and therefore, will not contribute to expand the 

yeast proteome. Moreover, the usage of the alternative 3’ss 

predicted is very low. Previous genome-wide studies on 

alternative splicing have highlighted the fact that lots of 

alternative transcripts are expressed at very low levels (Pan et al., 

2006). The majority of these transcripts, rather than creating a 
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truncated protein, get degraded by NMD (reviewed in Lareau et 

al., 2007a). However, if the concentration of these alternative 

transcripts is very low, the effect that the degradation would 

have is minimal, and probably will not affect the final mRNA 

levels (Neu-Yilik et al., 2004; Pan et al., 2006). Thus, it is still 

controversial whether such alternative splicing events may have 

any effect on gene regulation or, in contrast, they are just splicing 

noise. In some cases, it has been demonstrated that alternative 

splicing coupled to NMD is an important regulatory mechanism, 

even if it happens at low levels. SR proteins are one of the 

clearest examples. The mRNA levels of SR proteins get regulated 

through NMD (Lareau et al., 2007b). Consequently, changes in 

the levels of mature protein can have further effects in the 

splicing patterns of lots of other proteins, which are regulated by 

differential concentrations of splicing enhancers and silencers in 

the cell (reviewed in Matlin et al., 2005). Taking all this into 

account, without further research, we cannot know which will be 

the actual functional impact of the predicted alternative 3’ss.  

5. Analyzing the role of AS in sequence evolution 

Three of the predicted alternative 3’ss in yeast produce mRNAs 

that will get translated into potentially functional proteins. In all 

three cases, the usage of an alternative 3’ss produces a deletion 

in the original protein that is not present in other species and 

affects the secondary structure of the protein. These results 
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suggest that the resulting proteins will not be functional or at 

least will have an impaired function. However, it was previously 

suggested that alternative splicing events producing non-

functional protein isoforms, when they are not very frequent, 

might allow the evolution of new protein functions with a low 

impact in the overall function of the protein (Modrek and Lee, 

2003). 

To analyze further the possibility that alternative splicing could 

have an impact on protein evolution, we analyzed the sequence 

properties of human cassette exons (Plass and Eyras, 2006). Our 

hypothesis was that alternative exons are expected to have more 

non-synonymous mutations, i.e. mutations affecting the coded 

amino acids, than constitutive exons. Furthermore, we also 

expected that these non-synonymous mutations would be more 

frequent in exons that are poorly included in final transcripts than 

in highly included exons, and hence they would have a low 

impact on the function of the final protein. Our analyses verified 

these hypotheses. The amount of non-synonymous mutations in 

alternative exons is higher than in constitutive exons, and it 

decreases with the inclusion of the alternative exon measured in 

ESTs (Plass and Eyras, 2006). This result is consistent with 

previous works showing that alternative exons are important for 

protein evolution (Iida and Akashi, 2000; Xing and Lee, 2005; 

Chen et al., 2006; Ermakova et al., 2006). 
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6. Understanding the relation between transcript 

structure, sequence conservation and AS 

Contrary to the result that alternative exons contribute largely to 

protein evolution, it had also been demonstrated that alternative 

exons have higher sequence conservation than constitutive 

exons (Modrek and Lee, 2003; Sugnet et al., 2004; Philipps et 

al., 2004). We hypothesized that this apparent inconsistency 

could be explained by the presence of different exon populations 

containing different amount of splicing regulatory elements that 

are under purifying selection. Therefore, by studying the 

conservation of the transcript structure, which is related with 

splicing, we would be able to identify these exon populations. In 

our analyses, we compared dS values of constitutive and 

cassette exons with or without conservation of transcript 

structure. In agreement with previous studies, we found that at 

any identity threshold, dS values are lower for cassette exons 

than for constitutive exons (Plass and Eyras, 2006). This higher 

conservation had been related with a higher density of 

regulatory motifs involved in splicing control, which are likely 

under purifying selection (Hurst and Pal, 2001; Orban and Olah, 

2001; Carlini and Genut, 2006; Parmley et al., 2006). Moreover, 

it is known that splicing events can be coordinated within a 

transcript (Liu et al., 2001), and that not all possible exon 

combinations are seen in mRNAs, suggesting a relation between 

transcript structure and splicing regulation. To understand better 
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the impact of splicing regulatory motifs in sequence 

conservation and its relation with transcript structure, we 

analyzed dS and dN values of alternative exons present in 

transcripts with conserved and non-conserved transcript 

structures at different minimum inclusion levels based on EST 

data. We found that at any inclusion level, exons without a 

conserved transcript structure have higher dN and dS values 

than their counterparts with conserved exonic structure. We also 

observed that dS and dN values of alternative exons approach 

the corresponding values of constitutive exons at high inclusion 

levels (Plass and Eyras, 2006). These results suggest that the 

differences in dS and dN between constitutive and alternative 

exons depend on both the conservation of the transcript 

structure and the inclusion level. Moreover, they also reconcile 

the apparent discrepancy in the properties of alternative exons 

reported previously in the literature: cassette exons that are 

highly conserved are those that are highly included in transcripts 

and with a conserved exonic structure, suggesting that 

conserved splicing regulatory elements are responsible for this 

high sequence conservation. In contrast, alternative exons with 

low sequence conservation are those that are included in fewer 

transcripts, particularly in those without a conserved exonic 

structure, and may contribute to the evolution of new protein 

functions. Therefore, the contradicting properties described of 

alternative exons are related to different alternative exon 

populations. 
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To validate the relation between sequence conservation and 

splicing regulation, we also analyzed the conservation of sets of 

regulatory elements independently predicted in human and 

mouse. Interestingly, ESEs are more conserved in constitutive 

than in alternative exons. This conservation is also higher for 

exons with conserved exonic structure (Plass and Eyras, 2006). 

This result is in agreement with previous analyses of dN and dS 

values. Furthermore, we found that intronic regions surrounding 

alternative exons are more conserved than those surrounding 

constitutive exons, suggesting that regulation of alternative 

splicing may be subject to the presence of conserved intronic 

elements as well (Sorek and Ast, 2003; Yeo et al., 2005). 
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1. The distribution of SR and SR-like proteins is not even across 

eukaryotes. Some species contain one or more copies of specific 

proteins whereas others have none.  

2. The amount of splicing enhancers found in an organism is 

related with the conservation of the splicing signals. Moreover, 

species with more conserved splicing signals have fewer SR 

proteins or none. 

3. The repeat composition of RS domains varies across species. 

RS domains with high density of SR repeats are observed in 

species with suboptimal splicing signals.  

4. There is an indirect relation between the number of SR 

repeats in RS domains and the energy of the binding of U2 

snRNA to the BS, suggesting a co-evolution of the RS domain 

and the BS signal. 

5. The structure adopted by the pre-mRNA is important for 3’ss 

recognition in the majority of yeast introns as it maintains the BS 

and 3’ss at the right distance and hinders the recognition of 

cryptic 3’ss. 

6. Including information from RNA secondary structures into a 

statistical model to predict 3’ss in yeast allows identifying new 

3’ss that can be validated with RNA-Seq reads. 

7. The alternative 3’ss validated in yeast are expressed at low 

levels and are probably degraded through NMD. Nevertheless, 
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the real impact in the final mRNA levels cannot be resolved 

without further research. 

8. Splicing regulatory signals present in the pre-mRNA impose 

an extra layer of sequence and structure conservation at the 

transcript level. 

9. The synonymous and non-synonymous substitution rates of 

an exon have a strong dependence on the inclusion level of the 

exon and on the conservation of the exonic structure of the 

transcript it belongs to.  

10. The contradicting properties that have been associated to 

alternative exons, i.e. higher conservation and relaxed selection 

pressure, can be reconciled if both conservation of transcript 

structure and inclusion of the exon in transcripts are taken into 

account.  
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Appendix A. Methods to estimate alternative 

splicing levels 

There are several methods to estimate the relative levels of 

transcripts produced by a single pre-mRNA. Initial genome-wide 

techniques included the usage of expressed sequence tags 

(ESTs) and microarrays. Other high-throughput methods were 

also developed to obtain a global census of RNA molecules, such 

as serial analysis of gene expression (SAGE) (Velculescu et al., 

2000), cap analysis of gene expression (CAGE) (Kodzius et al., 

2006), and PCR-based platforms (Brosseau et al., 2010; Hsiao et 

al., 2010). With the development of new sequencing 

technologies, RNA sequencing (RNA-seq) has now become the 

most powerful tool to do such measurements.  

ESTs 

ESTs are small pieces of DNA sequence that are generated by 

sequencing expressed genes. First, the RNA of interest is purified 

from the cell and afterwards converted into cDNA and cloned 

into a bacterial vector. Next, pieces from one or both ends of the 

cDNA clones, usually of around a few hundred nucleotides, are 

sequenced, producing the ESTs (reviewed in Nagaraj et al., 

2007). ESTs can give an idea of the particular transcriptome in a 

cell type and therefore, are very valuable to investigate the 
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relative abundance of alternative transcripts or to discover new 

transcripts. 

ESTs can be used to detect new splicing variants by aligning 

them directly to the genome and for reconstructing the 

transcripts they come from (Eyras et al., 2004; Kim et al., 2005; 

Xing et al., 2006). Moreover, they can also be used to measure 

the relative abundance of known exons or transcripts. The basic 

way to use ESTs to measure alternative splicing is to calculate 

the inclusion level of exons. The inclusion level is defined as the 

fraction of ESTs validating an exon over the total amount of EST 

overlapping the genomic locus. Using this measure, it is easy to 

distinguish constitutive exons, i.e. they appear in all ESTs, from 

alternative exons, i.e. they only appear in a subset of the ESTs 

(see for instance Mironov et al., 1999; Brett et al., 2000; Modrek 

et al., 2001). Moreover, ESTs can also be used to compare 

relative inclusion of exons by, for instance, comparing the 

inclusion levels of an exon across tissues or cell types (see for 

instance Schmitt et al., 1999). For a full review of the usage of 

ESTs to detect alternative splicing see (Kim and Lee, 2008). 

As for any other method, the usage of ESTs has several 

limitations due to problems arising from both the experimental 

procedures to obtain them and the bioinformatics analyses used 

for processing. The main bias in ESTs stems from the variability 

in the protocols used for creating EST libraries and the low 

coverage of ESTs in some cell lines or tissues, allowing little 
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comparisons across libraries. Moreover, it has to be considered 

that PCR and sequencing steps may introduce errors in the 

sequence. EST databases can also be contaminated with 

genomic sequences, sequences coming from chimeric 

transcripts created from PCR artifacts or other RNA/DNA 

fragments, which will produce wrong predictions. Likewise, 

during bioinformatics processing there can be mapping 

problems. Paralogous genes and repetitive sequences can 

produce multiple alignments of a single EST. Besides, genomic 

variability and errors in EST sequences can result in wrong 

alignments (reviewed in Modrek and Lee, 2002; Nagaraj et al., 

2007; Kim and Lee, 2008). 

Microarrays 

Microarrays have also been widely used to measure alternative 

splicing. In this case, the microarray is prepared with known 

sequences of interest, which will be hybridized with the RNA or 

cDNA samples of interest. Later, the array data is analyzed using 

different strategies, according to the platform and the type of 

microarray. Microarrays are very useful to measure changes in 

splicing patterns across tissues or developmental stages, as they 

are cheaper than sequencing ESTs and very sensitive (Johnson 

et al., 2003). The problems of microarrays may come from cross-

hybridization of RNAs to probes. Additionally, quantification of 

relative abundance of whole transcripts is difficult. Alternative 
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splicing events are tested independently, and if several 

transcripts share the same event, it is impossible to know which 

transcript it belongs to. Besides, microarrays require a prior 

design of probes. Consequently, they can only detect events 

related with the probes designed and cannot detect new splicing 

variants (reviewed in Calarco et al., 2007). 

There are several types of microarrays used to measure 

alternative splicing, including tiling arrays, exon arrays (with 

single or multiple probes per exon), exon junction arrays, or 

arrays combining exon probes with exon junction probes (Figure 

9) (reviewed in Calarco et al., 2007).  

Tiling arrays 

Tiling arrays are a type of microarrays in which the probes are 

designed to cover long contiguous regions of the genome. This is 

achieved by designing overlapping probes with a fix length that 

are separated by a fix distance (Figure 9A). The resolution of 

these arrays depends on the length of the probes and the 

spacing between them.  

The aim of tilling arrays is to detect transcription genome-wide. 

Several studies have used these arrays to analyze changes in AS 

in a genome-wide manner, in specific tissues, or in particular 

development stages (see for instance Kampa et al., 2004; Stolc 

et al., 2004). 
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Figure 9. Types of microarrays used to monitor AS. Constitutive and 
alternative cassette exons are represented by blue and yellow boxes 
respectively. Oligonucleotide probes, which typically are anchored to glass 
slides, are marked with black lines. The types of microarrays illustrated are (A) 
genomic tiling arrays; (B) single probe exon array; (C) multiple probes per 
exon array; (D) junction-specific probes for included exons; (E) combination of 
exon and junction specific probes for included and skipped exons. 

Exon arrays 

Exon arrays contain one or more exon-probes from a gene 

(known or predicted). Therefore, they can be used to investigate 

the differences in abundance of exons in several conditions 

(Figure 9B and 9C) (see for instance Langer et al., 2010).  

Exon junction arrays 

Exon junction arrays are more interesting to study AS. In this 

case, the probes are designed to cover the junction between two 

particular exons, thus allowing the detection of particular 
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splicing events, such as exon skipping, or alternative 5’ or 3’ss 

(Figure 9D). In combination with exon probes, these arrays 

provide better results on the relative abundance of the different 

isoforms, as junction probes allow distinguishing differences in 

transcription from differences in splicing (Figure 9E) (see for 

instance Clark et al., 2002; Johnson et al., 2003; Pan et al., 

2004; Fehlbaum et al., 2005). 

RNA-Seq 

Recently developed high-throughput sequencing technologies, 

cheaper and faster than Sanger sequencing, have allowed better 

transcriptome characterization, and thus, better analysis of 

alternative splicing. In particular, RNA-Seq is based on 

sequencing short fragments of RNA. The amount of reads 

sequenced in each experiment is proportional to the original 

number of molecules in the cell, allowing direct quantification of 

gene expression (reviewed in Wang et al., 2009). In the simplest 

protocol, a population of RNAs is purified, fragmented into 

smaller pieces, and converted to a library of cDNA fragments, 

which will be later sequenced. For each sample, millions of short 

reads are obtained, providing enough data to analyze transcript 

expression more precisely than with previous methods 

(reviewed in Ozsolak and Milos, 2011).  

Several works have used RNA-Seq to identify AS events in 

various species including human, yeast or even plasmodium 
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(Sultan et al., 2008; Filichkin et al., 2010; Sorber et al., 2011). 

Subsequent experiments obtained more accurate 

measurements using paired-end reads. These reads come from 

sequencing both ends of an RNA that has been purified and 

cloned to cDNA. Thus, it has allowed a more effective 

reconstruction of RNA variants and a better measurement of 

relative expression levels (Guttman et al., 2010; Katz et al., 2010; 

Trapnell et al., 2010). 

RNA-Seq presents biases, some specific and some common to 

other high throughput sequencing technologies, like mapping 

problems due to the presence of polymorphisms, paralogs or 

repeats in the reference genome. Additionally, fragmentation 

methods can bias the distribution of reads along the gene and 

the relative abundance of reads from RNAs of different lengths in 

the final sample. Moreover, during the PCR step to transform 

RNAs into cDNAs, sequences can be amplified from already 

existing cDNAs. This will result in reads that are complementary 

to the original RNAs or in an increase of particular reads, which 

will not be proportional to the amount of RNAs in the original 

sample (reviewed in Wang et al., 2009). Nevertheless, the 

methods required to quantify precisely different isoforms taking 

into account existing biases are still an active area of research 

(Mortazavi et al., 2008; Hiller et al., 2009; Guttman et al., 2010; 

Katz et al., 2010; Richard et al., 2010; Trapnell et al., 2010; 

Wang et al., 2010a), suggesting that these problems will be 

solved in the next few years. 
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Appendix B. Techniques used to identify splicing 

regulatory motifs 

To understand how splicing works it is crucial to identify all cis 

acting elements involved in its control. In this case, both 

computational and experimental approaches have been used 

successfully (reviewed in Chasin, 2007). 

Computational methods 

Several methods have been designed to perform statistical 

analysis of genomic data in order to identify motifs that enhance 

of repress splicing. The idea is that by comparing a set of exons 

with expected regulated splicing with a control set, motifs 

related with this regulation could be identified by relative 

enrichment of nucleotide words of a given length. In general, the 

sets of exons selected for comparison are expected to be 

enriched in specific splicing regulators, e.g. splicing enhancers, 

or be characterized by a lack of them, e.g. unspliced exons. For 

instance, in one of the first approaches to identify ESEs, the exon 

set selected consisted of constitutive exons with weak splice 

sites, which were expected to be enriched in enhancers to 

compensate the weakness of the splice sites and maintain their 

constitutiveness. In the same example, constitutive exons with 

strong splice sites and introns were selected as control set, 

assuming that these regions would be depleted of ESEs 

(Fairbrother et al., 2002). The motifs identified by comparing 
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these two sets can be then tested individually to check their 

ability to enhance or repress splicing and therefore, validate the 

method. The most important computational methods used to 

identify splicing regulators are described in the table below. 

Table 2. Computational methods to identify splicing 
regulators. 

Author Method Motif set 

Fairbrother et 
al., 2002  

Identify motifs that are 
overrepresented in exons 
with weak splice sites vs 
exons with strong splice sites 
and introns. 

Hexamers 
functioning as 
exonic splicing 
enhancers. 

Zhang and 
Chasin, 2004 

Identify motifs that are either 
overrepresented (PESEs) or 
underrepresented (PESSs) in 
internal non-coding exons 
compared to pseudoexons 
identified in the 5’UTR region 
of the same genes and 5’ UTR 
regions from single exon 
genes. 

Octamers 
functioning as 
exonic splicing 
enhancers 
(PESEs) or as 
exonic splicing 
silencers 
(PESSs). 

Sironi et al., 
2004 

Identify motifs 
overrepresented in 
pseudoexons compared to 
their flanking intronic regions 
and annotated exons. 

Hexamers 
functioning as 
exonic splicing 
silencers. 

Goren et al., 
2006 

Identify pairs of codons that 
appear more frequently 
together than expected by 
chance and have higher 
conservation scores in 
wobble positions. 

Hexamers 
functioning as 
enhancers or 
silencers. 
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Experimental techniques  

The experimental techniques have been focused towards the 

identification of RNA sequences that functionally regulate 

splicing. Initially, the use of methods involving Systematic 

Evolution of Ligands by Exponential Enrichment (SELEX) 

(Ellington and Szostak, 1990) allowed the identification of both, 

consensus sequences bound by splicing enhancers (Binding 

SELEX) and sequences that enhance splicing in vivo or in vitro 

(Functional SELEX). Another method, based on splicing reporter 

assays, has also been very useful in the identification of exonic 

splicing silencers. Interestingly, as it does not perform an 

enrichment step like SELEX, it allows identifying ESSs with 

variable strength (Wang et al., 2004). More recently, novel 

techniques based on purifying proteins bound to RNA coupled to 

high-throughput sequencing (CLIP-Seq), has allowed the 

identification of binding sites of more splicing regulators and the 

identification of their target genes. 

Binding SELEX 

In protein binding SELEX, a pool of RNA molecules containing 

short randomized sequences are incubated with a purified RNA 

binding protein or an RNA binding domain. This process is 

repeated several times to enrich the RNA molecules in those 

having high affinity for the RNA binding protein. Using this 

protocol, the consensus sequences for several SR proteins, 
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hnRNPs and other splicing factors have been identified (Tacke 

and Manley, 1995; Abdul-Manan and Williams, 1996; 

Buckanovich and Darnell, 1997; Wang et al., 1997; Cavaloc et 

al., 1999; Amarasinghe et al., 2001; Kim et al., 2003; Hui et al., 

2005). 

Functional SELEX 

In this technique, a pool of random short RNA sequences goes 

through several steps of isolation and amplification. In each step, 

it is tested the ability of the selected sequences to enhance 

splicing in splicing assays. The enhancer sequences will be 

selected for the next round. Using this method, the sequences 

that promoted splicing in response to specific splicing factors, 

including the SR proteins SRSF1, SRSF2, SRSF5 and SRSF6 

were identified (Liu et al., 1998; Smith et al., 2006).  

CLIP 

The UV Cross Linking and immunoprecipitation (CLIP) method 

was initially developed to identify in vivo RNAs bound by Nova 

protein in the brain. After purification of the RNAs with an 

antibody specific for the protein, these RNAs were sequenced 

and the motif YCAY was identified as the consensus binding site 

for Nova (Ule et al., 2003). This method coupled to high-

throughput sequencing (CLIP-Seq or HITS-CLIP) has allowed 

identifying binding sites and RNA targets of several splicing 

factors, including Nova (Licatalosi et al., 2008), FOX2 (Yeo et al., 
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2009) and SRSF1 (Sanford et al., 2009). A novel version of this 

technique that allows single nucleotide resolution, iCLIP, has 

recently been used to identify targets of hnRNP C (Konig et al., 

2010), TIA1 and TIAL1 (Wang et al., 2010b), and TDP-43 

(Tollervey et al., 2011). 
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